Room acoustics simulation using 3-D compact explicit FDTD schemes


Published in:
IEEE TRANSACTIONS ON AUDIO SPEECH AND LANGUAGE PROCESSING

Document Version:
Peer reviewed version

Queen's University Belfast - Research Portal:
Link to publication record in Queen's University Belfast Research Portal

General rights
Copyright for the publications made accessible via the Queen's University Belfast Research Portal is retained by the author(s) and / or other copyright owners and it is a condition of accessing these publications that users recognise and abide by the legal requirements associated with these rights.

Take down policy
The Research Portal is Queen's institutional repository that provides access to Queen's research output. Every effort has been made to ensure that content in the Research Portal does not infringe any person's rights, or applicable UK laws. If you discover content in the Research Portal that you believe breaches copyright or violates any law, please contact openaccess@qub.ac.uk.

Download date: 24. Oct. 2020
Room acoustics simulation using 3-D compact explicit FDTD schemes

Konrad Kowalczyk* and Maarten van Walstijn

Abstract—This paper presents methods for simulating room acoustics using the finite-difference time-domain (FDTD) technique, focusing on boundary and medium modeling. A family of nonstaggered 3-D compact explicit FDTD schemes is analyzed in terms of stability, accuracy, and computational efficiency, and the most accurate and isotropic schemes based on a rectilinear grid are identified. A frequency-dependent boundary model that is consistent with locally reacting surface theory is also presented, in which the wall impedance is represented with a digital filter. For boundaries, accuracy in numerical reflection is analyzed and a stability proof is provided. The results indicate that the proposed 3-D interpolated wideband and isotropic schemes outperform directly related techniques based on Yee’s staggered grid and standard digital waveguide mesh, and that the boundary formulations generally have properties that are similar to that of the basic scheme used.

Index Terms—Acoustic propagation, acoustic reflection, acoustic signal processing, architectural acoustics, finite-difference time-domain (FDTD) methods, numerical analysis.

I. INTRODUCTION

OVER the past two decades, various computer modeling techniques have been developed for auralization and room acoustic purposes, with the main applications being spatialization of sound or speech, computer games, and architectural design tools [1], [2], [3], [4]. The level of accuracy to which the sound environment is modeled depends strongly on the application and availability of computational resources for audio signal processing. In room acoustics modeling, two distinct approaches dominate, namely geometrical and wave-based methods. In general, geometrical techniques (see, e.g., [5], [6], [7], [3], [8]) are more efficient but the underlying assumption of approximating sound waves with sound rays is justified for high frequencies only [9]. In contrast, wave-based methods, that inherently model all wave-related phenomena, are typically accurate at lower frequencies. Accurate room acoustics prediction and auralization thus requires using the wave-based method at high sample rates or hybrid models that apply the two different approaches for different frequency bands [10].

Among wave-based methods, finite-differences are usually applied in the form of Yee’s staggered scheme [11], originally employed in the room acoustics domain by Botteldooren in [4],[12]. Obtaining accurate predictions with Yee’s scheme requires heavy oversampling to reduce the numerical dispersion error, which leads to enormous computational costs. The efficiency can in principle be improved using implicit schemes to reduce the dispersion error, thereby allowing the use of a much lower sample rate [13], [14], but the implementation and boundary formulations for irregular room geometries present major difficulties for such schemes. Improving accuracy is also possible using higher-order spatial schemes (known as ‘large star’ systems), but then the treatment of boundaries becomes unwieldy. For this reason, this paper considers only compact explicit FDTD schemes, aiming to identify those schemes within that family that are the most efficient for modeling of acoustic systems in a specified audio bandwidth. In addition, considerations are constrained here to nonstaggered 3-D compact schemes on a rectilinear stencil, allowing a straightforward fit of the grid to enclosures with mainly parallel walls, which are predominant in real architecture.

Our formulation of the family of compact explicit schemes captures many schemes proposed in previous studies, including the standard leapfrog (SLF) scheme [15], the octahedral scheme [16], [17], [18], and the 3-D interpolated digital waveguide mesh (IDWM) [19]. Note that in general the digital waveguide mesh (DWM) can be considered as a subclass of FDTD methods, hence the FDTD schemes and waveguides based on the same stencil are mathematically equivalent [20], e.g., the 3-D SLF scheme [15] is equivalent to the 3-D rectilinear DWM [21], and the tetrahedral scheme is equivalent to the tetrahedral DWM. In comparison to previous studies that have investigated schemes on 3-D grid topologies ([16],[17],[18]), our approach differs mainly in the way that numerical dispersion is viewed not as a function of wavenumbers, but directly as a function of frequency and propagation direction (such as in [22], [23]). This new way of looking at schemes leads to different conclusions, including the identification of novel schemes such as the interpolated isotropic schemes and the interpolated wideband scheme.

Many boundary terminations used in DWM simulations employ a reflection coefficient or reflection filter directly attached to a single system port (see, e.g., [24], [25], [26], [27]). The same one-dimensional solution to what is fundamentally a two-dimensional problem appears to have been applied in [28] for modeling frequency-dependent boundaries in Yee’s FDTD scheme. As explained in [29], [30], [23], this simplification is unphysical, and it has been shown in [29], [30] that large
reflection errors and instabilities may result for this approach. In this paper, a general approach to formulating the digital impedance filter (DIF) boundary model (originally proposed in [30] for the 2-D SLF scheme) for all discussed 3-D FDTD schemes is presented, and the analysis of reflection magnitude for various cases is provided.

The paper is organized as follows. In Section II the general formulation of the 3-D compact explicit scheme is presented, and a detailed analysis of the numerical stability, dispersion error, isotropy and accuracy of special cases is provided. A general formulation of the 3-D compact explicit DIF model (including numerical reflection analysis and stability proof) is presented in Section III, followed by general conclusions in Section IV.

II. MOLDING

In room acoustics, the medium through which sound waves travel is air. Considering a 3-D Cartesian coordinate system $x$-$y$-$z$, sound wave propagation in air is governed by

$$
\frac{\partial^2 p}{\partial x^2} = c^2 \left( \frac{\partial^2 p}{\partial y^2} + \frac{\partial^2 p}{\partial z^2} \right),
$$

where \( p \) is the acoustic pressure variable and \( c \) is the sound wave velocity. Any compact explicit scheme approximating the continuous 3-D wave equation (1) can be described by

$$
\hat{p}_{l,m,i}^{n+1} = \lambda^2 \left[ \hat{p}_{l,m,i}^n + \hat{\sigma}_{xy} \hat{p}_{l,m,i}^n + \hat{\sigma}_{xz} \hat{p}_{l,m,i}^n \right] + a \left[ \hat{\sigma}_{xy} \hat{\sigma}_{xy} \hat{p}_{l,m,i}^n + \hat{\sigma}_{xz} \hat{\sigma}_{xz} \hat{p}_{l,m,i}^n \right] + b \left[ \hat{\sigma}_{xy} \hat{\sigma}_{xz} \hat{p}_{l,m,i}^n \right],
$$

where \( a \) and \( b \) denote two free numerical parameters, \( p_{l,m,i}^n \) is the update variable, and \( l, m, \) and \( i \) denote spatial indexes in \( x-, y-, \) and \( z\)-direction, respectively. \( \lambda = ct/X \) denotes the Courant number, where \( X \) is the grid spacing and \( T = 1/f_s \) is the time step. Applying the second-order derivative centred finite-difference operators \( \partial_x^2, \partial_y^2, \) and \( \partial_z^2, \) defined as

$$
p_{l,m,i}^n = p(x, y, z, t)|_{x=Xy=mx, y=X, t=nT},
$$

$$
\delta_x^2 p_{l,m,i}^n = p_{l,m,i}^{n+1} - 2p_{l,m,i}^n + p_{l,m,i}^{n-1},
$$

$$
\delta_y^2 p_{l,m,i}^n = p_{l+1,m,i}^n - 2p_{l,m,i}^n + p_{l-1,m,i}^n,
$$

$$
\delta_z^2 p_{l,m,i}^n = p_{l,m+1,i}^n - 2p_{l,m,i}^n + p_{l,m-1,i}^n,
$$

to (2) yields the generalized difference equation for compact explicit schemes:

$$
p_{l,m,i}^{n+1} = d_1 (p_{l+1,m,i}^n + p_{l-1,m,i}^n + p_{l,m+1,i}^n + p_{l,m-1,i}^n + p_{l+1,m,i}^n + p_{l-1,m,i}^n + p_{l,m+1,i}^n + p_{l,m-1,i}^n + p_{l+1,m,i}^n + p_{l-1,m,i}^n + p_{l,m+1,i}^n + p_{l,m-1,i}^n) + d_2 (p_{l+1,m,i}^n + p_{l-1,m,i}^n + p_{l,m+1,i}^n + p_{l,m-1,i}^n + p_{l+1,m,i}^n + p_{l-1,m,i}^n + p_{l,m+1,i}^n + p_{l,m-1,i}^n + d_3 (p_{l+1,m,i}^n + p_{l-1,m,i}^n + p_{l,m+1,i}^n + p_{l,m-1,i}^n + p_{l+1,m,i}^n + p_{l-1,m,i}^n + p_{l,m+1,i}^n + p_{l,m-1,i}^n + d_4 (p_{l+1,m,i}^n - p_{l-1,m,i}^n),
$$

with the coefficients

$$
d_1 = \lambda^2 (1 - 4a + 4b), \quad d_2 = \lambda^2 (a - 2b), \quad d_3 = \lambda^2 b, \quad d_4 = 2(1 - 3\lambda^2 + 6\lambda^2 a - 4b\lambda^2).
$$

The free parameters \( a \) and \( b \) determine the specific characteristics of the scheme. A list of schemes with their respective implementation coefficient values and further properties is presented in Table I.

A. Stability Analysis

Investigating the numerical stability of FDTD schemes amounts to ensuring that no growing solutions of the numerical system exist [15], [31]. For analysis of linear systems, single-frequency plane-wave solutions may be assumed, as for example in von Neumann analysis [31]. Consider such a plane wave traveling in positive \( x\)-direction of a 3-D coordinate system \( x-y-z \), and cutting the Cartesian \( x\)-axis at a pair of angles \((\theta, \phi)\), where \( \theta \) and \( \phi \) denote the azimuth and elevation, respectively

$$
p(x, y, z, t) = p_0 e^{i\theta y} e^{-jk_x X} e^{-jk_y y} e^{-jk_z z},
$$

where \( p_0 \) denotes the amplitude, \( s = \sigma + j\omega \) denotes complex frequency, \( k \) is the continuous-time wavenumber, and \( k_x = k \cos \theta \cos \phi, \quad k_y = k \sin \theta \cos \phi, \quad \text{and} \quad k_z = k \sin \phi \). In the discrete space-time domain, the plane wave takes the form

$$
p_{l,m,i}^n = p_0 e^{i\sigma T} e^{-jk_x X} e^{-jk_y y} e^{-jk_z z},
$$

where the directional numerical wavenumbers are related to the wavenumber in a propagation direction by

$$
\hat{k_x} = k_x, \quad \hat{k_y} = k_y, \quad \text{and} \quad \hat{k_z} = k_z.
$$

For solutions of this kind, the centered finite-difference operators defined in (4-7) can be written as

$$
\delta_x^2 p_{l,m,i}^n = (z - 2 + z^{-1}) p_{l,m,i}^n, \quad -4\sin^2(\omega T/2) p_{l,m,i}^n,
$$

$$
\delta_y^2 p_{l,m,i}^n = -4\sin^2(\hat{k}_X/2) p_{l,m,i}^n, \quad -4\sin^2(\hat{k}_Y/2) p_{l,m,i}^n,
$$

$$
\delta_z^2 p_{l,m,i}^n = -4\sin^2(\hat{k}_Z/2) p_{l,m,i}^n,
$$

where \( z = e^{i\sigma T} \) represents the classic relationship in DSP literature between \( s\)- and \( z\)-domains. Substituting (12-15) into (2), the following amplification equation results

$$
z + 2B(s_x, s_y, s_z) + z^{-1} = 0,
$$

where

$$
B(s_x, s_y, s_z) = 2\lambda^2 F(s_x, s_y, s_z) - 1,
$$

and

$$
F(s_x, s_y, s_z) = (s_x + s_y + s_z) - 4a(s_x s_y + s_x s_z + s_y s_z) + 16b s_x s_y s_z,
$$

where the new variables are respectively defined as \( s_x = \sin^2(\hat{k}_X/2), \quad s_y = \sin^2(\hat{k}_Y/2), \quad \text{and} \quad s_z = \sin^2(\hat{k}_Z/2) \).

From the \( z\)-transform shift theorem the update variable can be written as \( p_{l,m,i}^{n+1} = z p_{l,m,i}^n \), and thus the necessary stability
condition for a FDTD scheme yields $|z| \leq 1$. Consequently, the moduli of the solutions to the amplification polynomial (16) have to be smaller than or equal to unity for any combination $(s_x, s_y, s_z)$. Considering real-valued wavenumbers only in the range $-\pi/X \leq k_x, k_y, k_z \leq \pi/X$, the stability condition $|z| \leq 1$ leads to the following bound on the Courant number

$$\lambda^2 \leq \frac{1}{F(s_x, s_y, s_z)},$$

which has to hold for all possible values of $s_x, s_y, s_z$. The nature of the function $F$ is such that its maximum value $F_{\text{max}}$ always occurs at one of the extrema in the domain $s_x, s_y, s_z \in [0,1]$, from which it can be deduced that

$$F_{\text{max}} = \max \left( 1, 2 - 4a, 3 - 12a + 16b \right),$$

hence the stability condition for the 3-D compact explicit FDTD schemes is

$$\lambda^2 \leq \min \left( 1, \frac{1}{2 - 4a}, \frac{1}{3 - 12a + 16b} \right).$$

(21)

Since $\lambda^2$ can only be positive, the domain of the free parameters is ultimately reduced to

$$a \leq \frac{1}{2}, \quad b \geq \frac{1}{16}(12a - 3).$$

(22)

Thus stable 3-D compact explicit schemes result for any set of parameters $(a, b)$ that satisfy (22), and the resulting stability condition on the Courant number follows from (21).

### B. Numerical Dispersion

An unwanted side effect of the FDTD technique is that numerical dispersion error is introduced, resulting in high frequency waves traveling at a lower speed than $c$. It is common to express this error in terms of the relative phase velocity that is defined as the ratio of the effective numerical wave speed $\hat{c} = \omega/\hat{k}$ over the real wave speed $c$ [16]. As shown in previous work [22] the dispersion relation of the numerical simulation can be derived directly from the amplification equation (16), and takes the form

$$\sin^2(\omega T/2) = \lambda^2 F(s_x, s_y, s_z).$$

(23)

Again following [22], frequency can be written explicitly as a function of the wavenumbers, from which the relative phase velocity can be deduced. In the 3D case, this procedure yields

$$v(\hat{k}x, \hat{k}y, \hat{k}z) = \frac{\omega}{\hat{c}} = \frac{2 \arcsin \left( \lambda \sqrt{F(s_x, s_y, s_z)} \right)}{\lambda \sqrt{(\hat{k}x X)^2 + (\hat{k}y Y)^2 + (\hat{k}z Z)^2}}.$$  

(24)

### C. Cutoff frequency

As shown in [16], [22]), the largest numerical error always occurs in one of extreme directions, which in a 3-D case are defined as the axial ($\theta = 0^\circ$, $\phi = 0^\circ$), the side-diagonal ($\theta = 45^\circ$, $\phi = 0^\circ$), and the diagonal ($\theta = 45^\circ$, $\phi = 35^\circ$) directions. Thus we refer to the side-diagonal direction when considering the diagonal of the side of a cube, and to the diagonal direction when considering the diagonal of a cube. Inserting (18) for a given direction into (23), solving for $\hat{k}$, and finally noting that the function $f(x) = \arcsin(x)$ becomes complex-valued for $x > 1$, the cutoff frequency for a given direction is obtained. For axial, side-diagonal, and diagonal directions these cutoff frequencies are respectively given as

$$f_a T = \frac{\arcsin(\lambda)}{\pi},$$

$$f_{sd} T = \frac{\arcsin(\lambda \sqrt{2 - 4a})}{\pi},$$

$$f_d T = \frac{\arcsin(\lambda \sqrt{3 - 12a + 16b})}{\pi}.$$  

(25)

### D. Special Cases of 3-D Compact Explicit Schemes

The most important 3-D compact explicit schemes based on a rectilinear grid are presented in Table I, which provides information about the number of neighboring points used in an update formula, the values of free parameters $(a,b)$, the stability bound on the Courant number, the values of coefficients used in implementation $(d_1, d_2, d_3, d_4)$, and the cutoff frequencies in axial $f_a T$, side-diagonal $f_{sd} T$, and diagonal $f_d T$ directions. Note that setting the Courant number at its maximum value is in general the best choice as it yields the smallest dispersion error and the widest bandwidth [29].

The standard leapfrog scheme (SLF) has a stencil that consists of 6 neighboring nodes in axial directions only, as depicted in Fig. 1. At the top value of the Courant number, the SLF scheme has the same numerical dispersion and stability properties as the 3-D Yee’s scheme based on a staggered grid (applied, e.g., in [4]) and the rectilinear digital waveguide mesh (DWM) [32]. Furthermore, the reader is reminded that the 3-D rectilinear DWM implementation using Kirchhoff variables is identical to the implementation of the SLF scheme with $\lambda = \sqrt{1/3}$. The scheme that utilizes 8 neighboring nodes in diagonal directions only (see Fig. 1) is referred to in FDTD and DWM literature as the octahedral (OCTA) scheme [16], [17], [18], [19]. The cubic close-packed (CCP) scheme [17], [18], [19] uses 12 spatial grid points in an update formula,
as illustrated in Fig. 1. The remaining schemes are referred to as ‘interpolated schemes’ [16], and they can be viewed as a linear superposition of three stencils, namely the standard leapfrog, octahedral, and cubic close-packed schemes. For most cases its implementation uses all 26 nearest neighboring grid points surrounding the updated point, as depicted in Fig. 1. A nearly direction-independent dispersion error is obtained for the following pairs of coefficients: \((a = 1/6, b = 0), (a = 1/6, b = 1/48), \) and \((a = 1/6, b = -1/16)\). These schemes are thus referred to as 3-D interpolated isotropic schemes with the respective abbreviations given as IISO, IISO2, and IISO3. Note that for IISO2 and IISO3 not all surrounding grid points are used in an update. These three schemes have similar characteristics, and hence the results for the IISO3 are omitted here for brevity. In [19], the coefficients of the 3-D interpolated digital waveguide mesh (IDWM) have been calculated using an optimization method up to \(0.25 f_s\). The coefficients presented in [19] are equivalent to setting \(a = 0.2034, b = 0.0438\) and \(\lambda = 0.5773\) in (8). In contrast to the 2-D case [23], these coefficients are not close to the coefficients of the 3-D isotropic schemes. As can be seen from Table I, the only scheme that provides the whole available bandwidth (i.e., up to the Nyquist frequency) in all propagation directions is the 3-D interpolated wideband scheme (IWB).

### E. Accuracy and Isotropy Analysis

The most informative way of inspecting the dispersion error is to plot the relative phase velocity for those directions in which the largest and the smallest dispersion consistently occurs [22]. The results for the axial, side-diagonal, and diagonal directions only are illustrated in Fig. 2, and Fig. 3 illustrates the absolute value of the difference between the relative phase velocity for two extreme directions (having the lowest and the highest dispersion error respectively).

In interpreting these results, let us first investigate the frequency range in which the simulation is considered valid, which is determined by the lowest cutoff frequency (of all directions). As can be seen from Table I, and Fig. 2, the SLF and the IDWM\(^1\) have the lowest cutoff in axial directions which reduces their valid frequency range to \(0.196 f_s\). The OCTA scheme has the lowest cutoff frequencies in side-diagonal and diagonal directions, which limits its valid frequency range to \(0.25 f_s\). The CCP and all three interpolated isotropic schemes produce valid results for up to \(0.33 f_s\). The only scheme that uses the whole available bandwidth (i.e., up to \(0.5 f_s\)) is the IWB scheme.

In terms of accuracy within the model bandwidth, Fig. 2 shows that the 3-D SLF scheme (and thus the 3-D rectilinear DWM and 3-D Yee’s staggered scheme) displays no numerical dispersion in diagonal directions, but suffers from a large errors for axial propagation directions. On the other hand, the IWB, CCP, and OCTA schemes display no error in axial directions, but the latter two are generally showing a larger error in the other two propagation directions than the IWB. In order to capture these effects in a single quantity, let us define the accuracy criterion as a frequency band in which

\(^{1}\)The reader is reminded that the spectrum is enlarged to a wider valid frequency range after the warping technique is applied. In fact, the presented coefficients of the IDWM have been optimized for the after-warping cutoff frequency of \(0.25 f_s\) [19].
the maximum relative numerical error does not exceed 2%. A similar criterion can be applied to isotropy, where the admissible isotropy error between the two extreme propagation directions is limited to 2%. As depicted in Figs. 2 and 3, the SLF scheme (and thus also the DWM and the Yee’s scheme) is considered accurate under this definition for up to 0.075f_s. The OCTA scheme is accurate for up to 0.093f_s, and for the same frequency range it is also considered isotropic. The CCP scheme has a wider frequency range of accuracy which spreads up to 0.175f_s, which also coincides with the isotropy range. The accuracy bandwidth of the IDWM scheme (before warping) is reduced to 0.069f_s. Applying the 2% criterion, the IDWM is considered isotropic up to 0.191f_s. The IISO and the IISO2 schemes have their accuracy frequency ranges that extend to 0.175f_s, the same as for the CCP scheme. The range of frequencies for which the IISO and the IISO2 are considered isotropic reaches as far as 0.269f_s, considerably further than the IDWM. Finally, the IWB scheme is accurate for up to 0.186f_s, which is also its isotropy range.

**F. Spectral Analysis of the Room Impulse Response**

The impact of the dispersion error present in the numerically measured room impulse response (RIR) on theoretical room modes is investigated using the eigenmode model for rigid boundaries [9]. A cubic room of a constant size is modeled using 7x7x7, 9x9x9, and 12x12x12 nodes for schemes respectively having the stability bound at $\lambda = 1/\sqrt{3}$, $\sqrt{3}/4$, and 1, where excitation and pickup points are located near opposite corners and the boundary nodes are kept at 0 (i.e., fixed boundaries) in order to make sure that no additional error is introduced by the boundary.

As illustrated in Fig. 4, as a general tendency at low frequencies, modes are systematically shifted down, and this artefact becomes larger with increasing frequency. The RIR for the SLF model exhibits a significantly reduced number of room modes, while the RIRs for the OCTA and the CCP room models are characterized by an increased modal density around their lowest cutoff frequencies (i.e., 0.25f_s and 0.33f_s, respectively). Furthermore, the SLF and OCTA spectra are symmetric about their lowest cutoff frequency (0.25f_s), which re-inforces the notion that the system response is invalid above the lowest numerical cut-off. The IDWM model displays a strongly compressed spectrum, much more so than IISO and IISO2. The most accurate match at low frequencies results for the IWB model. Although its lowest cutoff falls at 0.5f_s, the spectrum does display a gradual increase of modal density, effectively ‘pulling in’ modes from above the Nyquist frequency.

**G. Computational Cost**

In simulations of room acoustics one typically requires a predefined accuracy (e.g., 2%) within a specified bandwidth. Thus a suitable metric for computational costs is the amount of computation required in order to obtain a specified accuracy
over a certain bandwidth. Analogous to [22], we can define the computational density as the number of nodal updates per cubic meter per second as $\rho_{nu} = f_s/X^3$, where $f_s$ is the sampling frequency required to guarantee accurate simulation (i.e., in which the relative dispersion error does not exceed $c_e$ in any propagation direction), and $X$ denotes the grid spacing calculated from the Courant number as $X = c/(f_s\lambda)$. The required sample rate is calculated as $f_s = \omega_c/\min(\omega_aT, \omega_{ad}T, \omega_dT)$ for the minimum normalized frequency in axial, side-diagonal, and diagonal propagation directions for which the accuracy is ensured. $\omega_c$ can be set arbitrarily and it has to be applied consistently for calculating the computational density $\rho_{nu}$ of all compared schemes. Finally, the relative efficiency is defined as 

$$\varepsilon(a, b, c_e) = \frac{\rho_{nu}(0, 0, c_e, \omega_c)}{\rho_{nu}(a, b, c_e, \omega_c)}$$

(26)

so that $\varepsilon(a, b, c_e)$ is independent of the choice of $\omega_c$ and the resulting value is normalized by the computational density of the SLF scheme. The results of such a computational analysis for all cases of 3-D compact explicit schemes at their top Courant numbers and the following values of the relative critical error $c_e = 2\%, 4\%, 8\%$ are presented in Table II. Note that all presented schemes require storing two pressure values per grid point.

This computation does not take into account the differences in the amount of arithmetic operations per nodal update. However, note that difference equation coefficients for the SLF, the OCTA, the CCP, the IISO, and the IWB schemes makes them particularly attractive for efficient fixed-point implementations since multiplications can be computed as bit shift operations. This is not the case for the IDWM and the IISO2 scheme (see Table I).

Results presented in Table II indicate that the IWB and both isotropic schemes (i.e., IISO and IISO2) are in general the most efficient among compact explicit schemes, and both have a significantly higher efficiency than the remaining schemes. In particular, IISO and IISO2 are the most efficient for a tight critical error (up to 4%). The IWB scheme has the lowest computational cost when low accuracy is sufficient (above 4%). On the other hand, the worst efficiency results for the OCTA scheme.

### III. Boundary Modeling

In simulations of room acoustics, the boundary is typically assumed to be locally reacting, i.e., no waves propagate in the boundary itself along its surface. This simplification holds only for boundaries for which the particle velocity depends solely on the sound pressure in front of the wall, and not on the pressure of neighboring wall elements [9]. The continuous-time boundary condition suitable for application to nonstaggered FDTD schemes (i.e., in terms of pressure only) has been derived in [29], which for the right boundary of a 3-D coordinate system $x$-$y$-$z$ yields

$$\frac{\partial p}{\partial t} = -c \xi_w \frac{\partial p}{\partial x}$$

(27)

where $\xi_w = Z_w/\rho c$ is the specific wall impedance, and $\rho$ and $Z_w$ are the air density and the boundary impedance, respectively. When both the boundary condition and the wave equation simultaneously apply at a boundary [29], the planar-wave reflection coefficient [9] may be defined as

$$R_{\theta, \phi}(z) = \frac{\xi_w(z) \cos \theta \cos \phi - 1}{\xi_w(z) \cos \theta \cos \phi + 1}.$$  

(28)

In order to ensure that the designed impedance filter is positive real, it has been proposed in [30] to first design a digital
reflection filter $R_{0,0}(z)$ that matches reflection data for a normal angle of incidence, and next to obtain the digital impedance filter (DIF) $\xi_w(z)$ from inverted (28) as

$$\xi_w(z) = \frac{1 + R_{0,0}(z)}{1 - R_{0,0}(z)}, \tag{29}$$

thus an impedance is always given as an IIR filter. This approach is well adapted to typically available reflection coefficient data for a normal incidence (conveniently converted in each octave band from the measured absorption coefficients $\alpha$ averaged across all reflection directions by $|R| = \sqrt{1 - \alpha}$), and additionally it guarantees that for a passive reflection filter a positive real impedance filter results [30].

A. 3-D Compact Explicit Boundary Model

In this section, a method for constructing the boundary formulations for the general family of 3-D nonstaggered compact explicit FDTD schemes is proposed. In general, such a digital impedance filter (DIF) model is derived by combining the boundary condition in the direction normal to the local smooth wave approximation. Considering a right boundary of a room modeled with a general 3-D scheme given by (8), there are nine grid points lying outside the modeled space, which in FDTD literature are often referred to as ‘ghost points’ [33]. These points should be eliminated from the wave equation using a general boundary condition, which for a general case (see Fig. 5(a-b)) is subdivided into three elimination steps: 1) for an axial ghost point, 2) for four side-diagonal ghost points, and 3) for four diagonal ghost points. We first apply a linear interpolation on side-diagonal grid points lying inside and outside of the modeled space (as depicted in Fig. 5(a)), which can be expressed as

$$p_{l+1,m,i}^{n+1} = \frac{1}{4} (p_{l,m,i+1}^{n} + p_{l,m,i-1}^{n} + p_{l+1,m,i}^{n} + p_{l+1,m,i-1}^{n}), \tag{30}$$

$$\tilde{p}_{l+1,m,i}^{n+1} = \frac{1}{4} (p_{l+1,m,i+1}^{n} + p_{l+1,m,i-1}^{n} + p_{l+1,m,i+1}^{n} + p_{l+1,m,i-1}^{n}), \tag{31}$$

where $\tilde{p}_{l-1,m,i}^{n}$ and $\tilde{p}_{l+1,m,i}^{n}$ are the pressure values at two interpolated nodes lying on the sphere that goes through all eight side-diagonal ghost points. An analogous interpolation of diagonal inner and outer grid nodes yields

$$\tilde{p}_{l-1,m,i}^{n+1} = \frac{1}{4} (p_{l-1,m,i+1}^{n} + p_{l-1,m,i-1}^{n} + p_{l-1,m,i+1}^{n} + p_{l-1,m,i-1}^{n}), \tag{32}$$

$$\tilde{p}_{l+1,m,i}^{n+1} = \frac{1}{4} (p_{l+1,m,i+1}^{n} + p_{l+1,m,i-1}^{n} + p_{l+1,m,i+1}^{n} + p_{l+1,m,i-1}^{n}), \tag{33}$$

where $\tilde{p}_{l-1,m,i}^{n}$ and $\tilde{p}_{l+1,m,i}^{n}$, respectively, are the pressure values at two interpolated diagonal nodes lying on the sphere that goes through all eight diagonal grid points, as illustrated in Fig. 5(b). These interpolated nodes are equally distant from the boundary node $p_{l,m,i}$ thus the stability condition for a family of compact explicit schemes is still obeyed. Since these interpolated values are located across the boundary, the discrete boundary condition in the direction normal to the wall can be applied, similarly to the procedure presented in [23]. Thus these three subconditions can be expressed as

$$p_{l+1,m,i}^{n+1} = p_{l-1,m,i}^{n} + \frac{\alpha_0}{\lambda_0} (p_{l,m,i+1}^{n} - p_{l,m,i-1}^{n}) + \frac{g_a}{b_0}, \tag{34}$$

$$\tilde{p}_{l+1,m,i}^{n+1} = \tilde{p}_{l-1,m,i}^{n} + \frac{\alpha_0}{\lambda_0} (\tilde{p}_{l,m,i+1}^{n} - \tilde{p}_{l,m,i-1}^{n}) + \frac{g_a}{b_0}, \tag{35}$$

$$\tilde{p}_{l+1,m,i}^{n+1} = \tilde{p}_{l-1,m,i}^{n} + \frac{\alpha_0}{\lambda_0} (\tilde{p}_{l,m,i+1}^{n} - \tilde{p}_{l,m,i-1}^{n}) + \frac{g_a}{b_0}, \tag{36}$$

where $g$ is an intermediate value in the filter updates for the respective subcondition, subscripts $a, s, d$ denote axial, side-diagonal and diagonal directions, respectively, and the boundary impedance filter is defined as

$$\xi_w(z) = b_0 + \sum_{i=1}^{N} b_i z^{-i}. \tag{37}$$

Substituting (30-33) into (34-36), and next applying all three boundary subconditions to eliminate for nine ghost points in the discrete wave equation (8), the overall boundary condition for the right boundary becomes

$$p_{l+1,m,i}^{n+1} = d_1 (2p_{l-1,m,i}^{n+1} + p_{l+1,m,i}^{n+1} + p_{l-1,m,i}^{n+1} + p_{l+1,m,i}^{n+1} + p_{l-1,m,i}^{n+1} + p_{l+1,m,i}^{n+1} + p_{l-1,m,i}^{n+1} + p_{l+1,m,i}^{n+1} + p_{l-1,m,i}^{n+1} + p_{l+1,m,i}^{n+1}) \tag{38}$$

where the impedance filter input $x$, filter output $y$, and the intermediate value $g$ at time step $n$ are respectively given by

$$x_n = \frac{a_0}{\lambda_0} (p_{l,m,i}^{n+1} - p_{l,m,i}^{n}), \tag{39}$$

$$y_n = \frac{1}{a_0} (b_0 x_n + g_n), \tag{40}$$

$$g_n = \sum_{i=1}^{N} (b_i x_{n-i} - a_i g_{n-i}). \tag{41}$$
In the derivation above, the superposition property of linear systems was applied to group the intermediate terms \( g_x, g_y, \) and \( g_z \) into one overall intermediate value \( g \), as shown in [23] for the 2-D case. The DIF model requires updating (38-41) in the order of presentation.

B. DIF Formulation for Boundary Edges and Corners

Similarly to the derivation presented in Section III-A, the update formulas for other boundaries, edges and corners can be derived. The left boundary update equation is obtained by removing minus in (27) due to the opposite flow direction, which leads to the boundary equations (38-41) with a difference that all pressure terms in (38) including subscript \( l-1 \) are replaced with \( l+1 \). The boundary conditions in \( y \)- and \( z \)-directions follow directly from discretizing one of directional conditions

\[
\frac{\partial p}{\partial t} = -c \xi \frac{\partial p}{\partial x}, \quad \frac{\partial p}{\partial t} = -c \xi \frac{\partial p}{\partial y}, \quad \frac{\partial p}{\partial t} = -c \xi \frac{\partial p}{\partial z}
\]

and are easily obtained from (38-41) by swapping index terms for the respective direction in (38). The procedure for boundary edges and corners is always the same and consists of the following steps. Firstly, deciding on the number of boundary conditions that should be applied (with a maximum number of three), and next using linear interpolations for ghost points so that normal-incidence boundary conditions can be applied. Thus for an outer corner, three boundary conditions are required, two boundary conditions apply at outer edges, one at boundaries, and no boundary conditions are required for inner boundary edges and inner corners, respectively. Finally, such conditions with interpolated values are used to eliminate for all ghost points in the wave equation (8). Apart from linear interpolations, an additional condition that guarantees local coherence between meeting boundaries [34] holds at boundary edges and corners, which in a continuous form is respectively given as one of the following:

\[
\frac{\partial^2 p}{\partial x \partial y} = 0, \quad \frac{\partial^2 p}{\partial x \partial z} = 0, \quad \frac{\partial^2 p}{\partial y \partial z} = 0.
\]

One of the first three conditions is applicable at a boundary edge, and in addition the last coherence condition holds at room corners. As an example, the formula for the top-right outer corner (see Fig. 5(c)), derived by applying all three boundary conditions (42) and four coherence conditions (43), is explicitly provided:

\[
\begin{align*}
\rho_{l,m,i}^{n+1} &= \left[ 2d_1(p_{l-1,m-1,i}^n + p_{l-1,m-1,i}^n + p_{l,m,i+1}^n + 4d_2(p_{l-1,m-1,i}^n + p_{l-1,m-1,i}^n + p_{l,m,i+1}^n + 4d_2(p_{l-1,m-1,i}^n + p_{l-1,m-1,i}^n + p_{l,m,i+1}^n) \\
&+ d_2(4p_{l-1,m-1,i}^n + 2p_{l-1,m-1,i}^n + 2p_{l,m,i+1}^n + 2p_{l-1,m-1,i}^n) + 8d_3(p_{l-1,m-1,i}^n + p_{l,m,i+1}^n) \\
&+ 4d_4(p_{l-1,m,i}^n + \lambda_x g_x b_x + \lambda_y g_y b_y + \lambda_z g_z b_z) \\
&+ (\lambda_x g_x b_x + \lambda_y g_y b_y) / (1 + \lambda_x g_x b_x + \lambda_y g_y b_y + \lambda_z g_z b_z) \right] / (1 + \lambda_x g_x b_x + \lambda_y g_y b_y + \lambda_z g_z b_z),
\end{align*}
\]

where \( g_x, g_y, \) and \( g_z \) are computed from their respective filter implementations, \( b_x, b_y, \) and \( b_z \) are the filter \( b_0 \) values, and \( \lambda_x, \lambda_y, \) and \( \lambda_z \) are the filter \( a_0 \) values for the \( x \)-, \( y \)-, and \( z \)-direction boundary conditions, respectively. Hence the outer corner requires updating three impedance filters (39-41) - one for each direction. Similarly, the formula for the outer edge can be derived by applying two boundary conditions (42) and one coherence condition (43), which for the \( x-y \) outer edge yields

\[
\begin{align*}
p_{l,m,i}^{n+1} &= \left[ d_1(2p_{l-1,m-1,i}^n + 2p_{l-1,m-1,i}^n + p_{l,m,i+1}^n + 4d_2(p_{l-1,m-1,i}^n + p_{l-1,m-1,i}^n + p_{l,m,i+1}^n) \\
&+ d_2(4p_{l-1,m-1,i}^n + 2p_{l-1,m-1,i}^n + 2p_{l,m,i+1}^n + 2p_{l-1,m-1,i}^n) + 8d_3(p_{l-1,m-1,i}^n + p_{l,m,i+1}^n) \\
&+ 4d_4(p_{l-1,m,i}^n + \lambda_x g_x b_x + \lambda_y g_y b_y) \\
&+ (\lambda_x g_x / b_x + \lambda_y g_y / b_y - 1) p_{l,m,i}^n / (1 + \lambda_x g_x b_x + \lambda_y g_y b_y + \lambda_z g_z b_z) \right] / (1 + \lambda_x g_x b_x + \lambda_y g_y b_y + \lambda_z g_z b_z).
\end{align*}
\]
where $j = \sqrt{-1}$ and the complex-valued impedance for a specified frequency was represented by real and imaginary parts as $\xi_w(z) = a_w + j b_w$. The reflectance is passive when $R_{\theta,\phi}(z) \leq 1$, which after simple algebraic manipulations (see [30] for details) leads to the following condition

$$-\sin(kX \cos \theta \cos \phi) \text{Im}\{Q\} G \leq \sin(kX \cos \theta \cos \phi)$$

where $\text{Im}\{Q\}$ denotes the imaginary part of $Q$. Since for all feasible parameter values (i.e., $-\pi/2 < \theta, \phi \leq \pi/2$ and frequencies up to Nyquist) it can be shown that as $\sin(kX \cos \theta \cos \phi) \geq 0$, $G \geq 0$, and $\sin(\omega T) \geq 0$, it follows that the boundary is passive when $a_w \geq 0$. Thus the

Fig. 6. Numerical reflection amplitude (dashed black lines) of the fibrous material boundary with $d = 0.06$ and $\sigma = 100$ compared with theoretical reflection amplitude (solid grey lines) for the following angles of incidence $\theta = 0^\circ, \phi = 0^\circ$, $\theta = 45^\circ, \phi = 0^\circ$, and $\theta = 45^\circ, \phi = 35^\circ$. 
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boundary is passive (and hence the whole simulation stable) as long as the real part of the impedance is nonnegative, which is ensured for any digital impedance filter computed from a normal-incidence reflection filter using (29), for which \(|R_0(z)| \leq 1\). Note that such a general stability proof using NBA technique is in essence similar to Von Neumann [15] and GKS0 [35] analysis methods, and that analogous NBA formulae for corners and boundary edges can be derived, but are left out for brevity.

D. Reflection Analysis

This section presents the comparison of the magnitude of the numerical reflectance obtained from NBA with theoretical reflectance for 3-D DIF boundary models for schemes presented in Section II; example phase delay plots are also provided. Since the best and worst performance always results for one of the three extreme directions, the boundary analysis is restricted to the following angles of incidence: the normal incidence \((\theta = 0^\circ, \phi = 0^\circ)\), the side-diagonal incidence \((\theta = 45^\circ, \phi = 0^\circ)\), and the diagonal incidence \((\theta = 45^\circ, \phi = 35^\circ)\). Firstly, the frequency-dependent results for an impedance filter representing the layer of fibrous material (following the design strategy described in Section III from analytic formulae given in [36]) for fibres thickness 0.06m and flow resistivity 100Nsm\(^{-1}\) are illustrated in Fig. 6. These plots are highly informative in assessing the cutoff frequencies for various incidences, which are shown to be the same as for the respective schemes. Thus for a given scheme, the frequency range in which the boundary reflections can be considered valid is equal to the valid frequency range for the room interior. Secondly, the phase delay of the numerical reflectance for two example boundary models is depicted in Fig. 7. Finally, the frequency range of accuracy (i.e., the bandwidth in which the relative numerical error does not exceed 2\%) for frequency-independent boundaries (i.e., characterized by a real impedance) with the following impedance values \(\xi_w = 7/3, 4, 9, 100\) are presented in Table III. These results indicate clearly that the numerical error in reflectance depends on the impedance value. For low impedance values (i.e., highly reflective boundaries), the error is small so that almost the whole simulation bandwidth can be effectively used, whereas for low impedance values the accuracy decreases. As shown in Table III, the performance for frequency-independent boundaries (i.e., scalar wall impedances) resembles closely the accuracy ranges and cutoff frequencies of the frequency-dependent results but, for brevity, no plots are shown here.

In general, the reflectance of the 3-D DIF boundary model matches theory closely for all angles of incidence and impedance values, which confirms its consistency with locally reacting surface theory. In particular, a perfect match in both phase and amplitude always results for low frequencies, whereas a complex-valued numerical error manifests itself in phase and amplitude at high frequencies. Comparing Figs. 6 and 7, the magnitude and phase delay plots behave similarly, i.e., in both cases the numerical error increases with frequency and the same numerical cutoff frequencies are displayed. Furthermore, a general observation can be made that the cutoff frequencies of the 3-D boundary models for each direction are exactly the same as for the respective schemes, hence the values for \(f_{\text{a}}, f_{\text{sd}},\) and \(f_{\text{d}}\) provided for each scheme in Table I apply similarly to their respectively boundary implementation. Furthermore, the reflectance error (averaged over a number of impedances) is roughly the same as the dispersion error for the respective scheme, and thus their accuracy and isotropy ranges can be considered equal. Note that a slightly higher error in reflectance (at low impedance values) is due to an additional discretization of derivatives in the boundary condition. Finally, as shown in Fig. 6 and Table III, the 3-D DIF IW model is the most accurate and the ISO/ISO2 boundaries are the most isotropic for the widest frequency ranges.

IV. Conclusions

In this paper, a method for numerical modeling of room acoustics is presented, in particular FDTD techniques for simulating wave propagating in the room interior and reflections at the boundaries. A family of 3-D compact explicit schemes based on a nonstaggered rectilinear grid has been investigated, and the results indicate an improved performance of identified special cases in comparison to other approaches commonly found in FDTD and DWM literature on room acoustics. More specifically, the new 3-D interpolated wideband scheme and the 3-D interpolated isotropic schemes are indicated as the most efficient possible choices for accurate and isotropic FDTD simulations. The interpolated wideband model has the additional advantage of displaying no numerical error in directions where the most pronounced standing waves develop (i.e., between parallel walls). The identified isotropic models are shown to be highly efficient for a tight accuracy criterion, and - under the definition of a 2\% isotropy error - are also shown to be isotropic for a wider frequency range than the 3-D interpolated digital waveguide mesh.

In addition, because the same scheme (approximating the wave equation) is applied across the medium, the boundaries, the edges, and the corners, consistency of scheme is realized across the simulation. This has so far not been the case for 3-D FDTD and digital waveguide mesh room acoustic simulations, apart from Botteldooren’s room model [4]. Such consistency is not only crucial for ensuring stability, but also forms a prerequisite for rigorous numerical dispersion analysis.

<table>
<thead>
<tr>
<th>Table III: Accuracy bandwidth (2% relative error in reflectance) of 3-D DIF boundaries for real impedance values (\xi_w = 7/3, 4, 9, 100). The valid simulation bandwidth for the boundary and the accuracy range for the room interior are also provided.</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>(\xi_w)</strong></td>
</tr>
<tr>
<td>---</td>
</tr>
<tr>
<td>(\xi_w = 7/3)</td>
</tr>
<tr>
<td>(\xi_w = 4)</td>
</tr>
<tr>
<td>(\xi_w = 9)</td>
</tr>
<tr>
<td>(\xi_w = 100)</td>
</tr>
<tr>
<td>scheme acc.</td>
</tr>
<tr>
<td>bandwidth</td>
</tr>
</tbody>
</table>
of all separate components of the simulation and indeed also to the ability to predict exactly how any numerical artifacts manifest themselves in calculated responses. One important consequence of this consistency is that frequency warping can for the first time be justifiably applied to responses obtained with FDTD or digital waveguide mesh simulations of rooms with realistic boundaries.

One aspect that has not been dealt with in this paper, and could be of interest for future research, is the comparison of the identified schemes with the tetrahedral topology [37], which is not captured within (2), or staggered-grid versions of the tetrahedral and octahedral topologies. However, the applicability of the tetrahedral stencil to room acoustic simulations is debatable due to the nontrivial formulation of boundary conditions for complex room shapes.
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Fig. 7. Phase delay of the numerical reflection (dashed black lines) of the fibrous material boundary with $\sigma = 0.06$ and $\theta = 100$ compared with theoretical reflection phase delay (solid grey lines) for the SLF and the IWB schemes, and the following angles of incidence $\theta = 0^\circ$, $\phi = 0^\circ$, $\theta = 45^\circ$, $\phi = 0^\circ$, and $\theta = 45^\circ$, $\phi = 35^\circ$. 


