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Abstract—In this work, we investigate the performance of multicarrier index keying (MCIK) orthogonal frequency division multiplexing (OFDM) proposing a hybrid low complexity detection and diversity reception. For performance analysis, we derive novel exact closed-form expressions for the average pairwise error probability (PEP) and symbol error probability (SEP) of three detection methods: a greedy detector (GD), and a GD with maximal ratio combining (MRC) or selection combining (SC). Approximate and accurate expressions for the average PEP and SEP are also analyzed in closed-form. The derived expressions provide a useful insight into the error performance of MCIK-OFDM with the hybrid detector in low, moderate and extreme rate of sparse sub-carrier indices activation. The effects of multiple antennas and sparse sub-carriers activation on the SEP are addressed in several extreme cases; decreasing the average SEP exponentially with proper choice of both sub-carrier activation rate and number of antennas. In comparison with the benchmark detection, the numerical results and simulations clearly show that the proposed schemes can benefit from diversity gain, at substantially reduced complexity. The derived SEP expressions and analyses will be useful to evaluate various concepts of MCIK OFDM in low-power device applications.

Index Terms—Greedy detection (GD), multicarrier index keying (MCIK), orthogonal frequency division multiplexing (OFDM), symbol error probability (SEP).

I. INTRODUCTION

Multicarrier modulation schemes have become increasingly popular due to their characteristically high data-rates. In particular, orthogonal frequency division multiplexing (OFDM) has been used in many wireless standards such as IEEE 802.11, IEEE 802.16, and 3GPP’s long term evolution (LTE), due to its robustness to inter-symbol-interference (ISI) that occurs over frequency selective fading channels.

Recently, the concept of multicarrier index keying (MCIK) was integrated with OFDM in [1] and [2]. In particular, the MCIK intends to utilize the indices of sub-carriers as an additional dimension to the conventional two dimensional M-ary constellation symbols. In the MCIK, the use of sub-carrier indices as an additional degree of freedom facilitates the transmission of additional data without increasing the power consumption or bandwidth. Moreover, provided that MCIK-OFDM, also known as OFDM with index modulation (OFDM-IM), only activates a subset of sub-carriers, the complexity of transceiver structure is reduced as less modulators/demodulators are required. Hence, MCIK-OFDM is a low-cost, low-complexity modulation technique, which is ideal for future high data-rate device-to-device (D2D) wireless systems.

The MCIK concept was initially inspired by spatial modulation (SM) [3], and generalized SM (GSM) [4], which were introduced as multi-antenna transmission schemes where data is not only transmitted via data symbols but also via the indices of the transmitting antenna. Similarly, code index modulation (CIM) [5], and generalized CIM [6], were also inspired by the SM concept. CIM is a transmission scheme that uses multiple spreading codes, where a certain code is selected and its index is used as a mechanism to carry data. In [7] it is shown that CIM outperforms SM in terms of energy efficiency, spectral efficiency, complexity, and error performance, while being simpler to implement in terms of hardware complexity. The principle of MCIK, SM, and CIM comes from exploiting the indices of an additional dimension over which the data is delivered. A hybrid single-carrier OFDM and SM (SC-SM) transmission scheme is proposed in [8] as a promising candidate for large scale multi-input multi-output (LS-MIMO) aided multi-user (MU) communication systems. This study includes complex channel scenarios suitable for D2D communications. This novel low-complexity, and low-cost scheme is capable of adopting low-complexity single-stream based detection, while only requiring a single RF chain.

The popularity of MCIK has increased significantly in recent years. In [9], it has been shown that MCIK-OFDM achieves a balanced trade-off between error performance and spectral efficiency. In [10], a tight closed-form approximation of the bit error rate is derived. In [11] interleaving was introduced to improve the error performance in low signal-to-noise power ratio (SNR) regions by increasing the Euclidean distance between recovered M-ary symbols. This work was then extended to vehicular communications in [12]. An MCIK variant is proposed in [13], which shows that transmission rates for cell-edge users in a proposed OFDMA network can be significantly improved. The optimal number of active sub-carriers is investigated in [14] and [15]. The diversity gain of OFDM-IM is improved with the use of coordinate interleaving in [16]. In [17] the spectral efficiency was improved with a generalized index modulation scheme for...
MCIK-OFDM, where the number of active sub-carriers is no longer fixed. A low complexity compressive sensing technique for an sparsely modulated MCIK variant is introduced in [18]. The performance of a sparse MCIK is also analyzed over highly correlated sub-carriers in [19]. The ergodic achievable rate of MCIK-OFDM techniques is investigated in [20]. An MCIK scheme that utilizes all possible active sub-carrier index combinations is proposed in [21]. The exact coding gain of an MCIK-OFDM technique is derived in [22]. More recently, MCIK-OFDM in a multiple-input multiple-output (MIMO) structure is investigated with the maximum likelihood (ML) detector in [23].

Since its development, the main focus of the aforementioned studies is the improvement of the error performance, diversity gain and spectral efficiency. For a successful development of MCIK-OFDM D2D systems, complexity is critical. To tackle this issue, [24] recently proposed a low complexity energy based detection scheme for MCIK-OFDM and evaluated the pairwise error probability. In [25], an insight on the error performance of MCIK-OFDM within enclosed metallic structures, such as in-vehicular D2D wireless networks was provided. However, the achievable power gain of such energy based detection is inferior to maximum likelihood (ML) detection, which is traded-off for low complexity. It is timely to investigate methods for improving the error performance simultaneously at reduced complexity, and potential of MCIK-OFDM which utilizes energy based detection and multiple antennas has been overlooked in this field.

In this work, we consider a D2D communications system where a device intends to communicate with a central device, employing the MCIK-OFDM method. Allowing multiple antennas only at the central device, we investigate a new hybrid low complexity detection and diversity reception scheme at affordable complexity. Namely, the greedy detection (GD) scheme is proposed to detect MCIK-OFDM signals by exploiting jointly the energy detection and two different diversity reception techniques: maximal ratio combining (MRC) and selection combining (SC). We aim not only to increase the system reliability but also to reduce the detection complexity. Particularly, the proposed detection scheme develops the opportunity for providing synergy effects between energy detection of active sub-carrier indices and diversity reception of active sub-carrier signals. The main contributions can be summarized as follows:

- We create the structure of a hybrid GD and two different antenna combining techniques: GD-MRC and GD-SC. This structure employs different numbers of active sub-carriers and receive antennas. We develop GD-based MCIK-OFDM algorithms with multiple receive antennas to improve the reliability at low complexity.
- For performance evaluation, we derive closed-form expressions for both the average pairwise error probability (PEP) and the average symbol error probability (SEP) of the MCIK-OFDM employing three detection approaches: GD, GD-MRC, and GD-SC.
- We generalize the error probability expressions with any number of active sub-carriers and receive antennas. To the best of our knowledge, the average SEP expression in closed form has not been discussed yet for MCIK-OFDM with diversity reception. Using the expressions, we analyze the exact and approximate behaviour of error performance with respect to the number of active sub-carriers and antennas. This allows for the potential of the proposed algorithms to be analytically addressed with various pragmatic setups.
- We provide theoretical guidelines of the performance of MCIK-OFDM with GD-MRC through asymptotic analysis of the average SEP. For this, we consider various extreme cases including low and extreme rate of sub-carrier index activation.
- Computational complexity has been discussed to highlight the achieved reduction in the detection complexity. The proposed schemes can bring significant complexity reduction over the ML that suffers from a brute force search with very high complexity.
- The numerical and asymptotic results clearly show that the proposed schemes are superior to the existing MCIK-OFDM and conventional OFDM methods, in terms of the reliability at affordable complexity.

This work is a continuation of the work presented in [24] and [26]. The difference of this paper from the previous works contains that the analytical expressions presented in this work have been extended to account for both the average SEP and the average PEP, unlike [24] and [26] which focused on the average PEP alone; that both the selection combining and the maximal ratio combining have been addressed, unlike [26]; that three extreme cases are considered to investigate the asymptotic behavior of the average SEP, with respect to the MCIK parameters and the sparsity ratio; and that a trade-off between performance and complexity is addressed, taking into account ML, LLR, and GD, as well as diversity techniques of both MCIK-OFDM and OFDM.

The rest of this paper is organized as follows. In Section II the system model of MCIK-OFDM with GD-based diversity reception is presented. In Section III closed-form expression for the exact and approximate average PEP for GD, GD-MRC and GD-SC are derived. Similarly, in Section IV closed-form expressions for the upper bounded and approximate average SEP for GD, GD-MRC and GD-SC are derived. Asymptotic analysis is performed in Section V, followed by complexity comparison in Section VI. In Section VII numerical and simulation results are presented. Finally, Section VIII concludes the presented work.

**Annotation:** Lower-case bold and upper-case bold letters are used for vectors and matrices, respectively. \( S \) denotes the complex signal constellation. \( \lceil \cdot \rceil \) and \( \lfloor \cdot \rfloor \) represent the ceiling and floor functions, respectively. \( \lvert \cdot \rvert \) stands for the absolute value. \( \lVert \cdot \rVert_2 \) stands for the Euclidean norm. \( \binom{r}{k} \) is the binomial coefficient for \( n \) choose \( k \). \( \Theta (\cdot) \) is the Big-Theta notation, \( \Theta (\cdot) \) is the Big-O notation.

**II. System Model**

**A. MCIK-OFDM**

Consider a up-link single-input multiple-output (SIMO) system where a device with a single antenna intends to
communicate with a central device with $L$ antennas. An MCIK-based OFDM method with a joint low complexity detector and antenna diversity reception, as seen in Fig. 1, is investigated. Suppose a transmitter has a single antenna while the receiver has $L$ antennas. The post OFDM system has $N_c = GN$ total sub-carriers, where there are $G$ clusters of $N$ sub-carriers. In a conventional OFDM system, a stream of $M$-QAM symbols is first converted to the frequency domain, between the transmitter and the receiver antenna. Thus, the transmit data-rate (bits per cluster) can be given as,

$$T_{MCIK} = \log_2 \left( \frac{N}{K} \right) + K \log_2 M,$$

(1)

with $m_{total} = \sum_{g=1}^{G} ml_g + ms_g$ bits per transmit interval and $m_g = ml_g + ms_g$ bits in every cluster.

Suppose a frequency-selective Rayleigh fading SIMO channel. In particular the channel impulse response (CIR) in the frequency domain, between the transmitter and the $l$th receive antenna can be defined as $H_l = \text{diag}(h_l(1), \ldots, h_l(N_c))$, where $l = 1, \ldots, L$, and $h_l(\alpha)$ for $\alpha \in I_g$, $\forall g$, represent Rayleigh fading channel as being independent and identically distributed (i.i.d.) complex Gaussian random variable (RV) with zero mean and variance $\sigma^2$. The input-output model, for the $l$th antenna pair is given as,

$$y_l = H_l x + n_l,$$

(2)

where $y_l = [y_l(1), \ldots, y_l(N_c)]^T$ denotes the received MCIK-OFDM signal block, $x$ denotes the MCIK-OFDM signal block, and $n_l = [n_l(1), \ldots, n_l(N_c)]^T$ is an independent additive white Gaussian noise (AWGN) vector on the $l$th diversity branch, where $n_l(j) \sim \mathcal{CN}(0, N_0)$, for $j = 1, \ldots, N_c$ and $N_0$ is the noise variance. Denoted by $\gamma$, the average SNR per active sub-carrier is given as $\gamma = \omega / E_x / N_0$. Here, $\omega$ is related to sparsity ratio ($\tau = 1 / \omega$), which is ratio of the number of active sub-carriers to that of available sub-carriers.

As for the reception, the integration of the diversity combiner with the greedy detector, as shown in Fig. 1, is investigated. Particularly, after the fast Fourier transform (FFT), $L$ diversity branches, i.e., $y_1, y_2, \ldots, y_L$, are combined using either maximal ratio combining (MRC) or selection combining (SC). In the following subsections the combined-output MCIK-OFDM block diversity reception is presented.

1) Maximal Ratio Combining for MCIK-OFDM: The output of the MRC can be rewritten as,

$$y_{MRC} = H_{MRC} x + n_{MRC},$$

(3)

where $H_{MRC} = W^H \Phi$ is the effective channel matrix that results from the path combining, $\Phi = [H_1^T, \ldots, H_L^T]^T$, $n_{MRC} = W^H \pi$ is the normalized AWGN vector at the combiner output, and $\pi = [n_1^T, \ldots, n_L^T]^T$ is a vector of the AWGN at each diversity branch.

![Fig. 1. MCIK-OFDM with a Joint Greedy Detector and Diversity Reception Block Diagram](image-url)
2) Selection Combining for MCIIK-OFDM: The output of the SC for the MCIIK-OFDM can be written as,

\[ y_{SC} = H_{SC} x + n_{SC}, \]

where \( H_{SC} = \text{diag} (h_{SC}(1), \ldots, h_{SC}(N_c)) \), \( h_{SC}(j) = \max_i |h_i(j)|^2 \), \( \forall j \), and \( n_{SC} \) are the CIR and the AWGN vector of the diversity branch with the highest SNR, respectively.

For simplicity of notation, the combined-output signal can be generalized as,

\[ y_\beta = Hx + n, \]

where \( \beta \in \{ \text{MRC, SC} \} \), \( H \in \{ H_{MRC}, H_{SC} \} \), and \( n \in \{ n_{MRC}, n_{SC} \} \), depending on which combining technique is used.

For given \( y_\beta \), the MCIIK block detector processes \( y_\beta = [y_{\beta,1}^T, y_{\beta,2}^T, \ldots, y_{\beta,G}^T]^T \), so that the combined-output signal vector, \( y_{\beta,g} = H_{\beta,g} x_g + n_g \), is forwarded to the following detector, where \( H_{g} \) and \( n_g \) denote the post processing channel matrix, and the noise vector at cluster \( g \), respectively. In the detector, both the M-ary symbols and the indices of the sub-carriers that carry them are recovered. For simplicity in analysis and without loss of generality, we address the detection process of only one cluster and the cluster index \( g \) is omitted from subscripts hereafter as each cluster operates independently.

B. Hybrid Greedy Detector and Diversity Reception

A low-complexity detection scheme with diversity reception is proposed. The so-called GD needs a two stage detection process: the indices of the active sub-carriers and corresponding M-ary symbols are estimated separately, as depicted in Fig. 2. In the first stage, GD measures the combined-output signal energy of each sub-carrier \( |y_\beta(j)|^2 \) and detects \( K \) active sub-carriers with the greatest energy. Sub-carriers only under favorable channel fading are highly likely to be estimated as active. In order to reduce the computational complexity in the detection of \( K \) active sub-carriers, the first stage requires no channel information. In the second stage, the non-zero M-ary symbols in \( x \) are detected, applying the maximum likelihood (ML) decision individually to the \( K \) estimated active sub-carriers.

Detailed description of the GD process (i.e., stage 1 and stage 2) per cluster, is given.

Stage 1: Sense the \( K \) greatest among \( N \) received sub-carrier signal powers and detect the indices of the active sub-carriers.

1) Let a residual vector \( z = y_\beta \). A demodulated vector \( r \) is set to a zero vector, i.e., \( r = 0_{1 \times N} \), and set the iteration count \( t = 0 \).

2) Find the greatest element whose index \( \hat{\alpha} \) is given by,

\[ \hat{\alpha} = \arg \max_j |z(j)|^2, \]

where \( z(j) \) is the \( j^{th} \) element of \( z \).

3) Let \( r(\hat{\alpha}) = z(\hat{\alpha}) \) and \( z(\hat{\alpha}) = 0 \), and increment \( t \) by \( t = t + 1 \), where \( r(\hat{\alpha}) \) is the \( \alpha^{th} \) element in \( r \).

4) Repeat stages 2 and 3 until \( t = K \).

5) Set all non-zero elements in \( r \) equal to 1. Recover the \( m_f \) bits for \( r \) using an LUT. An example LUT for the case when \( N = 4 \) and \( K = 2 \) can be seen in Table I.

Stage 2: The M-ary symbols are estimated by using the ML criterion on sub-carriers of active indices \( \hat{\alpha} \) as,

\[ \hat{x}(\hat{\alpha}) = \arg \min_{x(\alpha) \in S} |y_\beta(\hat{\alpha}) - h(\hat{\alpha}) x(\hat{\alpha})|^2, \]

where \( h(\hat{\alpha}) \) is the \( \alpha^{th} \) diagonal element of \( H \) in (5), which is the equivalent channel matrix after the diversity reception.

Notice that the GD employs energy detection that significantly reduces the complexity in estimating a set of active sub-carriers indices without the brute-force search of all possible index combinations. This leads to another complexity reduction in detecting M-ary symbols, which is separately done from the sub-carrier index detection.

III. PAIRWISE ERROR PROBABILITY (PEP) ANALYSIS

A. Exact Instantaneous PEP for GD with Diversity Reception

Given that the GD uses the maximum received energy as a test statistic, the pairwise error event (PEE) is defined as the case when the greatest noise energy of any inactive sub-carrier is greater than the energy of any active sub-carrier, i.e., \( \max_{\alpha} |n(\bar{\alpha})|^2 > \| h(\alpha) x(\alpha) + n(\alpha) \|^2 \), where \( \alpha \) and \( \bar{\alpha} \) represent the indices of active and inactive sub-carriers, respectively. Hence the probability of the PEE occurring, i.e., the PEP, is given as,

\[ P(\alpha \to \bar{\alpha}) \]

\[ = P \left( \max_{\alpha} \left\{ \| y_\beta(\bar{\alpha}) \|^2 > \| y_\beta(\alpha) \|^2 \right\} \right) \]

\[ = P \left( \max_{\alpha} \left\{ \| n(\bar{\alpha}) \|^2 \right\} \right. \]

\[ \left. - \| h(\alpha) x(\alpha) + n(\alpha) \|^2 > 0 \right) \].

The PEP can be defined in terms of the distribution of the power of the active and inactive sub-carriers, which is given as,

\[ P(\alpha \to \bar{\alpha}) = \int_0^\infty \int_{|y_{\beta,\alpha}|^2} f_{\bar{\alpha}} \left( |y_{\beta,\alpha}|^2 \right) \]

\[ \times f_{\alpha} \left( |y_{\beta,\alpha}|^2 \right) d|y_{\beta,\alpha}|^2 d|y_{\beta,\alpha}|^2, \]
where \( f_\alpha \left( |y_\beta,\alpha|^2 \right) \) is the probability density function (PDF) of the greatest power of inactive sub-carriers, \( f_\alpha \left( |y_\beta,\alpha|^2 \right) \) is the PDF of the power of an active sub-carrier, \( |y_\beta,\alpha|^2 \sim \chi^2_2 \) is chi squared distributed with 2\( f \) degrees of freedom, and with \( |y_\beta,\alpha|^2 \sim \chi^2_{2f} (\gamma,\beta,\alpha) \) is non-central chi-square distributed with 2\( f \) degrees of freedom and a non-centrality parameter, \( \gamma,\beta,\alpha \in \{\gamma_{MRC}(\alpha),\gamma_{SC}(\alpha)\} \), which is the instantaneous SNR on the \( \alpha \)-th active sub-carrier index at the output of the MRC or SC.

The exact overall instantaneous PEP yields the PEP for \( K > 1 \). It can be found using the law of total probability and \( P(\alpha \rightarrow \tilde{\alpha}) \), [26] and is expressed as,

\[
iPEP = \frac{K}{N} \sum_{\alpha=1}^{N} P(\alpha \rightarrow \tilde{\alpha})
\]

\[
= \frac{K}{N} \sum_{\alpha=1}^{N} \left[ 1 - \sum_{q=0}^{N-K} \binom{N-K}{q} \left( 1 - \frac{1}{q+1} \right)^q e^{\gamma_\beta,\alpha} \left( \frac{1}{q+1} \right) \right].
\]

B. Approximate Instantaneous PEP for GD with Diversity Reception

The approximate overall instantaneous PEP can be gain by applying Taylor series expansion to (10) and can be given by the weighted sum of simple exponentials as,

\[
iPEP_{\text{Approx.}} = \frac{K}{N} \sum_{\alpha=1}^{N} \left[ \frac{N-K}{2} e^{\gamma_\beta,\alpha} \left( -\frac{1}{4} \right) \right].
\]

Full details of the derivation can be found in [26].

C. Average PEP for GD with MRC Reception (GD-MRC)

For MRC diversity reception the distribution of the received SNR of the \( \alpha \)-th sub-carrier is given as \( \gamma_{MRC(\alpha)} \sim \chi^2_{2L} \), where the mean \( \mu = L\bar{\gamma} \), the variance \( \sigma = 2L\bar{\gamma} \). For ease of notation MRC is omitted from the subscript, hereafter. Since the SNR at the output of the combiner is the sum of \( L \) diversity branch SNRs, the PDF of the SNR for MRC is given as,

\[
f_\gamma (\gamma_\alpha) = \frac{\gamma_{\alpha}^{L-1} e^{-\gamma/\gamma} \gamma \Gamma (L-1)}{\Gamma (L)}.
\]

Using (10) and (12), the exact average PEP for MCIK-OFDM GD-MRC can be formulated as,

\[
\text{PEP}_{\text{MRC}} = \int_0^\infty iPEP (\gamma_\alpha) f_\gamma (\gamma_\alpha) d\gamma_\alpha.
\]

The closed-form expression for the exact average PEP is given as,

\[
\text{PEP}_{\text{MRC}} = K - K \sum_{q=0}^{N-K} \binom{N-K}{q} \frac{(-1)^q}{q+1} \left( \frac{q+1}{q\bar{\gamma} + q+1} \right)^L.
\]

Similarly, using (11) and (12), the close-form expression for the approximate average PEP is obtained,

\[
\text{PEP}_{\text{MRC,Approx.}} = K \frac{N-K}{2} \left( \frac{2}{\bar{\gamma}+2} \right)^L.
\]

From (15), it can be shown that the achievable diversity order is \( d = \lim_{\bar{\gamma} \to \infty} \log \frac{\text{PEP}_{\text{MRC,Approx.}}}{\text{PEP}_{\text{MRC}}} = L \). Note that (15) is clearly less complex than (14) as it no longer contains a summation and binomial coefficient terms. Also, it is worth pointing out from (15) that the average PEP behaves concavely with \( K \) for given \( N \) and \( \bar{\gamma} \), due to \( \partial^2 [\text{PEP}_{\text{MRC,Approx.}}] / \partial K^2 < 0 \), \forall K. The strictly concave behaviour of (15) can easily produce the optimal \( K \) of minimizing the approximate average PEP, as either the smallest or the largest over a given set of \( K \). For example, let \( K \in \{K_1, \ldots, K_m\} \) be given for the required data-rate. Then, using (15), the optimal \( K \) for minimizing the average PEP can be approximated to be \( K_{\text{opt}} = \arg \min \{K_1(N-K_1), K_m(N-K_m)\} \).

D. Average PEP for GD with SC Reception (GD-SC)

For SC diversity reception the distribution of the received SNR for SC is given as \( \gamma_{SC(\alpha)} \sim \chi^2_{2L} \), where the mean \( \mu = L\bar{\gamma} \), the variance \( \sigma = 2L\bar{\gamma} \), and for ease of notation SC is omitted from the subscript, hereafter. As the average SNR at the output of the combiner is the largest of \( L \) such random variables, the PDF of the effective SNR for SC is given as,

\[
f_\gamma (\gamma_\alpha) = \frac{L e^{-\gamma/\bar{\gamma}} \gamma (L-1)}{\Gamma (L)}.
\]

After binomial expansion of \( \left[ 1 - e^{-\gamma/\bar{\gamma}} \right]^{L-1} \), (16) can be written as,

\[
f_\gamma (\gamma_\alpha) = \frac{L}{\bar{\gamma}} \sum_{l=0}^{L-1} \binom{L-1}{l} (-1)^l e^{-\gamma l/\bar{\gamma}}.
\]

Using (17), the average PEP for MCIK-OFDM GD-SC can be formulated as,

\[
\text{PEP}_{\text{SC}} = \int_0^\infty iPEP (\gamma_\alpha) f_\gamma (\gamma_\alpha) d\gamma_\alpha.
\]

Averaging (10) and (11) over (17) yields the expressions for the exact and approximate average PEP for GD-SC, which are respectively given as,

\[
\text{PEP}_{\text{SC}} = KL \sum_{l=0}^{L-1} \binom{L-1}{l} (-1)^l 1 - KL \sum_{l=0}^{L-1} \sum_{q=0}^{N-K} \binom{N-K}{q} (-1)^l q^{l+q} (\bar{\gamma} + l+1 + l+1),
\]

\[
\text{PEP}_{\text{SC,Approx.}} = KL \binom{N-K}{l} (-1)^l 1 - KL \sum_{l=0}^{L-1} \binom{L-1}{l} (-1)^l q^{l+2l+2}.
\]

A detailed description of the derivations are shown in the Appendix A.

As shown from (19) and (20), it can be obtained that the average PEP of the GD-SC relies on both \( K \) and \( L \), for given \( N \) and \( \bar{\gamma} \). Similar to the average PEP for MRC, it is revealed that (20) behaves concavely with \( K \) for a given \( N \) and \( \bar{\gamma} \). This can be shown by taking the second derivative of \( \text{PEP}_{\text{SC,Approx.}} \) with respect to \( K \), i.e., \( \partial^2 [\text{PEP}_{\text{SC,Approx.}}] / \partial K^2 < 0 \).
IV. Symbol Error Probability (SEP) Analysis

A. Instantaneous SEP for GD with Diversity Reception

The SEP is defined as the probability of errors occurring in the detection of both the indices of active sub-carriers and M-ary symbols. These detection errors can occur from three error scenarios:

(i) A correct M-ary symbol conditioned on the incorrect detection of active sub-carrier index.

(ii) An incorrect M-ary symbol conditioned on the incorrect detection of the active sub-carrier index.

(iii) An incorrect M-ary symbol conditioned on the correct detection of the active sub-carrier index.

Scenarios (i) and (ii) represent the conditional symbol errors (CSEs) that occur upon the mis-detection of the active indices, while Scenario (iii) represents the CSEs on the correct detection of active indices.

1) Probability of CSEs on Mis-Detection of Active Indices:

Scenario (i) can be defined as the probability of detecting an incorrect active index weighted by the probability of detecting a correct M-ary symbol, which is given as,

\[ Z_{e,i} = iPEP Z_{sym,i} \]  \hspace{1cm} (21)

where \( Z_{sym,i} = \frac{1}{2} \) is the probability that a M-ary symbol is correctly determined without knowledge of \( x \) in (2), which represents a 50 percent detection accuracy of the M-ary symbol in the presence of the mis-detection of the active index, i.e., \( \alpha \neq \hat{\alpha} \forall \alpha, \hat{\alpha} \).

Similarly, Scenario (ii) can be defined as the probability of detecting the incorrect active sub-carrier index weighted by the probability of detecting the incorrect M-ary symbol. The CSE probability in Scenario (ii) can be given as,

\[ Z_{e,ii} = iPEP Z_{sym,ii} \]  \hspace{1cm} (22)

where \( Z_{sym,ii} = \frac{1}{2} \) is the probability that a M-ary symbol is incorrectly determined without knowledge of \( x \), i.e., \( Z_{sym,ii} = \frac{1}{2} \), which represents a 50 percent detection accuracy of the M-ary symbol in the presence of the mis-detection of the active index, i.e., \( \alpha \neq \hat{\alpha} \forall \alpha, \hat{\alpha} \). Therefore, the CSEs on the mis-detection of active indices is given as,

\[ Z_{e,A} = Z_{e,i} + Z_{e,ii} = iPEP \]  \hspace{1cm} (23)

2) Probability of CSEs on Correct Detection of Active Indices:

Intuitively Scenario (iii) can be defined as the probability of detecting a correct active index weighted by the probability of detecting an incorrect M-ary symbol,

\[ Z_{e,B} = \frac{K}{N} \sum_{\alpha} \left(1 - iPEP(\gamma_{\beta,\alpha})\right) P(\gamma_{\beta,\alpha} | x) \]  \hspace{1cm} (24)

where \( P(\gamma_{\beta,\alpha} | x) \) is the SEP of the M-ary QAM [27]. For simplicity an approximation is used. Formally,

\[ P(\gamma_{\beta,\alpha} | x) \leq e^{\gamma_{\beta,\alpha} - \frac{2\gamma_{\beta,\alpha}^2}{\sigma^2}} \]  \hspace{1cm} (25)

Hence, using (23) and (25) the total SEP can be written as,

\[ P_s = Z_{e,A} + Z_{e,B} = \frac{K}{N} \sum_{\alpha} iPEP(\gamma_{\beta,\alpha}) + (1 - iPEP(\gamma_{\beta,\alpha})) P(\gamma_{\beta,\alpha} | x) \]  \hspace{1cm} (26)

Substituting (10) and (25) into (26), an expression for the instantaneous SEP is obtained as,

\[ P_s \leq \frac{K}{N} \sum_{\alpha} \left\{ \left( \frac{N-K}{K} \right) \left( \frac{-1)^{\gamma_{\beta,\alpha}}}{q+1} e^{-\frac{3\gamma_{\beta,\alpha}}{2M+1}} + e^{-\frac{3\gamma_{\beta,\alpha}}{2(M-1)}} \right) \right\} - \sum_{q=0}^{N-K} \left( \frac{N-K}{q+1} \right) e^{-\frac{3\gamma_{\beta,\alpha}}{2(M-1)}} \} \]  \hspace{1cm} (27)

B. Approximate Instantaneous SEP for GD with Diversity Reception

An approximation of (27) can be obtained by substituting (11) and (25) into (26). Hence,

\[ P_{s,Approx.} = \frac{K}{N} \sum_{\alpha} \left( e^{-\frac{3\gamma_{\beta,\alpha}}{2(M+1)}} - e^{-\frac{3\gamma_{\beta,\alpha}}{2(M-1)}} \right) \]  \hspace{1cm} (28)

C. Average SEP for GD-MRC

Averaging (27) and (28) over (12) yields the expressions for the upper bounded and approximate average SEP (ASEP) for MCK-OFDM GD-MRC, which can be formulated as,

\[ P_{s,Approx.}^MRC = \int_0^\infty P_s(\gamma_{\alpha}) f_{\gamma_{\alpha}}(\gamma_{\alpha}) d\gamma_{\alpha} \]  \hspace{1cm} (29)

The closed-form expressions for the upper bounded and approximate ASEP for GD-MRC are obtained, and given in (30) and (31), respectively, which can be found at the top of the next page. A detailed description of the derivations are shown in the Appendix C.

From (31) it is clear that the ASEP increases linearly with \( N \) for a given \( K, M, L \), and \( \gamma \). In addition, it is worth pointing out that the achievable diversity order is \( \rho = \lim_{\gamma \to \infty} \log \frac{P_{s,Approx.}^MRC}{\gamma} = L \). Similar to (15), it can be found that (31) behaves concavely with \( K \) for a given \( N, M \), and \( \gamma \) as the second derivative of (31) is \( \frac{\partial^2}{\partial N^2} P_{s,Approx.}^MRC < 0 \forall K \). Interestingly, it can also be obtained that (31) increases monotonically with \( N \) for a given \( K, M, \) and \( \gamma \). Where monotonicity occurs when \( \frac{\partial^2}{\partial N^2} P_{s,Approx.}^MRC = 0 \forall N \).

D. GD-MRC: L versus Maximum Tolerated ASEP \( \mu \)

For reliable and low complexity systems, it is important to find the minimum number of \( L \) so that the ASEPs is guaranteed to be less than or equal to the maximum tolerated threshold \( \mu \). Using \( \gamma = \frac{N}{\pi \rho} \), (31) can be re-written as,

\[ P_{s,Approx.}^MRC = \left( \frac{2(M-1)K}{3N\rho + 2(M-1)K} \right)^L + \frac{K}{2} \left( \frac{2K}{N\rho + 2K} \right)^L \]  \hspace{1cm} (32)

Denote by \( L^{BC} \) the number of antennas that produces the ASEPs less than or equal to \( \mu \). \( L^{BC} \) can be obtained as,

\[ L^{BC} \geq \arg \min_{L} \left| P_{s,Approx.}^MRC - \mu \right| \]  \hspace{1cm} (33)
\[ \mathcal{P}_{s}^{MRC} \leq K \left[ 1 - \sum_{q=0}^{N-K} \binom{N-K}{q} \left( \frac{-1}{q+1} \right)^{L} \left( \frac{q+1}{(q+1)+1} \right)^{L} \right] + (1 - K) \left( \frac{2(M-1)}{3\gamma - 2(M-1)} \right)^{L} \]

\[ + K \sum_{q=0}^{N-K} \binom{N-K}{q} \left( \frac{-1}{q+1} \right)^{L} \left( \frac{2(M-1)(q+1)}{2Mq\gamma + 2Mq + 2M + \gamma q + 3\gamma - 2q - 2} \right)^{L} \]

\[ \mathcal{P}_{s,\text{Approx}}^{MRC} = \frac{K}{2} \left[ \frac{2}{\gamma + 2} \right]^{L} - \left( \frac{2(M-1)}{(\gamma(M+2)+2(M-1))} \right)^{L} + \left( \frac{2(M-1)}{3\gamma + 2(M-1)} \right)^{L} \]

From (33) and (32), solving the equality of \( |\mathcal{P}_{s}^{MRC} - \mu| = 0 \) for \( L \), yields,

\[ L^{*} = \ln \{ \mu \} \left[ \ln \left( K \frac{N-K}{2} \right) \ln \left( \frac{2K}{N\rho + 2K} \right) - \ln \left( \frac{2(M-1)K}{N\rho(M+2)+2(M-1)K} \right) + \ln \left( \frac{2(M-1)K}{3N\rho + 2(M-1)K} \right) \}^{-1} . \]

Note that \( L^{*} \) must be an integer, and \( L^{*} \) may not be equal to \( L^{*} \) from (34). Thus, using (34), the closed-form expression for the minimum desired number of antennas \( L \) satisfying the ASEP less than \( \mu \) is shown in (35). Since \( \mu \leq 1 \) is the desired error probability, it can be found from (35) that as \( \mu \) increases, \( L^{*} \) decreases logarithmically for given \( N, K, M, \) and \( \rho \).

**E. Average SEP for GD-SC**

Averaging (27) and (28) over (17) yields the expressions for the upper bounded and approximate average SEP for MCIIK-OFDM GD-SC, which can be formulated as,

\[ \mathcal{P}_{s}^{MRC} = \int_{0}^{\infty} P_{s}(\gamma_{a}) f_{\gamma}(\gamma_{a}) d\gamma_{a} . \]

Closed-form expressions for the upper bounded and approximate ASEP for GD-SC are obtained, which are given in (37) and (38), respectively. A detailed description of the derivations are shown in the Appendix D. Similar to (19) and (20) the complexity of (37) and (38) is high due to the multiple summations and binomial coefficient terms, and as a result detailed analysis is not straightforward. It can be found that (38) increases monotonically with \( N \) for a given \( K, M, \) and \( \gamma \). Where monotonicity occurs when \( \frac{\partial^{2}\mathcal{P}_{s,\text{Approx}}^{MRC}}{\partial N^{2}} = 0 \forall N \).

**V. ASYMPTOTIC ANALYSIS**

In this section various asymptotic cases are considered in order to investigate the asymptotic behaviour of MCIIK-OFDM with GD-MRC in terms of the ASEP. For simplicity, only the approximate expression (31) is considered, which still holds its accuracy for the considered asymptotic cases.

**A. Large \( L \): \( L \to \infty \)**

Consider a case where there is a large antenna array at the receiver. Let \( K = \tau N \) be an integer with a fixed \( \tau \). This means that when \( N \) is increased \( K \) also does, but the ratio of \( K \) to \( N \) is fixed to \( \tau \). In terms of \( \tau \), the approximate ASEP for MRC is given as,

\[ \mathcal{P}_{s,\text{Approx}}^{MRC} = \left( \frac{2(M-1)\tau}{3\rho + 2(M-1)\tau} \right)^{L} + N^{2} \frac{\tau}{\tau^{2}} \frac{2}{\rho} \left( \frac{2\rho}{\rho(M+2)+2(M-1)\tau} \right)^{L} \times \left[ \left( \frac{2\tau}{\rho+2\tau} \right)^{L} - \left( \frac{2(M-1)}{\rho(M+2)+2(M-1)\tau} \right)^{L} \right] . \]

In this case, i.e., \( L \to \infty \), the ASEP for high \( \rho \) is given as,

\[ \lim_{L \to \infty} \mathcal{P}_{s,\text{Approx}}^{MRC} = c \left[ \left( \frac{2\tau}{\rho} \right)^{L} - \left( \frac{2\rho}{\rho(M+2)} \right)^{L} \right] + \left( \frac{2(M-1)}{3\rho} \right)^{L} , \]

where \( SNR = \rho \), and \( c \) is a constant.

From (40) it can be asymptotically observed that for large \( L \), the ASEP decreases exponentially with decreasing \( \tau = K/N \) for given \( M \) and \( \rho \). Intuitively, this suggests that choosing a small \( \tau \) will reduce the ASEP exponentially at large \( L \), for given \( N, M, \) and \( \rho \). In addition, it is shown from (40) that the ASEP increases exponentially with \( M \) for given \( \tau \) and \( \rho \). Therefore, the ASEP in (40) benefits from properly having \( \tau = K/N \leq 1 \) for large \( L \), which leads to the achievable power gain greater than the classical OFDM \( (\tau = 1) \).

**B. Small Sparsity Ratio: \( \tau \to 0 \)**

To address the impact of \( \tau \) on the ASEP. For example, in D2D communications low complexity is a key design parameter. In this context, reducing \( K \) in turn reduces the decoding complexity. Therefore, as \( N \) grows, consider a very small \( \tau \), i.e., when \( K \ll N \). In this asymptotic case the first two terms of (31) tend to zero much faster than the third term, i.e., \( N^{2} \frac{\tau}{\tau^{2}} \frac{2}{\rho} \left( \frac{2\rho}{\rho(M+2)+2(M-1)\tau} \right)^{L} \to 0 \), hence the ASEP for this asymptotic case can be reduced as,

\[ \lim_{\tau \to 0} \mathcal{P}_{s,\text{Approx}}^{MRC} = \left( \frac{2(M-1)\tau}{3\rho} \right)^{L} = \left( \frac{\tau}{\rho} \right)^{L} (M-1)^{L} c , \]

where \( \Theta (\tau^{L} SNR^{-L}) \).
Asymptotically it is observed from (41) that the ASEP achieves the diversity order \( L \) for given \( \tau \) and \( \rho \). Where \( \tau \in (0,1) \), a small \( \tau \) will reduce the ASEP faster than a large \( \tau \) for a given \( \rho \). As a result, a proper choice of joint small \( \tau \) and large \( L \) can make the ASEP decrease for a given \( \rho \). Therefore even in low and moderate SNR regions a reasonable ASEP can be achieved by choosing the smallest \( \tau \).

C. Large Sparsity Ratio: \( \tau \rightarrow 1 \)

As \( K \) approaches \( N \), \( \tau \) also increases, i.e., \( \tau \rightarrow 1 \). In this case the ASEP can be expressed as

\[
\lim_{\tau \rightarrow 1} \mathcal{P}_{s, \text{Approx}}^{\text{MRC}} = \left( \frac{2 (M - 1) \tau}{3 \rho + 2 (M - 1) \tau} \right)^L,
\]

\[
= \Theta \left( \frac{S \rho}{(M - 1) \tau} + 1 \right)^{-L}. \quad (42)
\]

In this case when \( K \rightarrow N \), MCIF-OFDM begins to behave like OFDM. This leads that choosing the smallest \( M \) will reduce the ASEP, for a given \( L \) and \( \rho \).

VI. COMPUTATIONAL COMPLEXITY

We now address the decoding complexity of the hybrid GD and diversity reception for MCIF-OFDM in terms of the total number of complex multiplications and divisions (CMs) performed per cluster. This will be compared to the ML method. The CMs for various detectors are summarized in Table II.

First, let us consider the decoding complexity of ML in [28]. The ML needs a brute-force search for all active sub-carrier index combinations and corresponding M-ary symbols. The decoding complexity of ML is given as,

\[
\mathcal{C}_{\text{ML}} = 2CM^K, \quad (43)
\]

where \( C = 2^{\log_2 (\binom{K}{M})} \) is recalled as the total number of active sub-carrier index combinations, and \( M^K \) is the number of M-ary symbol combinations across \( K \) active sub-carriers, for each active index combination. In total there are \( CM^K \) trials needed in the ML method and 2 CMs per trial. Note that evaluating the Euclidean distance in (7) requires 8 real multiplications and hence a total of 2 CMs per trial. As a result, the classical ML detection becomes impractical for larger values of \( K \) due to its exponentially growing decoding complexity with \( K \).

Unlike the ML, the proposed GD scheme performs the two-stage process which first finds the active sub-carrier index followed by the M-ary symbol. The decoding complexity of GD is,

\[
\mathcal{C}_{\text{GD}} = N + 2KM, \quad (44)
\]

where \( N \) CMs are required to perform the energy detection of active sub-carriers, requiring 1 CM to evaluate the energy per sub-carrier \((\|y|^2\)) in (6), and \( 2KM \) CMs are required to perform ML detection of data symbols, given there are 2 CMs per trial, with \( M \) trials, for \( K \) active sub-carriers. It is worth pointing out from (44) that the complexity of GD increases linearly with \( K \), while that of ML in (43) grows exponentially with \( K \). Hence, the GD is a low complexity alternative to the ML.

Similar to the GD, the log-likelihood ratio (LLR) detector, first introduced in [9], performs a two-stage detection process. First, the LLR test determines the active subcarrier indices, followed by ML detection of the data symbols. Hence, the decoding complexity of LLR is,

\[
\mathcal{C}_{\text{LLR}} = 2N + 2NM + 2KM, \quad (45)
\]

where there are \( 2 + 2M \) CMs required for the LLR test per sub-carrier, for a total of \( N \) sub-carriers. From [9, (12)] there are 2 CMs required for \((\|y|^2/N_0)\) and an addition 2M required for \( \left( \sum_{m=1}^{M} |y - h x_m|^2/N_0 \right) \). In addition, there are \( 2KM \) CMs required to perform ML detection of data symbols. The detection complexity of the active sub-carrier indices alone, can be given as \( \sim O(NM) \), whereas the GD is \( \sim O(N) \). Hence, the complexity of GD is reduced by a factor of \( M \) over the LLR.

The decoding complexity of the well known ML for a
conventional OFDM system is defined as,

\[ C_{OFDM-ML} = 2NM, \]  

where \( 2NM \) CMs are required to recover data symbols using the ML decision, given there are 2 CMs per trial, with \( M \) trials, for \( N \) sub-carriers.

Regarding to the use of diversity combining, the complexity of both ML and GD are increased by that of the diversity combining. Particularly, the CMs required for ML-SC and ML-MRC are given respectively as,

\[ C_{ML-SC} = N + 2CM^K, \]  
\[ C_{ML-MRC} = LN + 2CM^K, \]

where the additional \( N \) and \( LN \) CMs resulting from the diversity combining are included for ML-MRC and ML-SC, respectively.

Similarly, the CMs needed for ML-SC and ML-MRC for a conventional OFDM are respectively given as,

\[ C_{OFDM-ML-SC} = N + 2NM, \]  
\[ C_{OFDM-ML-MRC} = LN + 2NM, \]

and the decoding complexity of GD-SC, GD-MRC, LLR-SC, and LLR-MRC for MCIK-OFDM are defined as, respectively,

\[ C_{GD-SC} = N + N + 2KM, \]  
\[ C_{GD-MRC} = LN + N + 2KM, \]  
\[ C_{LLR-SC} = N + 2N + 2NM + 2KM, \]  
\[ C_{LLR-MRC} = LN + 2N + 2NM + 2KM. \]

For example, consider an MCIK-OFDM system with \( N = 8 \), \( K = 4 \), and \( M = 4 \). The number of CMs required for ML is 32768, while the number of CMs for GD is 44. The number of CMs performed for GD is significantly reduced by a factor of over 700, over the ML. Moreover, considering the hybrid GD and diversity reception with \( L \) diversity branches, the number of additional CMs by MRC or SC are affordable, increasing linearly with \( N \). Therefore, GD with diversity reception is promising for low-complexity MCIK-OFDM applications while ML becomes impractical due to its exponentially increasing complexity.

For comparison between the MCIK-OFDM and the conventional OFDM, we can observe in Table II that satisfying \( K \leq (N (M - 1/2)) / M \) in the MCIK-OFDM always produces the decoding complexity less than or equal to that of OFDM, and the corresponding data-rate is computed, as \( \log_2(N^K) + K \log_2 M \), where \( K \) is the largest integer not greater than \( N (M - 1/2) / M \).

### VII. Numerical Results and Discussion

In this section, numerical and simulation results for the MCIK-OFDM scheme with various detection and diversity reception methods are presented. The MCIK-OFDM system with \( N_c = 128 \) total sub-carriers, grouped into \( G \) clusters of \( N \) sub-carriers, where \( N \in \{4, 8\} \), \( K \leq 8 \), \( L \in \{1, 2, 4, 8\} \), and \( M \in \{2, 4, 8, 16\} \). As each cluster of \( N \) sub-carriers is detected individually, \( N_c \) has no effect on the performance, and the number of \( N \) is chosen to be much less than \( N_c \) for a low-complexity detection process.

Fig. 3 depicts the average SEP performance of GD-MRC, for MCIK-OFDM with \( N = 4 \), \( K = 1 \), \( M = 4 \), and \( L \in \{1, 2, 4, 8\} \). It can be observed that the SEP performance is significantly improved as \( L \) is increased. For example, the power gain of about 8 dB can be achieved for the average SEP of \( 10^{-3} \) between \( L = 2 \) and \( L = 4 \). Moreover, it can be found from this figure that the analytical results display their high accuracy in a range of SNRs, e.g, 2 dB difference from simulations for the average SEP of \( 10^{-2} \) and \( L = 1 \).

In Fig. 4 a comparison between the upper bounded and approximate average SEP expressions for GD-MRC is illustrated for the MCIK-OFDM system when \( N = 4 \), \( K = 1 \), \( M = 4 \), and \( L \in \{1, 2, 4, 8\} \). The maximum difference between (30) and (31) is observed to remain less than 1dB in this figure. This confirms the tightness of the approximate expression. Moreover, the approximate expression becomes tighter as \( L \) increases. This validates the accuracy of the approximate SEP.

Fig. 5 depicts the behaviour of the average SEP against \( \tau = K/N \), for MCIK-OFDM GD-MRC with \( N = 8 \), \( M = \{4, 8, 16, 32\} \), \( L = 2 \), and \( E/N_0 = 10 \) dB. It can be observed from the figure that the average SEP behaves concavely with \( K \) for a given \( N \) and monotonically increases with \( \tau \) for a larger \( M \) (i.e., \( M = 16 \)). This observation validates the

<table>
<thead>
<tr>
<th>Detection Scheme</th>
<th>Decoding Complexity</th>
<th>Example: ((N, K, M, L) = (4, 3, 4, 2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCIK-OFDM ML</td>
<td>(2CM^K)</td>
<td>512</td>
</tr>
<tr>
<td>GD</td>
<td>(N + 2KM)</td>
<td>28</td>
</tr>
<tr>
<td>LLR</td>
<td>(2N + 2NM + 2KM)</td>
<td>64</td>
</tr>
<tr>
<td>OFDM ML</td>
<td>(2NM)</td>
<td>32</td>
</tr>
<tr>
<td>MCIK-OFDM ML-SC</td>
<td>(N + 2CM^K)</td>
<td>516</td>
</tr>
<tr>
<td>MCIK-OFDM ML-MRC</td>
<td>(LN + 2CM^K)</td>
<td>520</td>
</tr>
<tr>
<td>OFDM ML-SC</td>
<td>(N + 2NM)</td>
<td>36</td>
</tr>
<tr>
<td>OFDM ML-MRC</td>
<td>(LN + 2NM)</td>
<td>40</td>
</tr>
<tr>
<td>GD-SC</td>
<td>(N + N + 2KM)</td>
<td>32</td>
</tr>
<tr>
<td>GD-MRC</td>
<td>(LN + N + 2KM)</td>
<td>36</td>
</tr>
<tr>
<td>LLR-SC</td>
<td>(N + 2N + 2NM + 2KM)</td>
<td>68</td>
</tr>
<tr>
<td>LLR-MRC</td>
<td>(LN + 2N + 2NM + 2KM)</td>
<td>72</td>
</tr>
</tbody>
</table>
Fig. 3. Average SEP performance of MCIK-OFDM with GD-MRC for $N = 4$, $K = 1$, $M = 4$, and $L = \{1, 2, 4, 8\}$.

Fig. 4. Comparison of upper bounded and approximate average SEP for MCIK-OFDM with GD-MRC for $N = 4$, $K = 1$, $M = 4$, and $L = \{1, 2, 4, 8\}$.

Fig. 5. Impact of $\tau$ on the average SEP for MCIK-OFDM with GD-MRC for $N = 8$, $M = \{4, 8, 16, 32\}$, $L = 2$, and $E_s/N_0 = 10\,\text{dB}$.

Fig. 6. Average PEP performance of MCIK-OFDM with GD-MRC for $N = 4$, $K = 1$, and $L = \{1, 2, 4, 8\}$.

The tightness of the approximate expression. Moreover, in Fig. 6 the approximate expression becomes tighter for large $L \geq 2$, providing less than 1 dB difference between exact and approximate expressions.

In Fig. 7, considering GD-SC, the average SEP of MCIK-OFDM has been depicted when $N = 4$, $K = 1$, $M = 4$, and $L = \{1, 2, 4, 8\}$. It can be observed that as the number of diversity branches is increased, the average SEP improves significantly with the diversity order $L$. For example, the power gain of up to 6 dB can be achieved for the average SEP of $10^{-3}$ between $L = 2$ and $L = 4$, while the largest power gain of 13 dB is achieved between $L = 1$ and $L = 2$, for the average SEP of $10^{-3}$. Unlike the GD-MRC, Fig. 7 shows the power gain of GD-SC increasing slowly as $L$ is increased. Furthermore, the maximum difference of 2 dB between the simulations and (37) is observed, which validates the tightness
of the upper bounded expression. This tightness of the upper bounded results improves as $L$ increases.

As for GD-SC, Fig. 8 compares the upper bounded and approximate average SEP of an MCIK-OFDM system with $N = 4$, $K = 1$, $M = 4$, and $L = \{1, 2, 4, 8\}$. The maximum difference of 1 dB between (37) and (38) is observed in a range of SNRs. This confirms the tightness of the approximate expression. Moreover, the approximate expression becomes tighter ($\leq 1$ dB) as $L$ increases.

In Fig. 9 the concave behaviour of the average SEP against $\tau = K/N$ is shown, for MCIK-OFDM GD-SC with $N = 8$, $L = 2$, $E_s/N_0 = 10$ dB, and $M = \{4, 8, 16, 32\}$. This observation validates the analysis on the concavity of (38) with $K$. Due to this concave property it is worthy to mention from this figure that there may exist various choices of $(M, \tau)$'s satisfying a certain requirement of the average SEP, e.g., average SEP $\leq 10^{-2}$. Also, in this figure the upper bounded results display their tightness to the simulation results, e.g., for $\tau = 0.5$ there is an average SEP difference of less than $2 \times 10^{-2}$. It is worth noting that the tightness of the expression increases as $M$ is increased.

Fig. 10 illustrates the performance of GD-SC, for MCIK-OFDM with $N = 4$, $K = 1$, and $L = \{1, 2, 4, 8\}$. Similar the average SEP of GD-SC, it can be observed from this figure that the average PEP improves as $L$ increases. For example, it is shown that the achievable diversity order equals 1. Also, the power gain of up to 13 dB can be achieved for the average PEP of $10^{-3}$ between $L = 1$ and $L = 2$. The maximum difference of less than 1 dB between the simulations and (19) is observed which confirms the tightness of the exact expression. Furthermore, this figure depicts the maximum difference of less than 2 dB between (19) and (20) in a range of SNRs which confirms the tightness of the approximate expression. The approximate expression becomes tighter as $L$ increases, achieving a less than 1 dB difference between exact and approximate expressions.

Fig. 11 now illustrates the comparison between MCIK-OFDM with GD-MRC and conventional OFDM with ML-MRC in terms of average SEP, for $E_s/N_0 = \{5, 10, 15\}$ dB, and $L = \{1, \ldots, 8\}$. The OFDM with ML-MRC is chosen to provide the best SEP of the classical OFDM. For a fair comparison the transmission data-rate of both schemes are set to be same, i.e., 8 bits per cluster. Interestingly, Fig. 11 shows that MCIK-OFDM with GD-MRC can outperform OFDM with ML-MRC in terms of the average SEP for a certain range of $L$, which varies with the SNR. In particular, when $E_s/N_0 = 5$ dB, the proposed scheme outperforms the OFDM when $L > 4$. In addition, for high SNRs it shows that the number of $L$ needed for MCIK-OFDM to outperform OFDM decreases, which validates our analysis in (35). In particular, for $E_s/N_0 = 15$ dB, Fig. 11 shows that we have $L^{BC} = 2$,
Fig. 10. Average PEP performance of MCIK-OFDM with GD-SC for $N = 4$, $K = 1$, and $L = \{1, 2, 4, 8\}$.

i.e., MCIK-OFDM with GD-MRC outperforms OFDM with ML-MRC when $L \geq 2$, even at the same data-rate.

Similarly, Fig. 12 depicts the average SEP comparison between MCIK-OFDM with GD-SC and conventional OFDM with ML-MRC for $E_s/N_0 = \{5, 10, 15\}$ dB, and $L = \{1, \ldots, 8\}$. As in the previous figure, the transmission data-rate of both schemes remains the same, i.e., 8 bits per cluster. Fig. 12 depicts that MCIK-OFDM with GD-SC can outperform OFDM with ML-MRC for a certain range of $L$. As the SNR is increased the number of $L$ needed for MCIK-OFDM to outperform OFDM is shown to decrease.

In Fig. 13, the simulated average SEP performance of GD, GD-MRC, and GD-SC are compared with LLR, LLR-MRC, and LLR-SC for an MCIK-OFDM system with $N = 4$, $K = 2$, $M = 4$, and $L = \{1, 2\}$. It can be observed in Fig. 13 that the LLR outperforms the GD. Specifically, for the average SEP of $10^{-3}$ there is the power gain of 5 dB for LLR over GD. However, such power gain attained by LLR-MRC (or LLR-SC) over GD methods is reduced when $L$ grows. In particular, for the average SEP of $10^{-3}$, and when $L = 2$, there is a power gain of 3.5 dB for LLR-SC over GD-SC, and a power gain 0.5 dB for LLR-MRC over GD-MRC. Referring to the expressions in Table II, there are 28, 24, and 20 CMs involved in the GD-MRC, GD-SC, and GD detection processes, respectively. While there are 64, 60, and 56 CMs involved in LLR-MRC, LLR-SC, and LLR detection processes, respectively. This observation implies that GD-MRC (or GD-SC) still provides an affordable complexity loss than the LLR ($L=1$), even at better average SEP. Hence, even at small values of $N, K, M$, it is shown that the proposed schemes can outperform the LLR in terms of both complexity and average SEP performance.

Fig. 14 compares the average SEP performance of GD-MRC (and GD-SC) and ML-MRC (and ML-SC) for an MCIK-OFDM system with $N = 4$, $K = 2$, $M = 4$, and $L = \{2, 4, 8\}$. It can be observed from the figure that ML-MRC only marginally outperforms GD-MRC. Specifically, for the average SEP of $10^{-3}$, and $L = 2$, ML-MRC achieves a power gain of less than 1 dB over GD-MRC. Moreover, as $L > 2$ grows the performance gap between GD-MRC and ML-MRC becomes smaller. In particular, when $L = 8$ the difference between GD-MRC and ML-MRC is negligible. In terms of decoding complexity, there are 136 and 28 CMs involved in the ML-MRC and GD-MRC detection processes, respectively. Interestingly, this proves that for $L > 1$, GD-MRC is preferable over ML-MRC as it performs close to the optimal ML-MRC while maintaining a significantly reduced complexity. Similarly, we can observe from this figure that the GD-SC at the low complexity performs closer to the ML-SC, as $L$ grows.
with the proposed hybrid GD and diversity reception, the MCIK-OFDM outperforms the conventional OFDM in terms of the reliability at significantly reduced complexity. The derived average SEP expressions will be useful to evaluate various concepts of the MCIK-OFDM, especially for future device applications that demands high reliability at low complexity. Our future work will be directed towards considering more fading conditions appropriate for D2D communications systems.

**APPENDIX A**

**DERIVATION OF (14) AND (15)**

Substituting (10) and (11) into (13), respectively, yields,

\[
\overline{\text{PEP}}_{\text{approx}}^{\text{MRC}} = \frac{K(N-K)}{2\pi^L(L-1)!} \int_0^\infty \gamma^{L-1} e^{-\frac{\gamma(2\mu+\gamma)}{\mu}} d\gamma. \tag{A.1}
\]

\[
\overline{\text{PEP}}_{\text{approx}}^{\text{MRC}} = K \pi^L(L-1)! \left[ \int_0^\infty \gamma^{L-1} e^{-\gamma(q+\frac{1}{2})} d\gamma - \sum_{q=0}^{N-K} I_1 \right]
\times \left( \frac{N-K}{q} \right)^q (q+1) \int_0^\infty \gamma^{L-1} e^{-\gamma(q+\frac{1}{2})} d\gamma, \tag{A.2}
\]

It can be seen from (A.2) and (A.1) that there are 3 integrals that are in the same form, i.e., \( \int_0^\infty x^{\nu-1} e^{-\mu x} dx \). The integral solution can be found in [29, eq. (3.381-3], and follow the same form, i.e., \( \mu^{-\nu} \Gamma(\nu) \). Therefore, \( I_1 = \pi^L(L-1)! \), \( I_2 = \left( \frac{\pi(q+1)}{2(q+1)} \right)^L(L-1)! \), and \( I_3 = \left( \frac{2\pi}{2+q} \right)^L(L-1)! \).

Substituting \( I_1 \) and \( I_2 \) into (A.2), and substituting \( I_3 \) in (A.1) yields the expressions (14) and (15), respectively.

**APPENDIX B**

**DERIVATION OF (19) AND (20)**

Substituting (10) and (11) into (18), respectively, yields,

\[
\overline{\text{PEP}}_{\text{approx}}^{\text{MRC}} = \frac{KL}{\pi} \sum_{l=0}^{L-1} \binom{L-1}{l} (-1)^l \left[ \int_0^\infty e^{\gamma(\frac{1}{2}l+\frac{1}{2})} d\gamma \right].
\]

\[
- \sum_{q=0}^{N-K} \left( \frac{N-K}{q} \right)^q (q+1) \int_0^\infty e^{\gamma(\frac{1}{2}+\frac{1}{2}l+\frac{1}{2})} d\gamma, \tag{B.1}
\]
\[ PEP_{\text{Approx.}}^{SC} = \frac{KL(N - K)}{2\gamma} \sum_{l=0}^{L-1} \binom{L-1}{l} (-1)^l \times \int_{I_6}^{\infty} e^{\gamma(-\frac{1}{\gamma} - \frac{1}{2})} d\gamma \]  

(B.2)

It can be seen from (B.1) and (B.2) that there are 3 integrals that are in the same form, i.e., \( \int_{0}^{\infty} e^{-px} dx \). The integral solution can be found in [29, eq. (3.310)], and follow the same form, i.e., \( \frac{1}{\gamma} \). Therefore, \( I_4 = \frac{\pi}{\gamma^{1/2}} \), \( I_5 = \frac{\pi}{\gamma^{1/2} + \gamma^{1/2} + 1} \), and \( I_6 = \frac{2\pi}{\gamma^{1/2} + 1} \).

Substituting the integral solutions for \( I_4 \) and \( I_5 \) into (B.1), and substituting the integral solution \( I_6 \) in (B.2) yields the expressions (19) and (20), respectively.

APPENDIX C
DERIVATION OF (30) AND (31)

Substituting (27) and (28) into (29), respectively, yields,

\[ P_{s}^{MRC} \leq \frac{KL}{\gamma L (L - 1)!} \int_{0}^{\infty} \gamma^{L-1} e^{\gamma(-\frac{1}{\gamma} - \frac{1}{2})} d\gamma \]

\[ - K \sum_{q=0}^{N-K} \binom{N - K}{q} \gamma^q (L + 1) (L - 1)! \times \int_{I_8}^{\infty} \gamma^{L-1} e^{\gamma(-\frac{1}{\gamma} - \frac{1}{2})} d\gamma \]

\[ + \frac{K}{\gamma L} \int_{0}^{\infty} \gamma^{L-1} e^{\gamma(-\frac{1}{\gamma} - \frac{1}{2})} d\gamma \]

\[ + K \sum_{q=0}^{N-K} \binom{N - K}{q} \gamma^q (L + 1) (L - 1)! \times \int_{I_9}^{\infty} \gamma^{L-1} e^{\gamma(-\frac{1}{\gamma} - \frac{1}{2})} d\gamma \]

\[ - K \sum_{q=0}^{N-K} \binom{N - K}{q} \gamma^q \gamma^q (L + 1) (L - 1)! \times \int_{I_{10}}^{\infty} \gamma^{L-1} e^{\gamma(-\frac{1}{\gamma} - \frac{1}{2})} d\gamma \]

(C.1)

\[ P_{s,\text{Approx.}}^{MRC} = \frac{K(N - K)}{2\gamma L (L - 1)!} \int_{0}^{\infty} \gamma^{L-1} e^{\gamma(-\frac{1}{\gamma} - \frac{1}{2})} d\gamma \]

\[ - \frac{K(N - K)}{2\gamma L (L - 1)!} \times \int_{I_{11}}^{\infty} \gamma^{L-1} e^{\gamma(-\frac{1}{\gamma} - \frac{1}{2})} d\gamma \]

\[ + \frac{1}{\gamma L} \int_{0}^{\infty} \gamma^{L-1} e^{\gamma(-\frac{1}{\gamma} - \frac{1}{2})} d\gamma \]

(C.2)

Similar to the derivation of (14) and (15), the unknown integrals in the same form, i.e., \( \int_{0}^{\infty} e^{-\nu x} dx \), and therefore their solutions also follow the same form, i.e., \( \mu^{-\nu} \Gamma(\nu) \). Where \( \nu = L \)

for \( I_7 \) to \( I_{13} \), and \( \mu = \left( \frac{1}{\gamma} \right), \left( -\frac{1}{\gamma} + 1 + \frac{1}{\gamma} \right), \left( \frac{3}{2(M - 1)} + \frac{1}{\gamma} \right), \left( -\frac{1}{\gamma} + 1 + \frac{3}{2(M - 1)} + \frac{1}{\gamma} \right), \left( \frac{1}{2} + \frac{1}{\gamma} \right), \left( \frac{1}{2} + \frac{3}{2(M - 1)} + \frac{1}{\gamma} \right), \) and \( \left( \frac{3}{2(M - 1)} + \frac{1}{\gamma} \right) \), for \( I_7 \) to \( I_{13} \), respectively. Substituting the integral solutions for \( I_7, I_8, I_9, \) and \( I_{10} \) into (C.1), and substituting the integral solutions for \( I_{11}, I_{12}, \) and \( I_{13} \) into (C.2) yields the expressions (30) and (31), respectively. The solutions to the unknown integrals have been omitted in order to save space.

APPENDIX D
DERIVATION OF (37) AND (38)

Substituting (27) and (28) into (36), respectively, yields,

\[ P_{s}^{SC} \leq K \frac{L}{\gamma} \sum_{l=0}^{L-1} \binom{L-1}{l} (-1)^l \int_{0}^{\infty} e^{\gamma(-\frac{1}{\gamma} - \frac{1}{2})} d\gamma \]

\[ - K \sum_{q=0}^{N-K} \binom{N - K}{q} (-1)^q \frac{L}{q + 1} \gamma \sum_{l=0}^{L-1} \binom{L-1}{l} (-1)^l \int_{I_{14}}^{\infty} e^{\gamma(-\frac{1}{\gamma} - \frac{1}{2})} d\gamma \]

\[ + K \frac{L}{\gamma} \sum_{l=0}^{L-1} \binom{L-1}{l} (-1)^l \int_{I_{15}}^{\infty} e^{\gamma(-\frac{1}{\gamma} - \frac{1}{2})} d\gamma \]

\[ + K \sum_{q=0}^{N-K} \binom{N - K}{q} (-1)^q \frac{L}{q + 1} \gamma \sum_{l=0}^{L-1} \binom{L-1}{l} (-1)^l \int_{I_{16}}^{\infty} e^{\gamma(-\frac{1}{\gamma} - \frac{1}{2})} d\gamma \]

\[ - K \sum_{q=0}^{N-K} \binom{N - K}{q} (-1)^q \frac{L}{q + 1} \gamma \sum_{l=0}^{L-1} \binom{L-1}{l} (-1)^l \int_{I_{17}}^{\infty} e^{\gamma(-\frac{1}{\gamma} - \frac{1}{2})} d\gamma \]

(D.1)

\[ P_{s,\text{Approx.}}^{SC} = K \frac{N - K L}{2\gamma} \sum_{l=0}^{L-1} \binom{L-1}{l} (-1)^l \int_{0}^{\infty} e^{\gamma(-\frac{1}{\gamma} - \frac{1}{2})} d\gamma \]

\[ - K \frac{N - K L}{2\gamma} \frac{L}{l} \int_{I_{18}}^{\infty} e^{\gamma(-\frac{1}{\gamma} - \frac{1}{2})} d\gamma \]

\[ + \frac{L}{\gamma} \sum_{l=0}^{L-1} \binom{L-1}{l} (-1)^l \int_{I_{19}}^{\infty} e^{\gamma(-\frac{1}{\gamma} - \frac{1}{2})} d\gamma \]

\[ + \frac{L}{\gamma} \sum_{l=0}^{L-1} \binom{L-1}{l} (-1)^l \int_{I_{20}}^{\infty} e^{\gamma(-\frac{1}{\gamma} - \frac{1}{2})} d\gamma \]

(D.2)

Similar to the derivation of (19) and (20), the unknown integrals in the same form, i.e., \( \int_{0}^{\infty} e^{-p x} dx \). The integral solution can be found in [29, eq. (3.310)], and follow the same form, i.e., \( \frac{1}{\gamma} \). Where \( p = \left( \frac{1}{\gamma} \right), \left( -\frac{1}{\gamma} + 1 + \frac{1}{\gamma} \right), \left( \frac{3}{2(M - 1)} + \frac{1}{\gamma} \right), \left( -\frac{1}{\gamma} + 1 + \frac{3}{2(M - 1)} + \frac{1}{\gamma} \right), \left( \frac{1}{2} + \frac{1}{\gamma} \right), \left( \frac{1}{2} + \frac{3}{2(M - 1)} + \frac{1}{\gamma} \right), \) and \( \left( \frac{3}{2(M - 1)} + \frac{1}{\gamma} \right) \).
for $I_{14}$ to $I_{20}$, respectively. Substituting the integral solutions for $I_{14}$, $I_{15}$, $I_{16}$, and $I_{17}$ into (D.1), and substituting the integral solutions for $I_{18}$, $I_{19}$, and $I_{20}$ into (D.2) yields the expressions (37) and (38), respectively. The solutions to the unknown integrals have been omitted in order to save space.
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