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ABSTRACT
We characterize and compute the maximal admissible positively invariant set for asymptotically stable constrained switching linear systems. Motivated by practical problems found, e.g., in obstacle avoidance, power electronics and nonlinear switching systems, in our setting the constraint set is formed by a finite number of polynomial inequalities. First, we observe that the so-called Veronese lifting allows to represent the constraint set as a polyhedral set. Next, by exploiting the fact that the lifted system dynamics remains linear, we establish a method based on reachability computations to characterize and compute the maximal admissible invariant set, which coincides with the domain of attraction when the system is asymptotically stable. After developing the necessary theoretical background, we propose algorithmic procedures for its exact computation, based on linear or semidefinite programs. The approach is illustrated in several numerical examples.
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1. INTRODUCTION
When a set \( S \subseteq \mathbb{R}^n \) is invariant\(^1\) with respect to a system, all trajectories starting from \( S \) remain in it forever. Since almost every system in practice is subject to some type of constraints on its states or outputs, the notion of invariance becomes extremely relevant in control applications\(^2\). Specifically, problems related to safety and viability\(^3\) can be addressed by computing sets which possess the invariance property or a variant of it.

For linear switching systems, there are at least two approaches one can follow to compute invariant sets, namely use dynamic programming or find a Lyapunov function and utilise its sub-level sets\(^4\). The mechanism behind the first approach consists in iteratively computing elements of a convergent set sequence generated from the pre-image map, starting from an appropriately chosen initial set,\(^5\) Ch. 5,\(^6\) C.\(^6\) 6.\(^7\). The second approach consists in first characterizing non-conservative families of candidate Lyapunov functions and (hopefully) in developing a computational methodology for solving the corresponding conditions. For linear switching systems, polytopic\(^8\), piecewise quadratic\(^9\)\(^10\)\(^11\) and sum of squares (sos) polynomial functions\(^12\)\(^13\)\(^14\)\(^15\)\(^16\) have been identified as universal, while efficient algorithmic procedures have been established using linear or semidefinite programming\(^17\).\(^18\)\(^19\)\(^20\)\(^21\)\(^22\)\(^23\)\(^24\)\(^25\)\(^26\). Apart from few exceptions that include the sub-level sets of min-of-quadratics and sos Lyapunov functions, the available constructions concern invariant sets which are convex. This is not restrictive for the stability analysis problem. Moreover, convex shapes recover the maximal invariant set for systems under polytopic constraints such as in Figure 1(a), since the convex hull of any invariant set preserves invariance.

Nevertheless, the use of convex invariant sets or Lyapunov functions is restrictive in the setting studied in this paper. Indeed, when the constraint set is semi-algebraic, as for example in Figure 1(b), the maximal invariant set does not need to be convex. Furthermore, modifying the standard approaches in order to deal with the non-convex case is not straightforward; it is neither clear how to handle non-polytopic sets efficiently in dynamic programming nor how to identify and optimize over families of Lyapunov functions which capture exactly the maximal invariant set. Additional to the theoretical challenge, the practical motivation for dealing with systems under semi-algebraic constraints comes from a variety of applications found for example in the path planning and obstacle avoidance framework\(^27\), in power electronics and in non-linear switching systems\(^26\).

In this paper we solve both the problems of characterizing the maximal invariant set and of computing it efficiently. A first helpful observation towards achieving this goal is that semi-algebraic sets are represented by polyhedra in the lifted space induced by the Veronese embedding. Roughly, the Veronese embedding is a non-linear mapping of a vector \( x \in \mathbb{R}^n \) to a higher dimensional space \( \mathbb{R}^N \) defined by the monomials \( x^\alpha \equiv [x^{\alpha_1} \ x^{\alpha_2} \ldots x^{\alpha_n}]^\top \), that are of order \( d \), where \( \alpha_i \in \mathbb{N}^n \) stands for the \( n \)-tuples that sum up to \( d \) and construct each monomial. This lifting technique has been used
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\(^2\)Throughout the paper and for simplicity, we use the terminology ‘invariant set’ for the concept which is usually referred to as ’positively invariant set’\(^9\).
with success in the past, see e.g., [28,27], to deal with problems related to stability analysis and approximation of the joint spectral radius of switching systems.

The lifted system enjoys the same stability property with the original system, and more importantly, it remains a switching linear system. Taking this into account, we are able to establish a relationship between invariant sets in the lifted and original state space. Additionally, we characterize the maximal invariant set by applying a variant of the backward reachability algorithm [10] in the lifted space. The corresponding set sequence may be initialized either with the lifted constraint set or with the, possibly unbounded, polyhedral set that is induced from the semi-algebraic constraint set. We address two specific challenges that arise depending on each choice, namely how to efficiently compute the reachability mapping in the former case and how to guarantee convergence in the latter case. We show that the maximal admissible invariant set is well-defined, it can be computed in a finite number of steps and it is expressed as the unit sub-level set of a max-polynomial function consisting of a finite number of pieces. To this end, we establish three possible algorithmic implementations for computing the maximal invariant set based on linear or semidefinite programs. To the best of our knowledge, this is the first time that the exact computation of the domain of attraction under non-convex constraints is possible.

Finally, it is worth to distinguish between the different research objectives set in this work from the ones found in the sos framework, see for example [26], where more complex dynamics and constraints are studied. The problem studied there concerns the assessment of local asymptotic stability in the neighborhood of the equilibrium point, however, no guarantee on the level of the approximation of the domain of attraction is sought or provided. Another distinction should be made with the work in [1], where the focus is restricted to computing convex invariant approximations of the domain of attraction.

In section 2 the basic definitions and the problem setting are presented, together with the technical details regarding the procedure of lifting the system and the constraint set. In section 3 we characterize the maximal admissible invariant set by first associating the invariance properties of sets in the lifted and original space and next by applying a modified version of the backward reachability algorithm. The corresponding algorithms are presented in section 4. In section 5 two numerical examples are presented, whereas conclusions are drawn in section 6. Finally, further details concerning the algorithmic implementation of the results are exposed in the Appendix.

2. PRELIMINARIES

2.1 Notation

We denote the field of real numbers and the set of non-negative integers with $\mathbb{R}$ and $\mathbb{N}$ respectively. We write vectors $x, y$ with small letters and sets $\mathcal{S}, \mathcal{X}, \mathcal{V}$ with capital letters in italics. The vector in $\mathbb{R}^n$ with all elements equal to one is denoted by $1_n$. For matrices and vectors, inequalities hold component-wise. Given a $\alpha$-tuple $\alpha \in \mathbb{N}^n$, the $\alpha$ monomial of a vector $x \in \mathbb{R}^n$ is $x^\alpha = x_1^{\alpha_1} \cdots x_n^{\alpha_n}$. The degree of the monomial is $d = \sum_{i=1}^n \alpha_i$. We denote by $\alpha!$ the multinomial coefficient $\alpha! = \frac{n!}{\alpha_1! \cdots \alpha_n!}$.

2.2 Setting and problem formulation

Let $\mathcal{A} := \{A_1, \ldots, A_M\} \subset \mathbb{R}^{n \times n}$ be a set consisting of $M$ matrices. The system under study is

$$x(t+1) = A_{\sigma(t)} x(t),$$  \hspace{1cm} (2.1)$$

where $x(0) \in \mathbb{R}^n$, $t \in \mathbb{N}$ and the switching signal $\sigma(\cdot) : \mathbb{N} \to \{1, \ldots, M\}$ assigns at each time instant a matrix from the set $\mathcal{A}$. The System (2.1) is subject to state constraints

$$x(t) \in \mathcal{X}, \quad t \geq 0.$$  \hspace{1cm} (2.2)$$

The state constraint set is of the form

$$\mathcal{X} := \{x \in \mathbb{R}^n : c_i(x) \leq 1, i = 1, \ldots, p\},$$  \hspace{1cm} (2.3)$$

where $c_i(\cdot) : \mathbb{R}^n \to \mathbb{R}$, $i = 1, \ldots, p$, are polynomials of maximum degree $d \geq 1$. We are interested in characterizing the domain of attraction for the linear switching System (2.1) subject to constraints (2.2). Throughout the paper, we make the following assumptions.

ASSUMPTION 1. The System (2.1) is asymptotically stable.

ASSUMPTION 2. The set $\mathcal{X} \subset \mathbb{R}^n$ is closed, bounded and contains the origin in its interior.

Definition 1. A set $\mathcal{S} \subset \mathbb{R}^n$ is called invariant with respect to the System (2.1) if $x(0) \in \mathcal{S}$ implies $x(t) \in \mathcal{S}$ for all $t \in \mathbb{N}$ and any switching signal $\sigma(\cdot) : \mathbb{N} \to \{1, \ldots, M\}$. Moreover, if $\mathcal{S} \subset \mathcal{X}$, the set $\mathcal{S}$ is called an admissible invariant set with respect to the System (2.1) and the constraints (2.2).

Definition 2. The set $\mathcal{M} \subset \mathbb{R}^n$ is called the maximal admissible invariant set with respect to the System (2.1) and the constraints (2.2) if it is admissible invariant, and, moreover, for any admissible invariant set $\mathcal{S} \subseteq \mathcal{X}$, it holds that $\mathcal{S} \subseteq \mathcal{M}$.

Thus, the problem investigated in this paper is naturally formulated as follows: Suppose that Assumptions 1 and 2 hold. Compute the maximal admissible invariant set with respect to the System (2.1) and the state constraints (2.2).

2.3 Lifting the system

We now describe formally the algebraic lifting applied to System (2.1), resulting in a dynamical system which enjoys the same stability properties. The broad idea is to construct monomials of $x$ of a certain maximum degree $d$ and infer properties of our dynamical system from the one obtained after this state-space transformation.

Definition 3. [28, 21]. Given a vector $x \in \mathbb{R}^n$ and an integer $d \geq 1$, the $d$-lift of $x$, denoted by $x^{[d]}$, is the vector in $\mathbb{R}^{(n+d-1)}$, having as elements all the exponents $\alpha$ of degree $d$, i.e.,

$$x_\alpha = \sqrt{\alpha!} x^\alpha.$$  

Definition 4. [28, 21]. Given $\mathcal{A} \subset \mathbb{R}^{n \times n}$ and an integer $d \geq 1$, the $d$-lift of the set $\mathcal{A}$ is $\mathcal{A}^{[d]} := \{A_1^{[d]}, \ldots, A_M^{[d]}\} \subset \mathbb{R}^{(n+d-1) \times (n+d-1)}$.
The joint spectral radius of a matrix $A \in \mathbb{R}^{n \times n}$ is defined as
$$\rho(A) := \lim_{t \to \infty} \max \{ \|A^t\|^\frac{1}{t} : A \in A^t \}.$$ 

The switching System (2.1) is asymptotically stable if and only if $\rho(A) < 1$. 

**Proposition 1.** The System (2.1) is globally absolutely exponentially stable (GAES) if and only if $\rho(A) < 1$. 

**Proof.** For any $j \geq 1$, it holds that $\rho(A^j) = \rho(A)^j$. Moreover, since the matrices $A^{[i]}$ are block diagonal, $i \in [1, K]$, it holds $\rho(A^{[i]}) = \max_{i \in [1, K]} \{ \rho(A^{[i]}) \} = \max_{i \in [1, K]} \{ \rho(A) \}$. 

Consequently, $\rho(A) < 1$ and only if $\rho(A^{[i]}) < 1$. We finish the proof by recalling the equivalence between asymptotic and exponential stability for homogeneous systems, see e.g., [12 Corollary V.3], of which switching linear systems are a subclass, and that the switching System (2.1) is GAES if and only if $\rho(A) < 1$. 

**RUNNING EXAMPLE PART 1.** Let us consider a two-dimensional system (2.3) consisting of two modes, i.e., $A := \{ A_1, A_2 \}$, with
$$A_1 = \begin{bmatrix} 1.0425 & 0.3416 \\ -0.5893 & 0.5839 \end{bmatrix}, \quad A_2 = \begin{bmatrix} 0 & 0 \\ 0.6500 & 0 \end{bmatrix}.$$ 

Let $L = \{2\}$. Following Definition (2.3) the $L$-lift of $x$ is
$$x^{[2]} = \begin{bmatrix} x_1 \\ \sqrt{2}x_2 \end{bmatrix},$$
while $A^{[2]} = \begin{bmatrix} A_1^{[2]} & A_2^{[2]} \end{bmatrix}$, with (rounded up to the second digit)
$$A_1^{[2]} = \begin{bmatrix} 0.34 & -0.49 \\ 0.28 & 0.40 \end{bmatrix}, \quad A_2^{[2]} = \begin{bmatrix} 0 & 0 \\ 0.42 & 0 \end{bmatrix}.$$ 

Using the JSR Toolbox [39], we calculate the joint spectral radius of the matrix set $A$ to be approximately $0.9$ with accuracy $10^{-5}$, thus the system (2.1) is asymptotically stable. As expected from Proposition(7), the joint spectral radius of the set $A^{[2]}$ is found equal to $0.81$ with accuracy $7.64 \cdot 10^{-7}$, thus the system (2.4) is also asymptotically stable.

**2.4 Lifting the constraints**

We consider the set $X \subset \mathbb{R}^n$ and denote with $L_i \subseteq [1, d]^{K_i}$, $i \in [1, p]$, $K_i \leq d$ the index sets that correspond to the degrees of all monomials appearing in each function $c_i(x)$. Also, we let $L \subseteq [1, d]^p$ contain all the elements of the index sets $L_i$, $i = 1, ..., p$. We can write each polynomial function $c_i(x)$, $i \in [1, p]$, as a sum of positively homogeneous polynomials $c_{i,t}(x)$ of degree $l \in L$,
$$c_i(x) = \sum_{l \in L} c_{i,l}(x).$$

In addition, we can express each homogeneous polynomial $c_{i,t}(x)$, $t \in [1, p]$, $l \in L_i$, as a linear function of the $L$-lifted vectors $x^{[l]}$, $j \in L$ as follows
$$c_{i,t}(x) := \sum_{t \in L_i} g_{i,t}^T x^{[l]} = g_{i,t}^T x^{[l]}, \quad i \in [1, p], (2.6)$$
where $g_{i,t}^T x^{[l]} := c_{i,t}(x)$, $l \in L_i$. Also, we have that $g_i := \begin{bmatrix} g_{i,t_1} & \cdots & g_{i,t_K} \end{bmatrix}^T$, $g_i \in \mathbb{R}^n$, $i = 1, ..., p$, where
$$N := \sum_{l \in L} \left( n + l - 1 \right) \frac{l}{l}.$$ 

We are in a position to define the $L$-lift of a set $S \subseteq \mathbb{R}^n$.

**Definition 7.** Consider the set $X \subset \mathbb{R}^n$ (2.3) that satisfies Assumption (2.7) Let $L \subseteq [1, d]^p$ be the ordered set of integers containing the degrees of all monomials appearing in $c_i(x)$, $i \in [1, p]$, and $g_{i,t}, i \in [1, p], l \in L$ be vectors satisfying (2.6). We define the $L$-lift of the set $X$ as $X^{[l]} \subseteq \mathbb{R}^n$, where $N$ is given in (2.7), as
$$X^{[l]} := \left\{ y \in \mathbb{R}^n : g_{i,t}^T y \leq 1, i = 1, ..., p \right\}.$$ 

Moreover, we define the manifold $V \subset \mathbb{R}^n$ which is an algebraic variety.
$$V := \left\{ y \in \mathbb{R}^n : \exists x \in \mathbb{R}^n : y = x^{[l]} \right\}.$$
Taking into account Fact 1 we can show that the set $V$ is invariant with respect to the lifted System (2.4).

**RUNNING EXAMPLE Part 2.** Let us consider as constraint set $\mathcal{X}$ the set depicted in Figure 1(b). For this case, the polynomials $c_i(x)$, $i = 1, 2, 3$ that define the set are
\[
\begin{align*}
  c_1(x) &= x_1^2 + x_2^2, \\
  c_2(x) &= x_3^2 + 6\sqrt{2}x_1x_2 - 4x_1^2, \\
  c_3(x) &= -3x_2^2 + 10\sqrt{2}x_1x_2 + 2x_1^2.
\end{align*}
\]

We have $L = L_1 = L_2 = L_3 = \{2\}$, and consequently, $\mathcal{X}^{[2]} \in \mathbb{R}^3$ is given by (2.8), with $g_1 = [1 \ 0 \ 1]^T$, $g_2 = [1 \ 6 \ -4]^T$, $g_3 = [-3 \ 10 \ 2]^T$. The set $\mathcal{X}^{[2]}$ is an unbounded polyhedron and its defining hyperplanes are depicted in Figure 2 in red. The set $V \cap \mathcal{X}^{[2]}$ is also shown in Figure 2 in grey.

![Figure 2: The lifted semi-algebraic set $\mathcal{X}^{[2]} \cap V$ of Figure 1(a) is depicted in grey. The constraint set is bounded tightly by the polyhedron $\mathcal{X}^{[2]}$, defined by the intersection of three half-spaces and shown in red.](image)

3. **CHARACTERIZATION OF THE MAXIMAL ADMISSIBLE INVARIANT SET**

The set $\mathcal{X}^{[2]}$ is invariant with respect to the System (2.1) if and only if
\[
\forall x \in \mathbb{R}^n, \forall j \in [1, M],
\]
\[
\forall i \in [1, p], c_i(x) \leq 1 \Rightarrow \forall i \in [1, p], c_i(A_jx) \leq 1.
\]

If $c_i(\cdot)$, $i \in [1, p]$, are linear functions, it is well known that invariance can be verified by solving a linear program. If the functions $c_i(x)$, $i \in [1, p]$, are positive definite quadratic functions, then invariance can be verified by solving a convex quadratic program. In comparison, in this paper we aim to find a way to verify and compute invariant sets when the functions $c_i(\cdot)$, $i \in [1, p]$, are general polynomial functions.

In what follows we show that the projection of an admissible invariant set $\mathcal{S} \subseteq \mathcal{X}^{[2]}$ of the $L$-lifted system on $\mathbb{R}^n$ is invariant for the system under study. To this end, we define the “reverse” operation of lifting.

**DEFINITION 8.** Given an index set $\mathcal{L} \subseteq [1, d]^d$, and a set in the $L$-lifted space $\mathcal{S} \subseteq \mathbb{R}^N$, $N = \sum_{i \in \mathcal{L}} (n_i + 1)$, the lowering operation of $\mathcal{S}$ to $\mathbb{R}^n$ is
\[
\text{lower}(\mathcal{S}) := \left\{ x \in \mathbb{R}^n : \exists y \in \mathcal{S} : y = x^{[l]} \right\}.
\]

Taking into account (2.9), it is not difficult to see that the relation
\[
\text{lower}(\mathcal{S}) = \text{lower}(\mathcal{S} \cap V)
\]
holds for any set $\mathcal{S} \subseteq \mathbb{R}^N$.

**PROPOSITION 2.** Consider the System (2.1) and the constraint set $\mathcal{X}^{[2]}$. If $\mathcal{S} \subseteq \mathcal{X}^{[2]} \subseteq \mathbb{R}^N$,
\[
\mathcal{S} := \{ y \in \mathbb{R}^N : f_i^T y \leq 1, i = 1, ..., q \},
\]
then the set $\text{lower}(\mathcal{S})$ is an admissible invariant set with respect to System (2.1) and the constraint set $\mathcal{X}^{[2]}$.

**PROOF.** Since $\mathcal{S} \subseteq \mathcal{X}^{[2]}$, it follows that $\mathcal{S} \cap V \subseteq \mathcal{X}^{[2]} \cap V$, and consequently, $\text{lower}(\mathcal{S} \cap V) \subseteq \text{lower}(\mathcal{X}^{[2]} \cap V) = \mathcal{X}$. Next, we show that $\text{lower}(\mathcal{S})$ is invariant. By construction, $\text{lower}(\mathcal{S}) = \{ x \in \mathbb{R}^n : b_i(x) \leq 1 \}$, where $b_i(x) := f_i^T x^{[i]}$, $i \in [1, q]$. From hypothesis, for all $y \in \mathcal{S}$, relation $f_i^T y \leq 1$, $i \in [1, q]$, implies $f_i^T A_j^c y \leq 1$, for all $j \in [1, M]$. By definition, for any $x \in \text{lower}(\mathcal{S}) \subseteq \mathcal{X}$, there exists a vector $y \in \mathcal{S} \cap V$ such that $y = x^{[i]}$. Thus, we have
\[
f_i^T A_j^c y = f_i^T A_j^c x^{[i]} = f_i^T (A_j x)^{[c]} = b_i(A_j x) \leq 1.
\]

Consequently, $b_i(x) \leq 1$ for all $i \in [1, p]$ implies $b_i(A_j x) \leq 1$ for all $i \in [1, q]$, for all $j \in [1, M]$, and the set $\text{lower}(\mathcal{S})$ is admissible invariant with respect to the System (2.1).

**REMARK 1.** It is worth underlining that the statement of Proposition becomes both necessary and sufficient when $\mathcal{S} \subseteq \mathcal{X}^{[2]}$ is any set lying on $V$, i.e., when $\mathcal{S} \cap V = \mathcal{S}$.

**REMARK 2.** The lowering operation is straightforward when $\mathcal{S}$ is a polyhedron $\mathcal{X}^{[2]}$, since in this case $\text{lower}(\mathcal{S}) = \{ x \in \mathbb{R}^n : c_i(x) \leq 1, i = 1, ..., q \}$, where $c_i(x) = f_i^T x^{[i]}$, $i \in [1, q]$.

**Proposition 3** suggests that in order to compute invariant sets for the original system and constraint set $\mathcal{X}^{[2]}$, one can first compute admissible invariant sets with respect to the $L$-lifted System (2.4) and the $L$-lifted constraint set (2.8) and consequently perform a projection on the original space. This observation provides a potential advantage. Indeed, since the System (2.4) is a switching linear system and $\mathcal{X}^{[2]}$ is a polyhedral set, one can apply established results for checking invariance of a given polyhedral set.

**PROPOSITION 3.** Consider the System (2.1) and the set $\mathcal{X}$ defined in (2.4). Let $G \in \mathbb{R}^{p \times N}$ be the matrix having as rows the vectors $g_i$, $i \in [1, p]$ that describe the set $\mathcal{X}^{[2]}$, defined in (2.8). Then, the set $\mathcal{X}$ is invariant with respect to (2.1) if there exist nonnegative matrices $H_i \in \mathbb{R}^{p \times p}$, $i \in [1, M]$, that satisfy the relations
\[
\begin{align*}
  &G A_i^{[c]} = H_i G, \quad i \in [1, M], \\
  &H_i 1_p \leq 1_p, \quad i \in [1, M], \\
  &H_i \geq 0, \quad i \in [1, M],
\end{align*}
\]

**PROOF.** Conditions (2.8)–(2.10) are necessary and sufficient for the set $\mathcal{X}^{[2]}$ to be invariant with respect to the System (2.4) [17, 18]. Consequently, from Proposition 3 the set $\mathcal{X} = \text{lower}(\mathcal{X}^{[2]}$) is invariant with respect to the System (2.1).

The algebraic relations (2.8)–(2.10) can be solved by linear programming. However, although these conditions are necessary and sufficient for a polyhedral set $\mathcal{X}^{[2]}$ to be invariant with respect to the lifted System (2.4), they are only sufficient for $\mathcal{X}$ to be invariant.
w.r.t. the original System (2.1). Additionally, since it is impossible to define a polyhedron \( X^{[C]} \) lying on the manifold \( \mathcal{V} \), we cannot exploit Remark 1 to pose necessary and sufficient conditions of invariance for \( \mathcal{X} \) w.r.t. (2.1) via \( X^{[C]} \). Also, apart from the above observations, it might happen that the set \( \mathcal{X} \) is not invariant and consequently the maximal admissible invariant set is a subset of \( \mathcal{X} \). Thus, exploiting Proposition 3 to characterize an invariant set is limited.

**Example 3.** Let us consider the set sequence \( \{S_i\}_{i \geq 0} \) generated by (2.3) and the set sequence (2.4) for two different initial conditions, namely the initial condition \( \epsilon \) of the \( \mathcal{X} \) and the initial condition \( \epsilon \) of the \( \mathcal{X} \). In what follows, we will show convergence of the set sequence to the maximal invariant set choosing different initial conditions. From (2.3), it holds that \( S_i \subseteq S_{i+1} \), for all \( i \in \mathbb{N}_0 \). Suppose that \( S_i \subseteq S_{i+1} \). Then, we have that \( C(S_{i+1}) \subseteq C(S_i) \cap S_0 \) or \( S_{i+1} \subseteq \mathcal{X} \). Consequently, \( S_{i+1} \subseteq S_{i+1} \), thus, \( S_{i+1} = S_{i+1} \).

For linear switching systems under polytopic constraints, one can apply well-known iterative reachability-based procedures to construct the maximal invariant set, see, e.g., [10]. The approach taken in this paper follows a similar path. In specific, in order to recover the maximal admissible invariant set, we would like to characterize the fixed point of a set sequence generated by applying the pre-image map of the \( \mathcal{L} \)-lifted System (2.3) for two different initial conditions, namely the \( \mathcal{L} \)-lifted set \( \mathcal{X}^{[C]} \) or \( \mathcal{X}^{[C]} \). Nevertheless, two issues not present in the standard reachability analysis approach have to be taken into account: On the one hand, as illustrated in the Running Example and Figure 2, the set \( \mathcal{X}^{[C]} \) might be unbounded, thus, convergence to the maximal invariant set cannot be guaranteed when starting from the set \( \mathcal{X}^{[C]} \). On the other hand, after starting from the set \( \mathcal{X}^{[C]} \), one has to account for computations of the reachability operations involving non-polytopic sets. We address these two challenges in the remaining of the paper.

**Def. 10.** The pre-image map of a set \( S \subseteq \mathbb{R}^N \), \( N = \sum_{i \in \mathcal{L}} (n+i-1) \) with respect to System (2.3) is

\[
\mathcal{C}(S) := \left\{ \mathbf{y} \in \mathbb{R}^N : A_i^{[C]} \mathbf{y} \in S, \forall i \in [1, M] \right\}.
\]  

(3.5)

Next, let us consider the set sequence \( \{S_i\}_{i \geq 0} \) generated by the iteration

\[
S_0 \subseteq \mathbb{R}^N,
\]

(3.6)

\[
S_{i+1} := \mathcal{C}(S_i) \cap S_0,
\]

(3.7)

where \( N = \sum_{i \in \mathcal{L}} (n+i-1) \) and \( \mathcal{X}^{[C]} \) denotes the \( \mathcal{L} \)-lift of the set \( \mathcal{X} \). In what follows, we will show convergence of the set sequence to the maximal invariant set choosing different initial conditions.

**Theorem 1.** Consider the System (2.1), the constraint set (2.3) and the set sequence \( \{S_i\}_{i \geq 0} \) generated by (2.4) with

\[
S_0 := \mathcal{V} \cap \mathcal{X}^{[C]}.
\]

Then, there exists a finite integer \( k \geq 1 \) such that

\[
S_k = S_{k+1}
\]

and the maximal admissible invariant set \( M \) with respect to the System (2.1) and the constraints (2.3) is \( M = \text{lower}(S_k) \).

**Proof.** Under Assumption 1 and from Proposition 3 there exist scalars \( \Gamma \leq 1, \epsilon \in (0, 1) \) such that \( \|y(t)\| \leq \Gamma \epsilon \|y(0)\| \), for all \( y(0) \in \mathbb{R}^N \), for all \( y(t) \) satisfying (2.4) and for all \( t \geq 0 \). From Fact 2 there exists a number \( R > 0 \) such that \( \|y(0)\| \leq R \), for all \( y \in S_0 \). Consider the set \( \mathcal{R} = \{ y \in \mathbb{R}^N : \|y\| \leq R \} \), the number \( a \in \mathbb{R} \), where

\[
a := \max \{ \lambda : \mathcal{L} \mathcal{R} \cap \mathcal{V} \subseteq S_0 \},
\]

and the integer \( k = \left\lceil \log_\Gamma \frac{a}{\epsilon} \right\rceil \). Then, \( y(0) \in S_0 \) implies \( y(t) \in S_0 \), for all \( t \geq k \). On the other hand, for any \( t \geq 0 \), the relation \( y(t) \in S_0 \) holds for all \( y(0) \in S_0 \) for which \( y(0) \in S_0 \). Let us assume that there exists a vector \( y(0) \in \mathcal{S}_1 \) such that \( y(0) \notin S_{k+1} \). This implies that \( y(t+1) \notin S_0 \), which is a contradiction. Thus, \( S_{k+1} = S_k \). Then, we have that \( C(S_{k+1}) \subseteq C(S_k) \cap S_0 \), or \( S_{k+1} \subseteq S_{k+1} \). Consequently, \( S_{k+1} \subseteq S_k \). Next, we show that \( M \) is the maximal invariant set. By construction it holds that \( S_k \subseteq S_0 \), thus, \( M = \text{lower}(S_k) \subseteq \text{lower}(S_0) = \mathcal{X} \). Moreover, for any \( x_0 \in \mathcal{M} \), there exists a \( x_0 \in \mathcal{S}_k \) such that \( y_0 = x_0^{[C]} \). Since \( \mathcal{S}_k = \mathcal{S}_{k+1} \), it holds that \( A_i^{[C]} y_0 \in \mathcal{S}_k \), for all \( i \in [1, M] \), or \( A_i x_0 \in \mathcal{M} \), which implies \( A_i x_0 \in \mathcal{M} \), for all \( i \in [1, M] \). Consequently, by time invariance of the dynamics, \( M \) is admissible invariant with respect to (2.1). To show that \( M \) is maximal, we assume that there exists an admissible invariant set \( W \subseteq \mathcal{X} \) satisfying \( \mathcal{V} \subseteq W \subseteq \mathcal{M} \). Then, the set \( \mathcal{W} := \{ y \in \mathbb{R}^N : (\exists x \in W \cap \mathcal{X}^{[C]} \cap V) \} \), \( \mathcal{W} \subseteq \mathcal{V} \cap \mathcal{X}^{[C]} \), is admissible invariant with respect to (2.3) and moreover there exists a vector \( y_0 \in \mathcal{W} \) such that \( y_0 \notin \mathcal{S}_k \). Taking into account that \( \mathcal{W} \) is invariant under the dynamics (2.3), the last relation implies that for the vector \( x_0 \in \mathcal{W} \), where \( y_0 = x_0^{[C]} \), it holds that \( y(\bar{t}) \notin \mathcal{X}^{[C]} \), or \( x(\bar{t}) \notin \mathcal{X} \), thus, the set \( \mathcal{W} \) is not admissible invariant and we have reached a contradiction. Consequently, \( W \subseteq \mathcal{M} \) and \( M \) is the maximal admissible invariant set.

**Theorem 1** establishes that the set iteration defined by the pre-image map and initialized with the intersection between the algebraic variety \( \mathcal{V} \) and the lifted set \( \mathcal{X} \) is convergent. Moreover, the maximal invariant set for the System (2.3) is retrieved directly, by applying the lowering operation on that fixed point.

As discussed and analyzed in the following section, the involved computations at each iteration for the set sequence are linear. However, checking the convergence condition \( S_k = S_{k+1} \) is equivalent to verifying equivalence between two algebraic varieties, a problem which is known to be NP-hard. The following result establishes that the maximal invariant set has an alternative and equivalent characterization. Moreover, the involved convergence criterion in that case involves checking equivalence between two polytopes, which is known to require the solution, at the worst case, of a series of linear programs only. As it is explained below, this alternative approach comes at the cost of possibly introducing redundancies on the description of the maximal invariant set, which however can be removed algorithmically in a post-processing step.
THEOREM 2. Consider the System (2.1), the constraint set (2.3), the set sequence \( \{S_k\}_{k \geq 0} \) generated by (3.1) with

\[
S_0 := \mathcal{X}^{|C|}
\]

and any compact set \( B \subseteq \mathbb{R}^N \) satisfying \( V \cap \mathcal{X}^{|C|} \subseteq B \). Then, there exists a finite integer \( K \geq 1 \) such that

\[
S_K \cap B = S_{K+1} \cap B
\]

and the maximal admissible invariant set \( \mathcal{M} \) with respect to the System (2.1) and the constraints (2.3) is \( \mathcal{M} = \text{lower}(S_K) \).

PROOF. Under Assumption 1 there exist scalars \( \Gamma \geq 1 \), \( \varepsilon \in (0, 1) \) such that \( \|y(t)\| \leq \Gamma \varepsilon \|y(0)\| \), for all \( y(0) \in \mathbb{R}^N \), \( t \geq 0 \) and \( y(t) \) satisfying (2.4). Moreover, consider the number

\[
a := \max(\lambda : \lambda B \subseteq B \cap \mathcal{X}^{|C|}),
\]

and the integer \( K = \lceil \log_e \frac{a}{\varepsilon} \rceil \). Then, \( y(0) \in B \cap \mathcal{X}^{|C|} \) implies \( y(t) \in B \cap \mathcal{X}^{|C|} \), for all \( t \geq K \). The rest of the proof follows the same steps of the proof of Theorem 1.

It is worth observing that the sets \( S_i \), \( i \geq 0 \) in Theorem 2 are polyhedral sets.

REMARK 3. We note that the crucial requirement for this alternative characterization of the maximal admissible invariant set in Theorem 2 is the boundedness of the set \( B \), allowing for the criterion \( S_K \cap B = S_{K+1} \cap B \) to be verified for a finite integer \( K \geq 1 \).

The following result applies standard results from the literature to the studied setting, providing a third alternative characterization of the maximal admissible invariant set, possibly at the cost of adding redundancies in the pre-image map computations.

THEOREM 3. Consider the System (2.1), the constraint set (2.3), the set sequence \( \{S_i\}_{i \geq 0} \) generated by (3.1) with

\[
S_0 := B \cap \mathcal{X}^{|C|},
\]

where \( B \subseteq \mathbb{R}^N \) is a compact polytopic set which contains the origin in its interior and satisfies \( V \cap \mathcal{X}^{|C|} \subseteq B \). Then, there exists a finite integer \( K \geq 1 \) such that

\[
S_K = S_{K+1}
\]

and the maximal admissible invariant set \( \mathcal{M} \) with respect to the System (2.1) and the constraints (2.3) is \( \mathcal{M} = \text{lower}(S_K) \).

PROOF. From Fact 2 the set \( \mathcal{X} \cap V \) is compact, thus, by construction and Assumption 2 the set \( S_0 \) is compact and contains the origin in its interior. Consequently, under Assumption 1 from [10] (Ch. 5) there exists a finite integer \( K \) such that \( S_K \) is the maximal admissible invariant set with respect to \( \mathcal{X}^{|C|} \). Taking into account Proposition 2 and observing that \( V \cap \mathcal{X}^{|C|} \subseteq B \) and that \( V \) is invariant under (2.4), the result follows.

REMARK 4. We can replace boundedness of \( B \) in Theorem 2 with requiring \( B \) to be a symmetric polyhedron whose defining matrix in the half-space description satisfies a observability condition with at least a member of the set \( \text{conv}(\{A_1^{|C|}, \ldots, A_M^{|C|}\}) \). For more details see, e.g., [15].

### Table 1: Summary of the results of section 3 and section 4

<table>
<thead>
<tr>
<th>Theorem / Algorithm</th>
<th>Initial set ( S_0 )</th>
<th>Convergence criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>( V \cap \mathcal{X}^{</td>
<td>C</td>
</tr>
<tr>
<td>2</td>
<td>( \mathcal{X}^{</td>
<td>C</td>
</tr>
<tr>
<td>3</td>
<td>( B \cap \mathcal{X}^{</td>
<td>C</td>
</tr>
</tbody>
</table>

4. IMPLEMENTATION

In this section, we present three algorithmic procedures for computing the maximal admissible invariant set for the System (2.1) subject to the constraints (2.2). In detail, we present an efficient way to realize the set sequences and verify the convergence criteria of the theoretical results of the previous section. First, we establish the relationship between the set sequences generated in Theorem 1 and Theorem 2.

FACT 3. Consider any two sets \( \mathcal{V} \subseteq \mathbb{R}^N \), \( \mathcal{Z} \subseteq \mathbb{R}^N \), the pre-image map \( (3.5) \) and the Veronese variety \( (2.9) \). Then, (i) \( \mathcal{C}(\mathcal{V} \cap \mathcal{Z}) = \mathcal{C}(\mathcal{V}) \cap \mathcal{C}(\mathcal{Z}) \) and (ii) \( \mathcal{V} \subseteq \mathcal{C}(\mathcal{V}) \).

PROOF. Statement (i) follows from the definition (3.5), while (ii) follows from the fact that \( \mathcal{V} \) is invariant with respect to the System (2.3).

Algorithm 1 Inputs: \( A := \{A_1, \ldots, A_M\} \subseteq \mathbb{R}^{n \times n} \), \( \mathcal{X} := \{x \in \mathbb{R}^n : c_i(x) \leq 1, i \in [1, p]\} \) Output: The maximal admissible invariant set \( \mathcal{M} \).

1: Extract \( \mathcal{L} \subseteq \{1, d\} \), \( g_i \in \mathbb{R}^N \), satisfying \( g_i \mathcal{X}^{|C|} = c_i(x) \), \( i \in [1, p] \).
2: \( i \leftarrow 0 \), eq\( \leftarrow 0 \), \( Z_0 := \mathcal{C}^{|C|} \), \( Y_0 := Z_0 \cap V \)
3: while eq\( = 0 \) do
4: \( Z_{i+1} := \mathcal{C}(Z_i) \), as in (4.3), (4.4)
5: Compute the minimal description of \( Z_{i+1} \) (Appendix A)
6: \( Y_{i+1} := Z_{i+1} \cap V \)
7: Compute the minimal description of \( Y_{i+1} \) (Appendix B)
8: if \( Y_{i+1} = Y_i \) then
9: \( \text{eq} \leftarrow 1 \)
10: end if
11: \( i \leftarrow i + 1 \)
12: end while
13: \( \mathcal{M} := \text{lower}(Z_i) \)

### Lemma 1. Let \( \{\mathcal{V}_i\}_{i \geq 0} \), \( \{\mathcal{Z}_i\}_{i \geq 0} \) be the set sequences generated by (4.7) with initial conditions \( \mathcal{V}_0 = \mathcal{V} \cap \mathcal{X}^{|C|} \) and \( \mathcal{Z}_0 = \mathcal{X}^{|C|} \) respectively. Then, the relation

\[
\mathcal{Y}_i = \mathcal{Z}_i \cap \mathcal{V} \quad \forall i \geq 0
\]

holds.

PROOF. For \( i = 0 \), (4.1) holds by definition. Suppose that (4.1) holds for \( i = k \). Then, for \( i = k + 1 \) and taking into account Fact 3 it follows that

\[
\mathcal{Y}_{k+1} = \mathcal{C}(Z_k \cap \mathcal{V}) \cap \mathcal{V} \cap \mathcal{X}^{|C|} = \mathcal{C}(Z_k) \cap \mathcal{C}(\mathcal{V}) \cap \mathcal{V} \cap Z_0 = \mathcal{C}(Z_k) \cap Z_0 \cap \mathcal{V} = Z_{k+1} \cap \mathcal{V},
\]
Lemma 1 states that the set sequence defined in Theorem 1 can be generated in two steps and in specific by computing first the pre-image map of a polyhedral set and consequently its intersection with the manifold \( \mathcal{V} \).

**Remark 5.** In Line 4 of Algorithm 1 the computation of the pre-image map of a polyhedral set is required. To this end, let \( Z_i \subseteq \mathbb{R}^n \) be the polyhedral set computed at iteration \( i \) in half-space representation, i.e.,

\[
Z_i := \{ y \in \mathbb{R}^n : G_i y \leq 1_{p_i} \},
\]

where \( G_i \in \mathbb{R}^n \times N \) and \( p_i \geq 1 \). Then, the pre-image map \( C(S) \) with respect to the System (4.4) is

\[
C(Z_i) = \{ y \in \mathbb{R}^n : G_i A_i^{[c]} y \leq 1_{p_i}, j = 1, ..., M \}
\]

\[
= \{ y \in \mathbb{R}^n : G^* y \leq 1_{p^*} \},
\]

(4.4)

where \( p^* = p M \) and

\[
G^* = \left[ \begin{array}{c} (G_i A_i^{[c]})^\top \ldots (G_i A_i^{[c]})^\top \ldots (G_i A_i^{[c]})^\top \ldots \end{array} \right] \top.
\]

The number of hyperplanes that describe the set \( Z_i \) is bounded by \( p_i^M \), where \( p_i \) is the number of hyperplanes that describe the set \( \mathcal{X}^{[c]} \) and \( M \) is the number of matrices defining the system (2.1).

However, in practice the number of hyperplanes, or equivalently, the size of the matrices \( G_i, i \geq 0 \) that are required to describe \( Z_i \) is significantly smaller.

In Appendix A a procedure of computing the minimal representation of the set \( Z_i \), required in Line 5 of Algorithm 1 is described.

**Algorithm 2 Inputs:** \( A := \{ A_1, ..., A_M \} \subseteq \mathbb{R}^{n \times n}, X = \{ x \in \mathbb{R}^n : c_i(x) \leq 1, i \in [1, p] \} \), compact polytopic set \( B \supseteq \mathcal{X}^{[c]} \cap \mathcal{V} \)

**Output:** The maximal admissible invariant set \( \mathcal{M} \).

1: Extract \( L \subseteq [1, d], g_i \in \mathbb{R}^N \), satisfying \( g_i^\top x^{[c]} = c_i(x), i \in [1, p] \).
2: \( i \leftarrow 0, \text{eq} \leftarrow 0 \), \( Z_0 \leftarrow \mathcal{X}^{[c]} \).
3: while \( \text{eq} = 0 \) do
4: \( Z_{i+1} \leftarrow C(Z_i) \), as in (4.3), (4.4).
5: Compute the minimal description of \( Z_{i+1} \) (Appendix A).
6: if \( Z_{i+1} \cap B = Z_i \cap B \) then
7: \( \text{eq} \leftarrow 1 \).
8: end if
9: \( i \leftarrow i + 1 \).
10: end while
11: \( \mathcal{M} \leftarrow \text{lower}(\mathcal{Y}_i) \).
12: (optional) Compute the minimal representation of \( \mathcal{M} \) (Appendix B).

The set \( \mathcal{Y}_i = Z_i \cap \mathcal{V} \) in Line 6 of Algorithm 1 has a straightforward description. In specific, if \( Z_i \) is described by (4.2), it holds that

\[
\mathcal{Y}_i = \{ y \in \mathbb{R}^n : (\exists x \in \mathbb{R}^n : y = x^{[c]}, G_i y \leq 1_{p_i}) \}.
\]

(4.5)

However, computing the minimal description of the set \( \mathcal{Y}_{i+1} \) in Algorithm 1, or in other words removing the redundant polynomial inequalities of the set lower(\( \mathcal{Y}_i \)), is equivalent to verifying equivalence between two algebraic varieties. The approach taken in this paper is to iteratively check for redundancy of each hyperplane of the set \( \mathcal{Y}_i \), or equivalently, to check for redundant polynomial inequalities of the set lower(\( \mathcal{Y}_i \)). In Appendix B a possible approach for tackling this problem, based on a version of the Positivstellensatz (11, Theorem 3.138), is presented.

Contrary to Algorithm 1, Algorithms 2 and 3 are based solely on linear operations and on solving linear programs. It is worth observing that the number of iterations needed in Algorithms 2 and 3 to recover the maximal admissible invariant set is lower bounded by the number of iterations needed in Algorithm 1. This is the cost that has to be paid in order to avoid computing the minimal representation of the set \( Z_{i+1} \cap \mathcal{V} \) at each iteration in Algorithm 1. Naturally, if one is interested in the minimal representation of the maximal admissible invariant set \( \mathcal{M} \), the approach described in Appendix B can be used in a single post-processing step in Line 12 of Algorithms 2 and 3.

**Running Example Part 4.** We implement Algorithm 2 in order to compute the maximal admissible invariant set. To this end, we first choose a compact polytopic set

\[
B = \{ y \in \mathbb{R}^3 : -\sqrt{2} \leq y_2 \leq \sqrt{2}, 0 \leq y_i \leq 1, i = 1, 3 \}
\]

such that \( \mathcal{B} \supseteq \mathcal{V} \cap \mathcal{X}^{[c]} \). As described above, we set \( Z_0 = \mathcal{X}^{[c]} \). The Algorithm 2 converges after 8 iterations, i.e., the relation \( Z_8 \supseteq \mathcal{B} = \mathcal{Z} \cap \mathcal{B} \) is satisfied. In Figure 3 the set \( \mathcal{Z} \) is shown in blue while the hyperplanes that define the set \( \mathcal{X}^{[c]} \) are also shown in grey. In Figure 4 the maximal invariant set lower(\( \mathcal{Z} \)) together with the constraint set \( \mathcal{X} \) are shown. It is worth observing that the maximal invariant set is not convex, as expected. The level curves of the polynomial functions that define the maximal invariant set are also shown. In specific, there are 14 polynomials in total which define the set, out of which 5 of them are redundant and have been identified by applying the post-processing step (Line 12 of Algorithm 2).

Finally, two properties of the maximal invariant set \( \mathcal{M} \) which are inherited from the constraint set \( \mathcal{X} \) are summarized below.

**Proposition 4.** Consider the System (2.1) subject to constraints (2.3) and let \( \mathcal{M} \) be the maximal admissible invariant set. Then, the following hold:

(i) \( \mathcal{M} \) is the sub-level set of a max-polynomial function of at most degree \( d \), described by a finite number of pieces.

(ii) If \( \mathcal{X} \) is convex, then \( \mathcal{M} \) is convex.

**Proof.** (i) Follows directly from Algorithms 2, 3 and in specific from the facts that the sets \( Z_i, i \geq 0 \), are polyhedral and that the algorithm terminates in finite time.
The constraint set $\mathcal{X}$ (red) is non-simply connected and is described by the intersection of the unit circle and the complements of two circles and an ellipse. In this setting we have $\mathcal{C} = \{1, 2\}$. By applying Algorithm 2, the maximal admissible invariant set $\mathcal{M}$ is retrieved in 5 iterations and is described by 30 polynomial inequalities. It is worth observing that the set $\mathcal{M}$ is not connected.

6. CONCLUSIONS AND FUTURE WORK

In this work, we studied the computation of the maximal admissible invariant set for switching linear discrete time systems that are subject to semi-algebraic constraints. In this setting, the maximal admissible invariant set might be non-convex, or even non-connected. However, we showed that, despite the complexity of these constraints, the computation of the maximal admissible invariant set can be reduced to a problem with much simpler linear constraints (i.e., a polytopic constraint set). The approach consists in applying the Veronese embedding and consequently lifting the system and the constraint set in a higher dimensional space, allowing for efficient reachability operations.

This comes at the price of inflating the dimension, and hence, the number of variables, calling for a careful study of the computational burden necessary for computing these invariant sets. In this work, we made a first step in that direction by presenting three different algorithms, with different advantages. Moreover, we suggested several subroutines that are required. We leave for further
research the question of precisely comparing the efficiency between the established algorithms and choosing the optimal mathematical tools, e.g., for the removal of redundant constraints. In addition, we plan to investigate how the approach can be applied to systems with inputs, and how it can be utilised for systems where the maximal admissible invariant set is a polytope, but one would like to approximate it with much fewer constraints.
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B. MINIMAL DESCRIPTION OF SEMI-ALGEBRAIC SETS

Finding the minimal representation of a semi-algebraic set \( S \subset \mathbb{R}^N \) is a well-studied problem, see e.g. \([14, 38]\), and it is generally accepted that it can be solved efficiently for relatively low dimensions \( N \). It is worth noting that there are methods in which a set of redundant inequalities is removed at each step rather than a single inequality, see e.g., convex hull algorithms \([3]\) which are directly applicable by the duality of the problems.

In what follows, we present a simple way to remove a redundant hyperplane in the description of \( S \) by solving a linear program. To this end, consider the set \( S = \{ y \in \mathbb{R}^N : g_i^T y \leq 1, i = 1, ..., p \} \), \( p \geq 2 \). Then, \( S = \{ y \in \mathbb{R}^N : g_i^T y \leq 1, i = 1, ..., p, i \neq j \} \) for some \( j \in \{1, p\} \) if and only if the optimal cost of the linear program

\[
\max \sum g_j^T x
\]

subject to

\[
g_i^T x \leq 1, \quad \forall i \in \{1, p\} \setminus \{j\},
\]

satisfies \( g_j^T x^* < 1 \).

C. COMPUTATION OF THE SETS \( B \subset \mathbb{R}^N \) REQUIRED FOR THE INITIALIZATION OF ALGORITHMS 2 AND 3

Under Assumption 2 we can always find polytopic sets \( B \subset \mathbb{R}^N \) satisfying the properties in Theorems 2 and 3. In this section we propose one such possible construction. To this end, we first compute a set \( B_0 \subset \mathbb{R}^n \) such that \( B_0 = \{ x \in \mathbb{R}^n : x \leq x_{\max} \} \). Next, we define \( B_{ij} = \{ y \in \mathbb{R}^N : y_{\min} \leq y \leq y_{\max} \} \), where

\[
y_{\max,k} := \max \left\{ x_k^0 \sqrt{\alpha_k^i} : x_i \in \{x_{\min,i}, x_{\max,i}\}, i \in \{1, n\} \right\},
\]

\[
y_{\min,k} := \min \left\{ x_k^0 \sqrt{\alpha_k^i} : x_i \in \{x_{\min,i}, x_{\max,i}\}, i \in \{1, n\} \right\},
\]

\( k \in \{1, N_j\}, N_j = \binom{n+j-1}{j} \) while each element \( y_k^0 \), \( k \in \{1, N_j\} \), corresponds to the monomial \( x^n \) of the \( l_j \)-th of \( x \). The set

\( B := B_{ij_1} \times B_{ij_2} \times \ldots \times B_{ij_K} \)

is a polytope, can be used to initialize Algorithm 2 since \( B \subset \mathbb{X}^{[C]} \cap \mathcal{V} \) and is described by

\[
B = \{ y \in \mathbb{R}^N : R_{\min} \leq y \leq R_{\max} \},
\]

where

\[
R_{\min} = \begin{bmatrix} y_{\min}^1 & \cdots & y_{\min}^{k-1} \end{bmatrix}^T,
\]

\[
R_{\max} = \begin{bmatrix} y_{\max}^1 & \cdots & y_{\max}^{k-1} \end{bmatrix}^T.
\]

To recover a set \( B \subset \mathbb{R}^N \) which can be used for initialization in Algorithm 3, it is sufficient to replace \( R_{\min} \) in (C.1) with

\[
\hat{R}_{\min,i} := \min\{-\delta, R_{\min,i}\},
\]

for all \( i = 1, \ldots, \sum_{j \in \mathcal{L}} \binom{n+j-1}{j} \) and some positive scalar \( \delta > 0 \).