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Oil Price Volatility Forecast with Mixture Memory GARCH

Tony Klein*, Thomas Walther

*Faculty of Business and Economics, Technische Universität Dresden, 01062 Dresden, Germany

Abstract

We expand the literature of volatility and Value-at-Risk forecasting of oil price returns by comparing the recently proposed Mixture Memory GARCH (MMGARCH) model to other discrete volatility models (GARCH, RiskMetrics, EGARCH, APARCH, FIGARCH, HYGARCH, and FIAPARCH). We incorporate an Expectation-Maximization algorithm for parameter estimation of the MMGARCH and find different structures in volatility level as well as shock persistence. MMGARCH is also able to cover asymmetric and long memory effects. Furthermore, a dissimilar memory structure in variance of WTI and Brent crude oil prices is observed which is supported by additional tests. Parameter estimation and comparison of the models reveal significant long memory and asymmetry in oil price returns. In regard of variance forecasting and Value-at-Risk prediction, it is shown that MMGARCH outperforms the aforementioned models due to its dynamic approach in varying the volatility level and memory of the process. We find MMGARCH superior for application in risk management as a result of its flexibility in adjusting to variance shifts and shocks.
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1. Introduction

Forecasting oil price volatility is crucial for numerous industries. Research has revealed links between oil and other commodities, financial instruments, stocks, and...
bonds (e.g. Wang et al., 2014, Kang et al., 2014, Mohanty et al., 2014). Furthermore, variance predictions are of great importance to the energy and utility branch.

Typically, volatility of financial instruments and commodities in general, and of oil price returns in particular, are modeled by using Generalized Autoregressive Conditional Heteroskedasticity (GARCH) processes introduced by Engle (1982) and Bollerslev (1986). However, a complete model covering a variety of stylized facts has not been proposed so far. The so-called Long Memory property is one of these facts. Empirical results show that shocks have a much longer persistence in volatility than simple GARCH models are able to describe (see e.g. Baillie, 1996, Cont, 2001). GARCH models have a memory that declines exponentially and only an increased number of parameters provides a suitable fit. To implement this persistence of shocks, Fractional Integrated GARCH (FIGARCH) was proposed (Baillie et al., 1996). The memory process of FIGARCH models decays hyperbolically. While GARCH models have a short memory, FIGARCH models tend to depict a long memory, are still parsimonious with parameters, and show better performance in predicting future oil price volatility (Kang et al., 2009).

Researchers aim to find the most suitable and accurate model for decision making in regard to volatility forecasting. Some studies use long memory GARCH-type models (e.g. FIGARCH) to predict future oil price volatility (see e.g. Chkili et al., 2014, Wang & Wu, 2012) while other studies observe and identify different volatility regimes (Fong & See, 2002, Nomikos & Pouliasis, 2011, Chang, 2012). Motivated from recent literature, we assume that oil price volatility regimes do not only differ in level, but also in shock persistence. A model with varying memory structure would overcome drawbacks of fixed short or long memory. We expect this increased flexibility to provide better results in forecasting future oil price volatility.

We contribute to the literature by showing the presence of different memory types and confirm the existence of a high and a low volatility level in oil return series. Unlike others studies before, which utilize Markov-Regime-Switching models, we apply a mixture of two distinct GARCH models. Li et al. (2013) recently proposed the Mixture Memory GARCH (MMGARCH) which consists of a plain GARCH-part and a FIGARCH-part in volatility and provides a time-dependent and stochastic decision on whether to use short or long memory in each modeling step. With this work, we are the first to test the MMGARCH model against other GARCH-type models in predicting oil price volatility and its application for calculation of the Value-at-Risk.

Additionally to varying memory structures and volatility levels, we find structural
differences between the oil blends WTI and Brent. Our results suggest that the persistence of shocks is almost infinite for WTI, while the impacts of shocks for Brent feature a shorter lifespan. This particular finding provides further evidence of a heterogeneous oil price market (Fattouh, 2010, Liu et al., 2013). Moreover, we can support the findings of studies observing asymmetric impact of good and bad news on volatility (Aloui & Mabrouk, 2010, Chkili et al., 2014).

The remainder is structured as follows: in Section 2 we introduce the models to be tested as well as estimation and forecasting methods. Section 3 is devoted to data acquisition and descriptive statistics of the utilized time series. Results are presented and discussed in Section 4. Section 5 concludes this work.

2. Methodology

2.1. Competitive GARCH models

The conditional variance $h_t$ in a GARCH($p$, $q$) model depends on the lagged squared residuals up to order $q$ as well as on lagged conditional variances up to order $p$. Given that the conditional mean of the return series $y_t$ is $\mu_t$ and the residuals are denoted by $u_t$, the GARCH(1, 1) can be written as

$$y_t = \mu_t + u_t,$$

$$u_t = \varepsilon_t \sqrt{h_t},$$

$$h_t = \text{Var}(y_t|\mathcal{F}_{t-1}) = \omega + \alpha u_{t-1}^2 + \beta h_{t-1},$$

where $\varepsilon_t \sim \mathcal{N}(0, 1)$ i.i.d for all $t = 1, \ldots, n$ and $\mathcal{F}_{t-1}$ denotes the sigma algebra generated by the history of the time series. We assume $\omega > 0$ and $\alpha, \beta$ to be greater or equal to zero to ensure the non-negativity of the variance process as well as $\alpha + \beta < 1$ to obtain a stationary process.

If it holds that $\alpha + \beta = 1$, every shock has an infinite persistence. The model is then called Integrated-GARCH (IGARCH) (Engle & Bollerslev, 1986). The special case with $\omega = 0, \alpha = 0.06$, and $\beta = 0.94$ is part of the “RiskMetrics” of JP Morgan. With these fixed RiskMetrics parameters it is straightforward to model the conditional variance without estimation.

Another class of GARCH models depict the stylized fact of asymmetric impact of positive and negative returns on volatility. Nelson (1991) proposed the Exponential
GARCH (EGARCH) which models the logarithm of \( h_t \). For normally distributed \( u_t \), the EGARCH(\( 1, 1 \)) can be written as (Engle & Ng [1993])

\[
\log (h_t) = \omega + \beta \log (h_{t-1}) + \gamma \frac{u_{t-1}}{\sqrt{h_{t-1}}} + \alpha \left( \frac{|u_{t-1}|}{\sqrt{h_{t-1}}} - \sqrt{2/\pi} \right).
\]

Due to its nature, the EGARCH does not have any parameter restrictions. The parameter \( \gamma \) is often referred to as “leverage” parameter. A negative parameter \( \gamma \) indicates that negative returns have a larger impact on volatility than positive returns.

Another model to describe asymmetric effects is the Asymmetric Power ARCH by Ding et al. [1993]. Furthermore, it generalizes the power of the modeled volatility. The APARCH(\( 1, 1 \)) can be written as

\[
h_t^{\delta/2} = \omega + \alpha (|u_{t-1}| - \gamma u_{t-1})^{\delta} + \beta h_{t-1}^{\delta/2},
\]

with the restrictions \( \omega \geq 0, \alpha, \beta, \delta > 0, \) and \( \gamma \in [-1, 1] \). For the APARCH and following FIAPARCH, a positive leverage parameter \( \gamma \) indicates that negative returns have a larger impact on the conditional variance than positive returns.

As mentioned before, GARCH models show only short memory when not highly parameterized. Therefore, models with fewer parameters to cover long memory are needed. FIGARCH(\( p, d, q \)) was proposed by Baillie et al. [1996] where \( d \) is the fractional integration parameter and \( p \) and \( q \) are analogues to the order of lag. A FIGARCH(\( 1, d, 1 \)) variance process is defined as

\[
h_t = \omega + \left( 1 - \beta L - (1 - \varphi L) (1 - L)^d \right) u_t^2 + \beta h_{t-1},
\]

where \( L \) denotes the lag-operator. We assume that \( \omega > 0, 0 \leq \beta \leq \varphi + d, \) and \( 0 \leq d \leq 1 - 2\varphi \). The FIGARCH nests the aforementioned GARCH (if \( d = 0 \)) as well as the IGARCH (if \( d = 1 \)) with an infinite shock persistence.

Another long memory model we implement for comparison is the Hyperbolic GARCH (HYGARCH, Davidson [2004]). It generalizes the hyperbolic decay of memory by adding a weight \( b \) on the fractional difference to overcome the drawback that for any \( 0 < d < 1 \) FIGARCH has no unconditional variance (Conrad [2010]). The HYGARCH(\( 1, d, 1 \)) variance process can be formulated as

\[
h_t = \omega + \left( 1 - \frac{1 - \varphi L}{1 - \beta L} \left( 1 + b \left( (1 - L)^d - 1 \right) \right) \right) u_t^2.
\]
The Fractionally Integrated Asymmetric Power ARCH (FIAPARCH) proposed by [Tse (1998)] is a FIGARCH applied on APARCH innovations. The FIAPARCH(1,d,1) is given by

\[ h_t^{\delta/2} = \omega + \left( 1 - \beta L - (1 - \varphi L)(1 - L)^d \right) (|u_{t-1}| - \gamma u_{t-1})^\delta + \beta h_{t-1}^{\delta/2} \]

All parameter specifications of APARCH and FIGARCH have to hold for FIAPARCH as well.

### 2.2. Mixture Memory GARCH

Motivated by [Li et al. (2013)](2013), we incorporate a GARCH(1,1) and a FIGARCH(1,d,0) component for variance modeling. Let \( \varepsilon_t \sim \mathcal{N}(0, 1) \) i.i.d. for all \( t = 1, \ldots, n \). A random mixture between the GARCH and the FIGARCH component is incorporated by introducing a sequence of Bernoulli random variables, \((Z_t)_{t=1,\ldots,n}\), where \( P[Z_t = 1] = \pi_t \). The mixture proportion \( \pi_t \in [0,1] \) is addressed at a later point. The Mixture Memory GARCH (MMGARCH) is then defined as

\[
\begin{align*}
    y_t &= \mu_t + u_t, \\
    u_t &= \varepsilon_t \sqrt{h_t}, \\
    h_t &= z_t h_{1,t} + (1 - z_t) h_{2,t},
\end{align*}
\]

where

\[
\begin{align*}
    h_{1,t} &= \omega_1 + \alpha_1 u_{t-1}^2 + \beta_1 h_{1,t-1}, \\
    h_{2,t} &= \omega_2 + (1 - \beta_2 L - (1 - L)^d) u_t^2 + \beta_2 h_{2,t-1},
\end{align*}
\]

for \( t = 1, \ldots, n \), where \( h_{1,t} \) denotes the GARCH, \( h_{2,t} \) the FIGARCH component with the aforementioned assumptions applied, and \( z_t \) is a realization of the Bernoulli random variable \( Z_t \) at time \( t \). Since \( z_t \in \{0,1\} \), either the GARCH \( (h_{1,t}) \) or the FIGARCH \( (h_{2,t}) \) component is applied as instantaneous, conditional variance at time \( t \). [Li et al. (2013)] show that under the given assumptions of non-negativity and strict stationarity for the respective components, there exists a strictly stationary solution to (2) with finite variance. In view of estimating model (2), we adopt the equivalent ARCH(\( \infty \)) representation of the FIGARCH component \( h_2 \) as introduced in [Bollerslev & Mikkelsen (1996)].
\[ h_{2,t} = \omega_2 + ((1 - \beta_2 L) - (1 - L)^d) u_t^2 + \beta_2 h_{2,t-1} = \frac{\omega_2}{1 - \beta_2} + \sum_{j=1}^{\infty} \delta_j u_{t-j}^2, \]

where \( \delta_i \) is calculated from the FIGARCH parameters and referred to as FIGARCH-weights. The infinite summation needs to be truncated at an index \( l_T < \infty \), which is the so-called truncation lag. This truncation lag has to be handled with caution in regard to the hyperbolic decay of the FIGARCH-weights \( (\delta_1, \ldots, \delta_{l_T}) \) and thus, the long memory of the FIGARCH process. In literature, frequently proposed lags range from \( l_T = 50 \) to \( l_T = 2000 \). We set \( l_T = 500 \) for all long memory models.

A dynamic approach for the mixture proportion, that is dependent on a lagged realization of the time series of order one, is implemented. We adopt a logistic link function which was tested in recent research (e.g. Cheng et al., 2009). Hence, we define

\[
\log \left( \frac{\pi_t}{1 - \pi_t} \right) = \lambda_0 + \lambda_1 (y_{t-1} - \mu_{t-1})
\iff \pi_t := \frac{1}{1 + \exp(-\lambda_0 - \lambda_1 (y_{t-1} - \mu_{t-1}))}.
\]

While Li et al. (2013) implement the absolute (unsigned) value of the time series \( |y_{t-1} - \mu_{t-1}| \) for calculating the mixture proportion in Eq. (4), we find that incorporating the absolute value cancels some asymmetric effects; therefore, we employ the signed value. A positive parameter \( \lambda_1 \) indicates that negative deviations from the mean lead to a higher probability of FIGARCH being the instantaneous variance at time \( t \).

### 2.3. EM Algorithm

From Li et al. (2013), we adopt the following pseudo-log-likelihood function for Model (2) with \( \theta = (m, \omega_1, \alpha_1, \beta_1, \omega_2, \beta_2, d, \lambda_0, \lambda_1) \) and \( t = 1, \ldots, n \):

\[
LL(\theta) = \sum_{t=1}^{n} \log \left( \frac{\pi_t(\theta)}{\sqrt{h_{1,t}(\theta)}} \exp \left( -\frac{(y_t - \mu_t)^2}{2h_{1,t}(\theta)} \right) \right) + \sum_{t=1}^{n} \log \left( \frac{1 - \pi_t(\theta)}{\sqrt{h_{2,t}(\theta)}} \exp \left( -\frac{(y_t - \mu_t)^2}{2h_{2,t}(\theta)} \right) \right) - \frac{n}{2} \log(2\pi),
\]

(5)
where \( m \) refers to all parameters associated with the structure of the conditional mean \( \mu_t \).

Let \( \Omega \) denote the admissible parameter space originating from the parameter restrictions. The direct maximization of Eq. (5) to find the log-likelihood estimate

\[
\hat{\theta} = \arg \max_{\theta \in \Omega} (LL(\theta))
\]  (6)

is not feasible. The actual decision on whether \( h_{1,t} \) or \( h_{2,t} \) is the instantaneous variance depends on \( \pi_t \) which is unobservable. Hence, the maximization problem (6) is a so-called missing data problem. We incorporate the iterative Expectation-Maximization (EM) algorithm which was introduced by Dempster et al. (1977) to replace the missing data with its conditional expectation. The initial, incomplete data log-likelihood function in Eq. (5) is replaced by the following complete data, substitute log-likelihood function:

\[
LL^\#(\theta) = \sum_{t=1}^{n} \left[ z_t \log(\pi_t(\theta)) + (1 - z_t) \log(1 - \pi_t(\theta))
\right.
\]

\[
- \frac{1}{2} z_t \left( \log(h_{1,t}(\theta)) + \frac{(y_t - \mu_t)^2}{h_{1,t}(\theta)} \right)
\]

\[
- \frac{1}{2} (1 - z_t) \left( \log(h_{2,t}(\theta)) + \frac{(y_t - \mu_t)^2}{h_{2,t}(\theta)} \right) \right],
\]  (7)

where \( z_t \) is a realization of the Bernoulli random variable as in Eq. (2) and represents the missing data. The maximization problem reads as follows:

\[
\hat{\theta} = \arg \max_{\theta \in \Omega} \left( LL^\#(\theta) \right).
\]  (8)

Dempster et al. (1977) show that a solution for the substitution problem (8) solves problem (6). Hence, the maximum-likelihood estimate for Eq. (7) is a maximum-likelihood estimate for Eq. (5). Implementing the EM algorithm, we replace the missing data \( z_t \) with its expected value \( \tau_t \), conditional on the observed \( y = (y_t)_{t=1,\ldots,n} \) and estimates \( \hat{\theta} \), and obtain the following algorithm structure in the \( k \)-th iteration:

**E-step**
Calculate the conditional expectation \( \tau_t^{(k)} \) of \( z_t \) with regard to the observations \( y_t \) and
the \((k-1)\)-th estimate \(\hat{\theta}^{(k-1)} = (\hat{m}^{(k-1)}, \hat{\omega}_1^{(k-1)}, \hat{\beta}_1^{(k-1)}, \hat{\omega}_2^{(k-1)}, \hat{\beta}_2^{(k-1)}, \hat{d}^{(k-1)}, \hat{\lambda}_0^{(k-1)}, \hat{\lambda}_1^{(k-1)})\) of the \((k-1)\)-th M-step as follows:

\[
\tau_t^{(k)} = \frac{\hat{\pi}_t^{(k-1)} \phi \left( \frac{y_t - \hat{\mu}_t^{(k-1)}}{\sqrt{\hat{h}^{(k-1)}_{1,t}}} \right)}{\hat{\pi}_t^{(k-1)} \phi \left( \frac{y_t - \hat{\mu}_t^{(k-1)}}{\sqrt{\hat{h}^{(k-1)}_{1,t}}} \right) + (1 - \hat{\pi}_t^{(k-1)}) \phi \left( \frac{y_t - \hat{\mu}_t^{(k-1)}}{\sqrt{\hat{h}^{(k-1)}_{2,t}}} \right)}
\]

where \(\phi(\cdot)\) denotes the density of a standard normal distribution and \(\hat{\pi}_t^{(k-1)}, \hat{\mu}_t^{(k-1)}, \hat{h}^{(k-1)}_{1,t}\), and \(\hat{h}^{(k-1)}_{2,t}\) denote the estimates of the respective processes that were calculated in the \((k-1)\)-th M-step by estimating \(\hat{\theta}^{(k-1)}\).

**M-step**

Solve problem (8) by replacing \(z_t\) with \(\tau_t^{(k)}\) to obtain the estimate \(\hat{\theta}^{(k)}\). If there is no conditional mean structure, we decompose the maximization problem to three separate problems with \(y_t = u_t\):

\[
\hat{\theta}_1^{(k)} = \arg \min_{\theta} \sum_{t=1}^{n} \tau_t^{(k)} \left( \log(h_{1,t}(\theta)) + \frac{u_t^2}{h_{1,t}(\theta)} \right), \quad (9)
\]

\[
\hat{\theta}_2^{(k)} = \arg \min_{\theta} \sum_{t=1}^{n} (1 - \tau_t^{(k)}) \left( \log(h_{2,t}(\theta)) + \frac{u_t^2}{h_{2,t}(\theta)} \right), \quad (10)
\]

\[
\hat{\theta}_3^{(k)} = \arg \max_{\theta} \sum_{t=1}^{n} \left( \tau_t^{(k)} \log(\pi_t(\theta)) + (1 - \tau_t^{(k)}) \log(1 - \pi_t(\theta)) \right). \quad (11)
\]

Consequently, we obtain \(\hat{\theta}^{(k)} = (\hat{\theta}_1^{(k)}, \hat{\theta}_2^{(k)}, \hat{\theta}_3^{(k)})\) by solving Eq. (9), (10), and (11) individually, where \(\hat{\theta}_1^{(k)} = (\hat{\omega}_1^{(k)}, \hat{\alpha}_1^{(k)}, \hat{\beta}_1^{(k)})\), \(\hat{\theta}_2^{(k)} = (\hat{\omega}_2^{(k)}, \hat{\beta}_2^{(k)}, \hat{d}^{(k)})\), and \(\hat{\theta}_3^{(k)} = (\hat{\lambda}_0^{(k)}, \hat{\lambda}_1^{(k)})\).

The main property of the EM algorithm defined above is that the log-likelihood function is monotonically increasing with every iteration.\(^2\)

\(^1\)With estimating \(\hat{\theta}^{(k)}\), one obtains \(\hat{\pi}_t^{(k)}, \hat{\mu}_t^{(k)}, \hat{h}_{1,t}^{(k)}, \) and \(\hat{h}_{2,t}^{(k)}\) which is then used in the \((k+1)\)-th iteration and fed into the \((k+1)\)-th E-step.

\(^2\)While theory only ensures monotonicity, the implementation of the algorithm in MATLAB conveniently shows a strictly monotonically increasing log-likelihood without exception.
\[ LL^\#(\hat{\theta}^{(k)}) \leq LL^\#(\hat{\theta}^{(k+1)}). \]

In our implementation, the EM algorithm is terminated after the \( l \)-th iteration if

\[ \|\hat{\theta}^{(l)} - \hat{\theta}^{(l-1)}\|_2 < 10^{-5}, \]

where \( \|\cdot\|_2 \) denotes the Euclidean norm. The estimate \( \hat{\theta}^{(l)} \) is interpreted as a maximum-likelihood estimate for problem (6) and \( LL(\hat{\theta}^{(l)}) \) is calculated as log-likelihood of the given estimation for the initial problem.

It is noteworthy that the EM algorithm is very sensitive to starting values, e.g. one has to carefully calculate or estimate the input values \( \left( \hat{\pi}_t^{(0)}, \hat{h}_1^{(0)}, \hat{h}_2^{(0)} \right) \) for the first E-step \((k = 1)\). While the EM algorithm does not ensure convergence to a global maximum of the log-likelihood function, there are several techniques that increase the chance of converging to such. Deterministic and simulated annealing are considerable (Ueda & Nakano, 1998, Lavielle & Moulines, 1997), but are only tested for mixture density estimation. We implement a highly parallelized, grid-search like estimation for starting values \( \hat{\theta}^{(0)} \) and \( \left( \hat{\pi}_t^{(0)}, \hat{h}_1^{(0)}, \hat{h}_2^{(0)} \right) \) which is somewhat time-consuming. However, the total estimation time of the EM algorithm is vastly reduced because fewer iterations are needed if the algorithm is initiated with adequate inputs in the first \((k=1)\) iteration.

The calculation of the standard errors of the parameter estimates is based on the missing information principle of Hartley & Hocking (1971). For technical details regarding the standard errors, we refer to Li et al. (2013) due to their complete derivation of the calculation process for this particular mixture model.

2.4. Variance Forecast

In view of the forecasting quality of the different models, the \( k \) day-ahead variance at time \( t \), denoted by \( \hat{h}_{t+k} \), is calculated for \( k \in \{1, 5, 20\} \). At time \( t \), we assume \( y_t, \hat{\mu}_t, \text{ and } h_t \) to be known, where \( h_t \) stems from the parameter estimation of the given model\(^3\). An increasing window of training data as suggested in recent literature (Chkili et al., 2014, Hou & Suardi, 2012) is incorporated. For each \( t \) in the out-of-sample data a separate parameter estimation is carried out using all available data up to this time, yielding the respective parameter estimates which are used for the forecast at time \( t \).

\(^3\)While \( h_t \) is calculated from parameter estimates at time \( t \), we omit the “hat” notation to distinguish from forecasted variances.
The GARCH(1, 1) model is then forecasted by

$$\mathbb{E}(h_{t+1} | \mathcal{F}_t) = \hat{h}_{t+1} = \hat{\omega} + \hat{\alpha} u_t^2 + \hat{\beta} h_t$$  \hspace{1cm} (12)

for the 1 day-ahead forecast and by

$$\hat{h}_{t+k} = \frac{\hat{\omega}}{1 - (\hat{\alpha} + \hat{\beta})} + (\hat{\alpha} + \hat{\beta})^{k-1} \left( \hat{h}_{t+1} - \frac{\hat{\omega}}{1 - (\hat{\alpha} + \hat{\beta})} \right)$$  \hspace{1cm} (13)

for the $k$ day-ahead forecast. Note that we use the known variance $h_t$ in Eq. (12). However, for Eq. (13), which yields from recursive calculation of the 1 day-ahead forecast, we set $u_{t+i}^2 = \hat{h}_{t+i}$ for all $i = 1, \ldots, k - 1$. This is justified by the stationarity of the GARCH process.

When predicting the variance with RiskMetrics, we use $\hat{h}_{t+1}$ for all $k$ day-ahead predictions because the underlying IGARCH is not stationary.

The EGARCH forecast is carried out by applying the following equation recursively for $k \geq 1$:

$$\hat{h}_{t+k} = \hat{h}_{t+k-1} \exp \left[ (1 - \beta) \omega - \alpha \sqrt{2/\pi} \right] \cdot \left( \exp \left[ \frac{\gamma + \alpha^2}{2} \right] \Phi (\gamma + \alpha) + \exp \left[ \frac{\gamma - \alpha^2}{2} \right] \Phi (\gamma - \alpha) \right),$$  \hspace{1cm} (14)

where $\Phi (\cdot)$ is the cumulative distribution function of the standard normal distribution (Tsay 2013).

Forecasting the FIGARCH process, we incorporate the ARCH(∞) representation as in Eq. (3) and calculate the $k$ day-ahead variance recursively by

$$\hat{h}_{t+k} = \frac{\hat{\omega}}{1 - \beta} + \delta(L) \hat{h}_{(t+k-1,...,1)},$$

where $\hat{h}_{(t+k-1,...,1)} := \left( \hat{h}_{t+k-1}, \ldots, \hat{h}_{t+1}, u_t^2, \ldots, u_1^2 \right)$ is the data vector and $\delta(L)$ refers to the vector of the FIGARCH weights. Both vector lengths are determined by the chosen truncation lag. Predicting the HYGARCH process is done analogously to FIGARCH with respect to the additional parameter $b$.

---

In literature it is common practice to already apply $u_t^2 = h_t$ in Eq. (12); we decide to use as much information as available, however.
In order to forecast the APARCH and FIAPARCH, the following additional term has to be calculated prior to calculating any $k > 1$ day-ahead forecast:

$$E\left((|u_{t+k-1}| - \hat{\gamma}u_{t+k-1})^\delta |\mathcal{F}_t\right) = \kappa h_{t+k-1}^\delta,$$

(15)

with

$$\kappa = \frac{1}{\sqrt{2\pi}} \left((1 + \hat{\gamma})^\delta + (1 - \hat{\gamma})^\delta\right) \frac{2^{(\delta-1)}}{\Gamma\left(\frac{\delta + 1}{2}\right)}$$

for normally distributed residuals \cite{Ding1993}, where $\Gamma(\cdot)$ denotes the Gamma function. Forecasts are then carried out analogously to the GARCH and FIGARCH forecasts.

The MMGARCH forecast consists of a separate GARCH and FIGARCH forecast. The mixing proportion is fixed at the value at time $t$. The $k$ day-ahead forecast is calculated by

$$\hat{h}_{t+k} = \pi_{t+1}^* \hat{h}_{1,t+k} + (1 - \pi_{t+1}^*) \hat{h}_{2,t+k},$$

(16)

where

$$\pi_{t+1}^* = \frac{1}{1 + \exp\left(-\hat{\lambda}_0 - \hat{\lambda}_1 (y_t - \mu_t)\right)}$$

is the last determinable mixture proportion and $\hat{h}_{1,t+k}$ and $\hat{h}_{2,t+k}$ refer to the GARCH and FIGARCH forecast, respectively.

### 2.5. Forecast evaluation and Value-at-Risk

In order to test and compare the prediction ability of the aforementioned models on the out-of-sample data, we apply different loss functions. We define the root mean squared error (RMSE)

$$\text{RMSE} := \sqrt{\frac{1}{M} \sum_{t=1}^{M} (\hat{h}_t - h_t)^2},$$

the mean absolute error (MAE)

$$\text{MAE} := \frac{1}{M} \sum_{t=1}^{M} |\hat{h}_t - h_t|,$$
the QLIKE which represents the loss against a normal likelihood

\[ \text{QLIKE} := \frac{1}{M} \sum_{t=1}^{M} \left( \log \left( \frac{\hat{h}_t}{h_t} \right) - h_t \right), \]

the R\(^2\)LOG based on Pagan & Schwert (1990)

\[ \text{R}^2\text{LOG} := \frac{1}{M} \sum_{t=1}^{M} \left( \log \left( \frac{h_t}{\hat{h}_t} \right) \right)^2, \]

and the mixed mean error (MME) for under-predicted values

\[ \text{MME(U)} := \frac{1}{M} \left( \sum_{t \in O} |\hat{h}_t - h_t| + \sum_{t \in U} \sqrt{|\hat{h}_t - h_t|} \right), \]

and over-predicted values

\[ \text{MME(O)} := \frac{1}{M} \left( \sum_{t \in U} |\hat{h}_t - h_t| + \sum_{t \in O} \sqrt{|\hat{h}_t - h_t|} \right), \]

where \( M \) denotes the number of observations in the out-of-sample data, \( \hat{h}_t \) denotes the forecasted variance at time \( t \) and \( h_t \) denotes the actual, realized variance. The sets \( O \) and \( U \) are defined as in Brailsford & Faff (1996), where

\[ O := \left\{ t \in \{1, \ldots, M\} \mid \hat{h}_t > h_t \right\} \quad \text{and} \]
\[ U := \left\{ t \in \{1, \ldots, M\} \mid \hat{h}_t < h_t \right\}. \]

MME(U) and MME(O) penalize under- and over-predicted values, respectively. Therefore, both of them can be used to derive results regarding application in risk management. Following Wei et al. (2010), the realized variance \( h_t \) is set equal to the squared daily residual \( u_t^2 = (y_t - \hat{\mu}_t)^2 \)\(^5\). The decision on the out-of-sample performance is made with respect to the smallest error calculated in each loss function. We apply the Superior Predictive Ability (SPA) test by Hansen (2005) to assess the outperformance of a model. The null hypothesis states that the benchmark model is not inferior to the

\(^5\)We note that squared residuals as a measure of realized variance of a real data time series might be biased by some idiosyncratic error. For discussion on this matter, see Andersen & Bollerslev (1998).
models in its peer.

In order to compare the benefits for risk management applications we forecast the Value-at-Risk (VaR) for each \( t \in 1, 2, \ldots, M \) in the out-of-sample series \( k \) day-ahead by

\[
VaR_{p,t}^{(k \text{ day})} = \hat{\mu}_{t+k} + Q_p \sqrt{\hat{h}_{t+k}},
\]

where \( Q_p \) denotes the \( p \)-quantile of the standard normal distribution and \( \hat{\mu}_{t+k} = \mathbb{E}(\mu_{t+k}|F_t) \). We examine the VaR at the 0.01 and 0.05 significance level and at the 0.99 and 0.95 significance level for long and short investment positions, respectively. For testing the VaR, we apply the popular unconditional coverage test by \texttt{Kupiec (1995)}, the conditional coverage test by \texttt{Christoffersen (1998)}, and the alternatives for both tests proposed by \texttt{Ziggel et al. (2014)}. In comparison to the Kupiec and Christoffersen test, the Ziggel alternatives are one-sided and test for i.i.d. observations instead of a first-order Markov chain. We compare the performance of the models in terms of variance forecast quality by the above-mentioned tests for \( k \in \{1, 5, 20\} \).

3. Data

Our data set consists of daily log return series of the U.S. West Texas Intermediate (WTI) and European Brent crude oil prices which we obtain from the U.S. Energy Information Administration (EIA). We define returns \( y_t \) of prices \( P_t \) by \( y_t = \log(P_t/P_{t-1}) \) for \( t = 2, \ldots, n \). The sample data is acquired from 01/01/1995 to 12/31/2014 which yields \( n = 5024 \) return observations for WTI and \( n = 5062 \) return observations for Brent. The last five years are used for out-of-sample analysis which produces an out-of-sample length of \( M = 1260 \) for WTI and \( M = 1255 \) for Brent.

This data set allows us to adjust the volatility models with two major crises (Dot-Com 2002 and Financial Crisis 2008) and test them with the decline in oil prices in 2014. The return series of each crude oil blend are displayed in Fig. 1 and 2. Both figures appear to have volatility clusters, with periods of low returns and periods of high returns.

The descriptive statistics of the return series for both blends are given in Tab. 1. The mean of the two return series is close to zero, but negative skewness, a kurtosis higher than 3, and the significant Jarque-Bera test show evidence of non-normality. This characteristic can be the result of volatility clusters and different volatility regimes. The Ljung-Box test rejects the hypothesis of i.i.d. observation in the squared returns and
describe highly significant autocorrelation\footnote{Ljung & Box (1978) show that their test is insensitive for deviation from the assumption of normally distributed time series.} which may imply a conditional structure in the variance of the time series. The same test finds autocorrelation in the returns of WTI and cannot reject the hypothesis of no autocorrelation in the Brent returns. The hypothesis of non-stationarity is rejected by the augmented Dickey-Fuller test and the hypothesis of stationarity is not rejected by the Kwiatkowski, Philipps, Schmidt, Shin (KPSS)-test. Therefore, we assume both series to be stationary, a requirement for most time series analysis.
Prior to the analysis of the conditional volatility structure of both oil blends, the conditional mean structure is examined. We make use of the Box/Jenkins method \cite{Box2008}, which applies different autoregressive integrated moving average (ARIMA) models on the return series and compares the Bayesian Information Criterion (BIC) as a measure for the goodness-of-fit. As both time series appear to be stationary, no further differencing (degree of integration) is needed. Furthermore, we cannot identify any lag-order, neither for the autoregressive part nor for the moving average part, that yields a higher BIC than the simple unconditional mean (intercept). Hence, we include an unconditional mean ($\mu_t \equiv \mu$ const.) into the parameter estimation and forecasting in the following section.

4. Results and Discussion

4.1. Estimation Results

The estimation results of the different models are presented in Tab. 2 (WTI) and Tab. 3 (Brent). Both tables show that MMGARCH clearly outperforms all other mod-

---

\[\begin{array}{|c|c|c|}
\hline
 & WTI & Brent \\
\hline
 Observations & 5024 & 5062 \\
 Mean & 0.0002 & 0.0002 \\
 Standard deviation & 0.0241 & 0.0223 \\
 Minimum & -0.1709 & -0.1989 \\
 Maximum & 0.1641 & 0.1813 \\
 Skewness & -0.1983 & -0.1056 \\
 Kurtosis & 8.1099 & 8.4545 \\
\hline
\end{array}\]

\textit{Table 1}: Descriptive statistics and preliminary tests for WTI and Brent log returns, 01/04/1995 – 12/31/2014. Rejection of the null hypothesis is displayed by *, **, *** for 10%, 5% and 1% significance level.

\[\begin{array}{|c|c|c|}
\hline
 & WTI & Brent \\
\hline
 Jarque-Bera & 5489.68*** & 6274.23*** \\
 Ljung-Box $Q'(8)$ & 31.11*** & 12.45 \\
 Ljung-Box $Q^2(8)$ & 959.74*** & 466.39*** \\
 Augmented Dickey-Fuller & -16.25*** & -15.94*** \\
 KPSS & 0.0573 & 0.0788 \\
\hline
\end{array}\]

---

7These results are available upon request.
els regarding the Log-Likelihood (LL) and the BIC, indicating a better fit. All models significantly decrease the autocorrelation in the return and squared return series according to the Ljung-Box statistics of the standardized residuals. Due to the goodness-of-fit of MMGARCH, we conclude that both time series have different volatility structures, which is consistent with the findings of Fong & See (2002), Nomikos & Pouliasis (2011), and Chang (2012). All three studies find regimes of low and high volatility in oil future data by applying different Markov-Switching GARCH models. In our approach a link function is used to mix between GARCH and FIGARCH models instead of a Markovian transition matrix.

Additionally, we find that these two components do not only distinguish between volatility levels but also differ in the persistence of shocks. This result expands the literature by giving evidence of different decay of shocks during the time period evaluated. Assuming no difference in the memory structure (short or long memory) of the time series, the fractional differencing parameter of MMGARCH would be \( d = 0 \) which is not the case for both blends. Hence, each series consist of two different variance components. The first component has a short memory, with weights declining exponentially and a low unconditional volatility. The second component has a long memory with a hyperbolic decline of weights and a high volatility level which is derived from the different dimensions of the parameters \( \omega_1 \) and \( \omega_2 \) in MMGARCH.

For the Brent return series, APARCH and FIAPARCH feature a relatively high and statistically significant leverage parameter \( \gamma \). For both models the parameter is positive which emphasizes that downward movements have a greater impact on the conditional variance than upward movements. The EGARCH reveals the same properties which is consistent with recent literature, e.g., Chkili et al. (2014). This asymmetric news impact behavior is covered by a large mixing parameter \( \lambda_1 \) in the MMGARCH. The parameter \( \lambda_1 \) increases the proportion of the high-volatility FIGARCH in the variance mixture if large, downward movements in returns are present. Fig. 3 visualizes the estimated mixing proportion of the variance components for the Brent. In contrast, the WTI return series features a less pronounced asymmetry in its variance.

The estimation results also indicate that long memory models feature a better goodness-of-fit than short memory models for the WTI and Brent. This is supported by studies finding long memory and asymmetry in oil price return volatility (e.g., Charfed-dine 2014, Chkili et al. 2014).

Much to our surprise we discover significant structural differences regarding the MMGARCH model in the return series of WTI and Brent. Shocks and elevated variance
<table>
<thead>
<tr>
<th></th>
<th>GARCH</th>
<th>RiskMetrics</th>
<th>EGARCH</th>
<th>APARCH</th>
<th>FIGARCH</th>
<th>HYGARCH</th>
<th>FIAPARCH</th>
<th>MMGARCH</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0005</td>
<td>0.0005</td>
<td>0.0002</td>
<td>0.0005</td>
</tr>
<tr>
<td></td>
<td>(0.0002)</td>
<td>(0.0000)</td>
<td>(0.0002)</td>
<td>(0.0002)</td>
<td>(0.0003)</td>
<td>(0.0003)</td>
<td>(0.0001)</td>
<td>(0.0001)</td>
</tr>
<tr>
<td>$\omega_1 \times 10^{-4}$</td>
<td>0.0638</td>
<td>-0.1024</td>
<td>0.0600</td>
<td>0.0197</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0025)</td>
<td>(0.0487)</td>
<td>(0.1025)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>0.0529</td>
<td>0.0600</td>
<td>0.1497</td>
<td>0.0715</td>
<td>0.0035</td>
<td>0.0020</td>
<td>0.0036</td>
<td>0.0050</td>
</tr>
<tr>
<td></td>
<td>(0.0154)</td>
<td>(0.0364)</td>
<td>(0.0307)</td>
<td>(0.0307)</td>
<td>(0.0060)</td>
<td>(0.0060)</td>
<td>(0.0060)</td>
<td>(0.0060)</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.9293</td>
<td>0.9400</td>
<td>0.9857</td>
<td>0.9248</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.0169)</td>
<td>(0.0273)</td>
<td>(0.0273)</td>
<td>(0.0273)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\omega_2 \times 10^{-4}$</td>
<td></td>
<td></td>
<td></td>
<td>0.7169</td>
<td>0.2944</td>
<td>0.4213</td>
<td>0.0270</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.2148)</td>
<td>(0.1819)</td>
<td>(0.2192)</td>
<td>(0.0020)</td>
<td></td>
</tr>
<tr>
<td>$\varphi$</td>
<td></td>
<td></td>
<td></td>
<td>0.2675</td>
<td>0.2615</td>
<td>0.2843</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.1386)</td>
<td>(0.1925)</td>
<td>(0.0910)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\beta_2$</td>
<td></td>
<td></td>
<td></td>
<td>0.4861</td>
<td>0.4542</td>
<td>0.4628</td>
<td>0.4830</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.0474)</td>
<td>(0.2091)</td>
<td>(0.0992)</td>
<td>(0.1646)</td>
<td></td>
</tr>
<tr>
<td>$\delta$</td>
<td></td>
<td></td>
<td></td>
<td>0.3426</td>
<td>0.2982</td>
<td>0.2962</td>
<td>0.9999</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.1440)</td>
<td>(0.0775)</td>
<td>(0.0413)</td>
<td>(0.0320)</td>
<td></td>
</tr>
<tr>
<td>$\log(b)$</td>
<td></td>
<td></td>
<td></td>
<td>0.0672</td>
<td>(0.0864)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| $\gamma$ |          |           |        | -0.0249 | 0.1406  | 0.0949  |          |         |
|          |          |           |        | (0.0164)| (0.0841)| (0.0355)|          |         |
| $\delta$ |          |           |        | 1.4358  | 2.1078  | 2.1078  |          |         |
|          |          |           |        | (0.3775)| (0.1034)|         |          |         |
| $\lambda_0$ |          |           |        |         |         |         |          | 2.3533  |
|          |          |           |        |         |         |         |          | (0.2071)|
| $\lambda_1$ |          |           |        |         |         |         |          | -2.3320 |
|          |          |           |        |         |         |         |          | (3.4366)|
| LL      | 12113   | 12074      | 12117  | 12122  | 12124   | 12119   | 12126    | 12271   |
| LB $Q'(8)$ | 4.8927  | 3.6202     | 6.1364 | 5.0940 | 5.0412  | 4.6638  | 5.3189   | 6.3319   |

Table 2: Parameter estimates for WTI log returns, 01/04/1995 – 12/31/2014, n = 5024. Standard errors are given in parenthesis.
<table>
<thead>
<tr>
<th></th>
<th>GARCH</th>
<th>RiskMetrics</th>
<th>EGARCH</th>
<th>APARCH</th>
<th>FIGARCH</th>
<th>HYGARCH</th>
<th>FIAPARCH</th>
<th>MMGARCH</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mu$</td>
<td>0.0003</td>
<td>0.0003</td>
<td>0.0001</td>
<td>0.0002</td>
<td>0.0002</td>
<td>0.0004</td>
<td>0.0003</td>
<td>0.0004</td>
</tr>
<tr>
<td></td>
<td>(0.0003)</td>
<td>(0.0000)</td>
<td>(0.0001)</td>
<td>(0.0002)</td>
<td>(0.0001)</td>
<td>(0.0003)</td>
<td>(0.0003)</td>
<td>(0.0002)</td>
</tr>
<tr>
<td>$\omega_1 \times 10^{-4}$</td>
<td>0.0161</td>
<td>-0.0540</td>
<td>0.0311</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>(0.0039)</td>
<td>(0.0219)</td>
<td>(0.0301)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
<td>(0.0000)</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>0.0532</td>
<td>0.0600</td>
<td>0.1208</td>
<td>0.0263</td>
<td>0.0600</td>
<td>0.0263</td>
<td>0.0600</td>
<td>0.0263</td>
</tr>
<tr>
<td></td>
<td>(0.0092)</td>
<td>(0.0244)</td>
<td>(0.0068)</td>
<td>(0.0034)</td>
<td>(0.0000)</td>
<td>(0.0034)</td>
<td>(0.0000)</td>
<td>(0.0034)</td>
</tr>
<tr>
<td>$\beta_1$</td>
<td>0.9455</td>
<td>0.9400</td>
<td>0.9925</td>
<td>0.9490</td>
<td>0.9654</td>
<td>0.9490</td>
<td>0.9654</td>
<td>0.9490</td>
</tr>
<tr>
<td></td>
<td>(0.0075)</td>
<td>(0.0029)</td>
<td>(0.0109)</td>
<td>(0.0041)</td>
<td>(0.0041)</td>
<td>(0.0041)</td>
<td>(0.0041)</td>
<td>(0.0041)</td>
</tr>
<tr>
<td>$\omega_2 \times 10^{-4}$</td>
<td>0.4023</td>
<td>0.0818</td>
<td>0.0277</td>
<td>0.5138</td>
<td>0.0818</td>
<td>0.0277</td>
<td>0.5138</td>
<td>0.0818</td>
</tr>
<tr>
<td></td>
<td>(0.0081)</td>
<td>(0.0601)</td>
<td>(0.0178)</td>
<td>(0.0549)</td>
<td>(0.0601)</td>
<td>(0.0178)</td>
<td>(0.0549)</td>
<td>(0.0601)</td>
</tr>
<tr>
<td>$\phi$</td>
<td>0.2249</td>
<td>0.2138</td>
<td>0.2600</td>
<td>0.6739</td>
<td>0.2249</td>
<td>0.2138</td>
<td>0.2600</td>
<td>0.6739</td>
</tr>
<tr>
<td></td>
<td>(0.0615)</td>
<td>(0.5307)</td>
<td>(0.0705)</td>
<td>(0.0388)</td>
<td>(0.0615)</td>
<td>(0.5307)</td>
<td>(0.0705)</td>
<td>(0.0388)</td>
</tr>
<tr>
<td>$\beta_2$</td>
<td>0.6244</td>
<td>0.5307</td>
<td>0.5682</td>
<td>0.7069</td>
<td>0.6244</td>
<td>0.5307</td>
<td>0.5682</td>
<td>0.7069</td>
</tr>
<tr>
<td></td>
<td>(0.0827)</td>
<td>(0.1510)</td>
<td>(0.0788)</td>
<td>(0.0120)</td>
<td>(0.0827)</td>
<td>(0.1510)</td>
<td>(0.0788)</td>
<td>(0.0120)</td>
</tr>
<tr>
<td>$\tau$</td>
<td>0.4413</td>
<td>0.3243</td>
<td>0.3566</td>
<td>0.7069</td>
<td>0.4413</td>
<td>0.3243</td>
<td>0.3566</td>
<td>0.7069</td>
</tr>
<tr>
<td></td>
<td>(0.0593)</td>
<td>(0.0962)</td>
<td>(0.0524)</td>
<td>(0.0120)</td>
<td>(0.0593)</td>
<td>(0.0962)</td>
<td>(0.0524)</td>
<td>(0.0120)</td>
</tr>
<tr>
<td>$\log(b)$</td>
<td>0.0942</td>
<td></td>
<td>0.0942</td>
<td>0.0942</td>
<td>0.0942</td>
<td>0.0942</td>
<td>0.0942</td>
<td>0.0942</td>
</tr>
<tr>
<td></td>
<td>(0.0811)</td>
<td></td>
<td>(0.0811)</td>
<td></td>
<td>(0.0811)</td>
<td></td>
<td>(0.0811)</td>
<td></td>
</tr>
<tr>
<td>$\gamma$</td>
<td>-0.0290</td>
<td>0.1799</td>
<td>0.2187</td>
<td>0.2187</td>
<td>0.0290</td>
<td>0.1799</td>
<td>0.2187</td>
<td>0.2187</td>
</tr>
<tr>
<td></td>
<td>(0.0085)</td>
<td>(0.0427)</td>
<td>(0.0565)</td>
<td>(0.0565)</td>
<td>(0.0085)</td>
<td>(0.0427)</td>
<td>(0.0565)</td>
<td>(0.0565)</td>
</tr>
<tr>
<td>$\delta$</td>
<td>1.8490</td>
<td></td>
<td>2.0639</td>
<td>2.0639</td>
<td>1.8490</td>
<td>2.0639</td>
<td>2.0639</td>
<td>2.0639</td>
</tr>
<tr>
<td></td>
<td>(0.1883)</td>
<td></td>
<td>(0.0994)</td>
<td></td>
<td>(0.1883)</td>
<td></td>
<td>(0.0994)</td>
<td></td>
</tr>
<tr>
<td>$\lambda_0$</td>
<td></td>
<td></td>
<td></td>
<td>1.6857</td>
<td>1.6857</td>
<td>1.6857</td>
<td>1.6857</td>
<td>1.6857</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>(0.2501)</td>
<td>(0.2501)</td>
<td>(0.2501)</td>
<td>(0.2501)</td>
<td>(0.2501)</td>
</tr>
<tr>
<td>$\lambda_1$</td>
<td></td>
<td></td>
<td></td>
<td>22.0509</td>
<td>22.0509</td>
<td>22.0509</td>
<td>22.0509</td>
<td>22.0509</td>
</tr>
<tr>
<td>$LL$</td>
<td>12 586</td>
<td>12 583</td>
<td>12 586</td>
<td>12 585</td>
<td>12 585</td>
<td>12 589</td>
<td>12 589</td>
<td>12 589</td>
</tr>
</tbody>
</table>

Table 3: Parameter estimates for Brent log returns, 01/04/1995 – 12/31/2014, $n = 5062$. Standard errors are given in parenthesis.
levels in the WTI series appear to be significantly more persistent than in the Brent returns. We derive this result from the different fractional differencing parameters $d$ of the FIGARCH component in MMGARCH. While we estimate $d = 0.7069$ for the Brent series, the WTI series yields $d \approx 1$.\(^8\) The latter indicates an infinite persistence known as IGARCH effect. If $d = 1$, FIGARCH$(1, d, 0)$ decomposes to an IGARCH$(1, 1)$ which is easily shown in the following equation:

$$
\begin{align*}
    h_{2,t} &= \omega_2 + ((1 - \beta_2 L) - (1 - L)^d) u_t^2 + \beta_2 h_{2,t-1} \\
    (d=1) &= \omega_2 + ((1 - \beta_2) L) u_t^2 + \beta_2 h_{2,t-1} \\
    &= \omega_2 + (1 - \beta_2) u_{t-1}^2 + \beta_2 h_{2,t-1}.
\end{align*}
$$

The differences in the return and variance series of the WTI and Brent are of a very complex nature. Differences could be caused by variations of the USD/EUR rate and varying local supply and demand. The latter relates to the expansion of hydraulic fracturing in North America, for example. Buyuksahin et al. (2013) analyze the WTI-Brent spread and find evidence that business cycles, storage levels in the United States, and transportation infrastructure explains some of the observed spread. A connection to WTI future markets is also found. Kanamura (2015) focuses on the financialization of crude oil markets and finds significant differences in the correlation of the blends with the S&P 500 index. While these studies identify and aim to explain the price spread, our results indicate that there is also a significant difference in the conditional variance and memory structure of the WTI and Brent.

Regarding the calculated standard errors, it is noteworthy that for both blends the mixing parameter $\lambda_1$ stands out. Setting $\lambda_1 = 0$ prior to parameter estimation to obtain a constant mixing proportion worsens results in view of goodness-of-fit. We assume that the elevated errors are caused by the exponential structure of the link function given in Eq. [4]. As for WTI where the parameter $\lambda_1$ is not statistically significant, the mixing proportion is somewhat stable and the lagged return has only little impact on it.

Testing the aforementioned IGARCH findings for the WTI blend, we mix two GARCH$(1, 1)$ processes in the MMGARCH model which produces the same result with

\(^8\)Our implementation of the FIGARCH parameter estimation caps the maximum value of $d$ at 0.9999. The interested reader will find that allowing a value of $d = 1$ causes problems in maximizing the log-likelihood function.
the same Log-Likelihood. The results are shown in Tab. 4. Inevitably, the GARCH estimates of one GARCH component are identical to the GARCH estimates in the initial MMGARCH model. The second component reveals an IGARCH process with parameter estimates $\alpha + \beta \approx 1$, which confirms our assumptions of an IGARCH effect obtained by the FIGARCH parameter estimates. Having identified an IGARCH process, we lose covariance stationarity which has major effects on variance forecasting. Depending on starting values, the GARCH/GARCH mixture yields another symmetric estimate with mixing proportion parameters $(\tilde{\lambda}_0, \tilde{\lambda}_1) = -(\lambda_0, \lambda_1)$, where the parameter estimates for the first and second GARCH component are interchanged. This behavior of the EM-algorithm is perfectly coherent and demonstrates the convergence to a maximum of the Log-likelihood function.

| GARCH1          | | GARCH2          | | Mix & LL       |
|-----------------|-----------------|-----------------|-----------------|
| $\omega_1$      | $1.20 \times 10^{-6}$ | $\omega_2$      | $1.96 \times 10^{-6}$ | $\lambda_0$ | $-2.3553$ |
| $\alpha_1$      | 0.5174          | $\alpha_2$      | 0.0305          | $\lambda_1$ | 2.3440   |
| $\beta_1$       | 0.4826          | $\beta_2$       | 0.9548          | LL            | 12.271   |

Table 4: Parameter estimates for WTI with a GARCH/GARCH mixture in MMGARCH, 01/04/1995 – 12/31/2014, $n = 5024$.

Figure 3: Brent mixing proportion for the parameter estimates from 01/04/1995 – 12/31/2014, $n = 5062$, out-of-sample window is plotted in red.

4.2. Forecasting Results

Firstly, we compare the results for variance forecasts obtained with the loss functions defined. The calculated errors are listed in Tab. 5. The smallest value for each loss
function represented in the rows is given in bold type. For both WTI and Brent, we find that MMGARCH minimizes loss functions; or is close to the minimum value while the hypothesis of not being inferior to any other model cannot be rejected. This hypothesis is tested by Hansen’s SPA. Regarding RMSE and MAE, we find that for both blends MMGARCH is superior to any other model tested as it produces the smallest errors. For the QLIKE and R²LIKE loss functions, MMGARCH either features the lowest error and hence outperforms the other models or features a similar performance and is not inferior to the best model (QLIKE for 1 day-ahead forecasts). In view of the loss function MME(U), that penalizes under-predicted variances, we find that FIAPARCH is superior to any other model, while other long memory models display very good results. This might stem from their behavior of over-predicting the variance. This becomes more obvious with the loss function MME(O) which penalizes over-predicted variances. For this measure, FIAPARCH and other long memory models are inferior to any other tested model and for all forecasting horizons for WTI and Brent. We hence conclude that predicting future variance of oil prices with a FIAPARCH or FIGARCH process is not recommended due to their tendency to over-predict future variances for this time window. On one hand, this would lead to very conservative VaR-forecasts, on the other hand it could cause excessive hedging costs. The MMGARCH minimizes the MME(O) in all cases except for the 20 day-ahead WTI prediction. We do not detect any differences in forecasting quality of MMGARCH regarding the forecasting horizon. Overall, MMGARCH shows very good performance in variance prediction for different forecasting horizons and outperforms the tested models in most cases for WTI and Brent with respect to the implemented loss functions.

Lastly and more importantly, we compare the performance of the given models in regard to Value-at-Risk predictions and coverage. The results are given in Tab. 6 for the WTI and in Tab. 7 for Brent. Comparing the results of the blend WTI for the short position, we find MMGARCH to outperform most of the other models for all time horizons. Only RiskMetrics has similar coverage performance. The 5% 20 day-ahead forecast has a coverage of 3.6%, but is still closer to 5% than all other GARCH variants (except RiskMetrics, which has a slightly better coverage). However, the Kupiec and the Christoffersen tests reject the 5% 20 day-ahead prediction because of its low coverage. Another rejected test is the conditional coverage (Christoffersen) at 5% 1 day-ahead. The test detects a first order Markov chain in the Value-at-Risk violations, which is an unwanted property. Nevertheless, the statistic is still small (8.9855) compared to the other models (between 18.6987 and 42.3081), which are all
<table>
<thead>
<tr>
<th>Loss Function</th>
<th>RMSE ($10^{-4}$)</th>
<th>GARCH</th>
<th>RiskMetrics</th>
<th>EGARCH</th>
<th>APARCH</th>
<th>FIGARCH</th>
<th>HYGARCH</th>
<th>FIAPARCH</th>
<th>MME(U)</th>
<th>MME(O)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 day-ahead</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE ($10^{-4}$)</td>
<td>3.4842**</td>
<td>3.2046**</td>
<td>3.4992**</td>
<td>3.7499**</td>
<td>3.4486**</td>
<td>3.3636**</td>
<td>3.5862**</td>
<td>2.9989**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R²LOG</td>
<td>8.3837**</td>
<td>7.3790*</td>
<td>8.5074**</td>
<td>8.3014**</td>
<td>8.1265**</td>
<td>7.8437**</td>
<td>8.5823**</td>
<td>7.0131</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MME(U)</td>
<td>0.0120**</td>
<td>0.0097**</td>
<td>0.0049</td>
<td>0.0048**</td>
<td>0.0047</td>
<td>0.0049</td>
<td>0.0044**</td>
<td>0.0059**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MME(O)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3 day-ahead</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE ($10^{-4}$)</td>
<td>2.5842**</td>
<td>2.3517**</td>
<td>2.5993**</td>
<td>2.5874**</td>
<td>2.5785**</td>
<td>2.4976**</td>
<td>2.7878**</td>
<td>2.2118</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MME(U)</td>
<td>0.0043**</td>
<td>0.0050**</td>
<td>0.0043**</td>
<td>0.0043**</td>
<td>0.0043**</td>
<td>0.0045**</td>
<td>0.0058**</td>
<td>0.0058**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MME(O)</td>
<td>0.0103**</td>
<td>0.0085**</td>
<td>0.0104**</td>
<td>0.0103**</td>
<td>0.0102**</td>
<td>0.0097**</td>
<td>0.0115**</td>
<td>0.0075**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 day-ahead</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WTI</td>
<td>7.3673</td>
<td>7.3481</td>
<td>7.3263</td>
<td>7.3588</td>
<td>7.3957**</td>
<td>7.3893</td>
<td>7.4267**</td>
<td>7.3183</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE ($10^{-4}$)</td>
<td>3.6551**</td>
<td>3.2103**</td>
<td>3.5426**</td>
<td>3.6450**</td>
<td>3.6924**</td>
<td>3.6259**</td>
<td>3.9714**</td>
<td>3.0841</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R²LOG</td>
<td>8.6595**</td>
<td>7.4058</td>
<td>8.5913**</td>
<td>8.0149**</td>
<td>8.5564**</td>
<td>8.3040**</td>
<td>9.2772**</td>
<td>7.1843</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MME(U)</td>
<td>0.0046**</td>
<td>0.0057**</td>
<td>0.0048**</td>
<td>0.0046</td>
<td>0.0046</td>
<td>0.0047**</td>
<td>0.0041**</td>
<td>0.0058**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MME(O)</td>
<td>0.0128** *</td>
<td>0.0098**</td>
<td>0.0121**</td>
<td>0.0127**</td>
<td>0.0129**</td>
<td>0.0125**</td>
<td>0.0117**</td>
<td>0.0095**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20 day-ahead</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WTI</td>
<td>7.5898**</td>
<td>7.4802**</td>
<td>7.4142**</td>
<td>7.5491**</td>
<td>7.5262**</td>
<td>7.5137**</td>
<td>7.5923**</td>
<td>7.4046</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE ($10^{-4}$)</td>
<td>4.0715**</td>
<td>3.2821</td>
<td>3.7258**</td>
<td>4.1265**</td>
<td>4.0148**</td>
<td>3.9416**</td>
<td>4.0923**</td>
<td>3.2702</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MME(U)</td>
<td>0.0043**</td>
<td>0.0059**</td>
<td>0.0046**</td>
<td>0.0042</td>
<td>0.0042</td>
<td>0.0043**</td>
<td>0.0038**</td>
<td>0.0005**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MME(O)</td>
<td>0.0145**</td>
<td>0.0098**</td>
<td>0.0129**</td>
<td>0.0147**</td>
<td>0.0143**</td>
<td>0.0138**</td>
<td>0.0160**</td>
<td>0.0105**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20 day-ahead</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>WTI</td>
<td>4.5994**</td>
<td>4.5124</td>
<td>4.5254</td>
<td>4.6022**</td>
<td>4.5575</td>
<td>4.5953**</td>
<td>4.7563**</td>
<td>4.4884</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAE ($10^{-4}$)</td>
<td>2.8388**</td>
<td>2.3821**</td>
<td>2.7805**</td>
<td>2.8977**</td>
<td>2.8377**</td>
<td>2.8265**</td>
<td>3.2828**</td>
<td>2.1978</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MME(U)</td>
<td>0.0039**</td>
<td>0.0051**</td>
<td>0.0040**</td>
<td>0.0038**</td>
<td>0.0040**</td>
<td>0.0040**</td>
<td>0.0033**</td>
<td>0.0056**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MME(O)</td>
<td>0.0119**</td>
<td>0.0064**</td>
<td>0.0113**</td>
<td>0.0120**</td>
<td>0.0118**</td>
<td>0.0115**</td>
<td>0.0139**</td>
<td>0.0073**</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5: WTI and Brent out-of-sample forecast loss functions results for GARCH, RiskMetrics, EGARCH, APARCH, FIGARCH, HYGARCH, FIAPARCH, and MMGARCH. The results in bold face show the best result for each loss function. Rejection of the null hypothesis of the Hansen [2005] SPA test is displayed by *, **, *** for 10%, 5% and 1% significance level. The null hypothesis is rejected if the model is inferior to the other models regarding a given loss function.
rejected except for RiskMetrics.

Regarding the long position for WTI the only really concerning drawback regards the 1% long position where MMGARCH under-predicts for all time horizons. Hence, all corresponding unconditional and conditional coverage tests reject the predictions. The 5% long position coverage performance is in line with the other GARCH models. Figure 4 shows the VaR predictions for GARCH, FIGARCH, and MMGARCH over the full out-of-sample period.

The results for the short position VaR of the Brent are very much in favor to the MMGARCH. The unconditional coverage test of Kupiec does not reject any VaR prediction of MMGARCH. Additionally, all other models fail (except the RiskMetrics 1% for all time horizons and the HYGARCH 1 day-ahead 1% forecast). Comparing the conditional coverage test of Christoffersen leads to the same result. Only RiskMetrics passes the 5% VaR test for 1 day-ahead predictions along with the MMGARCH. For 5 and 20 day-ahead MMGARCH is the only model which passes the tests. Thus, we conclude that the competitive GARCH models are too conservative when forecasting short position VaR of the Brent, especially for longer forecasting horizons. The only test which rejects the MMGARCH is the conditional coverage test of [Ziggeletal. (2014)] at 5% and 20 day-ahead prediction. Based on the test constructions, we conclude that VaR violations do not follow a first order Markov chain (Christoffersen test) but build clusters (Ziggeletal. test). Clustering is an unfavorable property for any VaR forecast and is caused by the lagged reaction of the 20 day-ahead forecast. Indeed, all competitive models pass this test only because they are too conservative, which has a 50% influence on the test statistic.

For the long position the MMGARCH does not perform as good as for the short position. All predictions for all time horizons under-predict the realized VaR. Hence, all tests reject the model. However, a general statement on which model is to be favored over all long position Brent forecast horizons cannot be made. For the 1 day-ahead forecast APARCH, for the 5 day-ahead forecast EGARCH, and for the 20 day-ahead forecast HYGARCH show the best coverage.

We conclude that MMGARCH has a very good variance prediction power for WTI and Brent in comparison to other models. VaR forecasts for portfolios with oil blends should also concern about different regimes of volatility level and memory. MMGARCH shows very good results for short position VaR predictions, but has a tendency to under-predict VaR for long positions, which is most obvious in the results for Brent.
4.3. Additional Remarks and Results

For additional robustness checks, estimation and forecasts were carried out for a rolling time window with fixed in-sample length of \( \tilde{n} = 3800 \) observations. Estimation results differed very little and there was no qualitative difference neither in the loss functions nor in the VaR forecasting results. As expected, the standard errors of the parameter estimates remained elevated.

In addition, we divided the out-of-sample data into two periods of the same length (2.5 years, approximately 630 observations per period) to cover the sharp decline of oil prices separately. VaR coverage tests and prediction ability of the models performed broadly similar to the previous analysis; MMGARCH showed a minimal better performance in the first period for the 20 day-ahead forecasts.\(^9\)

![Figure 4: WTI 5% Value-at-Risk 1 day-ahead forecast of GARCH, FIGARCH, and MMGARCH from 01/01/2010 – 12/31/2014, \( M = 1260 \) for short (above) and long (below) position.](image)

5. Conclusions

We are the first to test the MMGARCH on oil price returns and find it to be superior to non-regime-switching/non-mixing GARCH models with respect to the goodness-of-fit (Log-Likelihood and BIC) and to different measures for variance prediction.

In line with recent literature, the estimation results reveal significant long memory in the variance of Brent and WTI as well as asymmetric properties of the variance.

\(^9\)The results of the loss functions and coverage tests for the split out-of-sample analysis are available upon request.
This suggests that more sophisticated GARCH-type models like APARCH and FIA-PARCH should be utilized in order to capture the aforementioned stylized facts. By incorporating processes with different memory structure, the MMGARCH is able to depict long memory in the variance. With its dynamic and flexible mixture proportion, it also covers asymmetric news impact.

The MMGARCH reveals the existence of different volatility structures. This finding supports results of previous research on regime switching models, for example. In addition to different volatility levels, we detect that these different structures also feature different shock persistence, which has not yet been reported. As for WTI, we find the extreme case of infinite persistence, the so-called IGARCH effect. Comparing the two blends, Brent and WTI, we identify significant differences in structure of the variance components.

In the context of applications in risk management, we find that MMGARCH features the best over-all performance in variance forecasting for different and widely-used models tested. We also find that the long memory models for WTI and Brent tend to over-predict variances yielding very conservative VaR-forecasts. Regarding WTI the MMGARCH performs best in predicting the short-sided VaR. For the long position, it tends to slightly under-predict the VaR yielding an elevated coverage. Results for Brent differ little. The MMGARCH outperforms for short-sided VaR predictions. There is no model to be preferred for the long side, however. In general, we find that MMGARCH tends to cluster less than the models in comparison. We conclude that the differences in VaR prediction might also be caused by the structural difference of the WTI and Brent which has a significant impact on the models performance.

The MMGARCH is a suitable candidate for further research regarding oil price dynamics. Extending the model could include but is not limited to: alteration of distribution of the errors, e.g. from Normal to Student’s t-distribution or generalized error distribution as well as substituting the components with asymmetric processes, e.g. a mixture of Asymmetric Power ARCH and Fractional Integrated Asymmetric Power ARCH to capture the gain/loss asymmetry in returns and therefore avoiding clustering in VaR predictions.
Table 6: WTI out-of-sample forecast Value-at-Risk test results for GARCH, RiskMetrics, EGARCH, APARCH, FIGARCH, HYGARCH, FIAPARCH, and MMGARCH. The values given represent the test statistics of the Value-at-Risk tests by [Kupiec (1995)](UC_kup), [Christoffersen (1998)](CC_chr) and [Ziggl et al. (2014)](UC_zig) at a given Value-at-Risk level (p) for short and long trading positions. Rejection of the null hypothesis is displayed by *, **, *** for 10%, 5%, and 1% significance level.
<table>
<thead>
<tr>
<th>Coverage</th>
<th>pos.</th>
<th>VaR level</th>
<th>p</th>
<th>GARCH</th>
<th>RiskMetrics</th>
<th>EGARCH</th>
<th>APARCH</th>
<th>FIGARCH</th>
<th>HYGARCH</th>
<th>FIAPARCH</th>
<th>MMGARCH</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 day-ahead</td>
<td>short</td>
<td>0.01</td>
<td>0.0032</td>
<td>0.0088</td>
<td>0.0048</td>
<td>0.0040</td>
<td>0.0040</td>
<td>0.0046</td>
<td>0.0048</td>
<td>0.0004</td>
<td>0.0024</td>
</tr>
<tr>
<td>long</td>
<td>0.01</td>
<td>0.0219</td>
<td>0.0398</td>
<td>0.0150</td>
<td>0.0308</td>
<td>0.0293</td>
<td>0.0279</td>
<td>0.0317</td>
<td>0.0571</td>
<td>0.0619</td>
<td>0.0965</td>
</tr>
<tr>
<td>1 day-ahead</td>
<td>short</td>
<td>0.01</td>
<td>8.0113***</td>
<td>0.2018</td>
<td>4.2789**</td>
<td>5.9490**</td>
<td>4.2789**</td>
<td>1.9122</td>
<td>10.5866***</td>
<td>0.4547</td>
<td></td>
</tr>
<tr>
<td>long</td>
<td>0.01</td>
<td>22.1186***</td>
<td>2.9227</td>
<td>25.3137***</td>
<td>20.6173***</td>
<td>22.1186***</td>
<td>15.2747***</td>
<td>38.9705***</td>
<td>0.2405</td>
<td>31.7655***</td>
<td></td>
</tr>
<tr>
<td>5 day-ahead</td>
<td>short</td>
<td>0.05</td>
<td>0.4506</td>
<td>8.8510***</td>
<td>1.3452</td>
<td>0.0010</td>
<td>0.2405</td>
<td>2.3757</td>
<td>8.9963***</td>
<td>20.8848***</td>
<td></td>
</tr>
<tr>
<td>long</td>
<td>0.01</td>
<td>4.0015</td>
<td>11.0005</td>
<td>5.9993</td>
<td>4.9987</td>
<td>6.0117</td>
<td>7.9993</td>
<td>2.9986</td>
<td>15.0008</td>
<td>0.01</td>
<td></td>
</tr>
<tr>
<td>20 day-ahead</td>
<td>short</td>
<td>0.01</td>
<td>0.0010</td>
<td>0.0060</td>
<td>0.0037</td>
<td>0.0030</td>
<td>0.0019</td>
<td>0.0048</td>
<td>0.0048</td>
<td>0.0048</td>
<td>0.0048</td>
</tr>
<tr>
<td>long</td>
<td>0.01</td>
<td>0.1030</td>
<td>0.0064</td>
<td>0.0037</td>
<td>0.0030</td>
<td>0.0019</td>
<td>0.0048</td>
<td>0.0048</td>
<td>0.0048</td>
<td>0.0048</td>
<td>0.0048</td>
</tr>
</tbody>
</table>

Table 7: Brent out-of-sample forecast Value-at-Risk test results for GARCH, RiskMetrics, EGARCH, APARCH, FIGARCH, HYGARCH, FIAPARCH, and MMGARCH. The values given represent the test statistics of the Value-at-Risk tests by Kupiec [1995] (UC_{Kup}), Christoffersen [1998] (CC_{Chr}) and Ziggel et al. [2014] (UC_{Zig} and CC_{Zig}) at a given Value-at-Risk level (p) for short and long trading positions. Rejection of the null hypothesis is displayed by *, **, *** for 10%, 5%, and 1% significance level.
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