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#### Abstract

Inspired by Switching Systems and Automata theory, we investigate how combinatorial analysis techniques can be performed on a hybrid automaton in order to enhance its safety or invariance analysis. We focus on the particular case of Constrained Switching Systems, that is, hybrid automata with linear dynamics and no guards. We follow two opposite approaches, each with unique benefits: First, we construct invariant sets via the 'Reduced' system, induced by a smaller graph which consists of the essential nodes, called the unavoidable nodes. The computational amelioration of working with a smaller, and in certain cases the minimum necessary number of nodes, is significant. Second, we exploit graph liftings, in particular the Iterated Dynamics Lift ( $T$-Lift) and the Path-Dependent Lift ( $P$-Lift). For the former case, we show that invariant sets can be computed in a fraction of the iterations compared to the non-lifted case, while we show how the latter can be utilized to compute non-convex approximations of invariant sets of a controlled complexity. We also revisit well studied problems, highlighting the potential benefits of the approach. In particular, we apply our framework to (i) invariant sets computations for systems with dwell-time restrictions, (ii) fast computations of the maximal invariant set for uncertain linear systems and (iii) non-convex approximations of the minimal invariant set for arbitrary switching linear systems.


## 1 Introduction

Discrete-time linear switching systems consist of a finite collection of dynamics, called modes, which are allowed to switch at each time instant, according to a set of rules (see Equations (1)-(6) below for a precise description). They constitute a particularly interesting and important family of hybrid systems Goebel et al. (2012); Jungers (2009); Liberzon (2003); Shorten et al. (2007). Apart from their simplicity, their ability to capture particular hybrid phenomena (Dehghan and Ong, 2012b; Donkers et al., 2011; HernandezMejias et al., 2015; Zhang et al., 2016) and approximate arbitrarily well nonlinear dynamics (Girard and Pappas, 2011) makes them a central model in the class of hybrid systems. Thus, it is not surprising that switching systems have been the subject of huge research efforts with existing techniques arguably more powerful than the ones targeted to general hybrid systems. Our goal in this paper is to push further the boundary of application of these techniques, by com-

[^0]bining them with combinatorial techniques from graph and automata theory. As a first step, we tackle an intermediate family of systems, known as constrained switching systems (Dai (2012), Athanasopoulos and Lazar (2014); Philippe et al. (2015); Wang et al. (2017)). These systems are more general than classical switching systems in that they have their switching signals restricted by a labeled directed graph, namely the switching constraints graph. For example, in Figure 1 , the system switches between the modes 1 and 2 and an admissible switching sequence is the one that can be realized by a path in the directed graph $\mathcal{G}_{1}$.


Fig. 1. A switching constraints graph $\mathcal{G}_{1}$ for a system with two modes. For example, the sequence 21121 is admissible whereas 212122 is not.

Recently, multi-sets have been introduced in order to analyse invariance properties of constrained switching systems (Athanasopoulos et al., 2017; Blanchini and Miani, 2008; De Santis et al., 2004; Philippe et al., 2015). A multi-set, is a collection of sets, one per node of the graph that defines
the switching constraints. When a multi-set is invariant, the system trajectories that start from within this multi-set are always confined in one of its members. In this article we establish new, efficient, invariant (multi-)set constructions by exploiting the topological properties of the switching constraints graph. We highlight that the notion of multi-set is useful, beyond its proper physical meaning, for improving the state of the art in classical problems on simpler models, like LTI systems, or arbitrary switching systems. We adopt two opposite and complementary approaches, one reducing and the other increasing the size of the graph.

The first direction borrows the concept of unavoidability of a set of nodes, a notion used in Computer Science, e.g., (Lothaire, 2002, Proposition 1.6.7). Roughly, by keeping only a subset of 'important' nodes we are able to show that we can work with a reduced graph, and consequently a reduced system, and associate explicitly invariance properties of the reduced system with the original one, leading to efficient algorithmic constructions. See for example two possible reduced graphs of $\mathcal{G}_{1}$ in Figure 2.


Fig. 2. Two possible reductions of $\mathcal{G}_{1}$ (Figure 1). We observe that the sequence of labels appearing in any infinite length path of $\mathcal{G}_{1}$ can be generated by either graph.

The second direction considers the lifting of the switching constraints graph, a classical idea in switching systems analysis, e.g., Bliman and Ferrari-Trecate (2003); Lee and Dullerud (2006); Philippe et al. (2015). Firstly, we consider the Iterated Dynamics Lifted graph (abbr. T-lifted graph), which captures the switching constraints for the iterated dynamics of the systems, see, e.g., Figure 3 for the 2 -lift of $\mathcal{G}_{1}$ of Figure 1. We exploit this construction to improve existing invariant multi-set computation algorithms by reducing the number of iterations required.

Secondly, we explore the Path-Dependent Lifted graph (abbr. P-lifted graph), see, e.g., Figure 4 for the 1 -lifted graph of $\mathcal{G}_{1}$, in forward reachability computations. This choice enables us to establish algorithms for non-convex approximations of invariant multi-sets described by a union of a prespecified number of convex sets.


Fig. 3. The $T$-lifted graph of $\mathcal{G}_{1}$ of Figure $1, T=2$. There are as many edges as admissible switching sequences of length 2 in $\mathcal{G}_{1}$.


Fig. 4. The $P$-lifted graph of $\mathcal{G}_{1}$ of Figure 1 using the Path-Dependent Lift, $P=1$. The graph has as many nodes as different walks of length 1 in $\mathcal{G}_{1}$.

Together with the theoretical contributions, we revisit three problems of set invariance in control. In particular, we consider systems under dwell-time specifications (Dehghan and Ong, 2012a,b; Liberzon, 2003; Zhang et al., 2016). We compute, to the best of our knowledge for the first time, the minimal invariant multi-set and its approximations, via a Reduced graph consisting of the minimum number of nodes. Moreover, we compute the maximal invariant set for uncertain linear systems faster compared to the standard backward reachability algorithm, see e.g., Blanchini and Miani (2008). Last, we propose a new method to compute non-convex approximations of the minimal invariant set for switching systems (Artstein and Rakovic, 2008; I. V. Kolmanovsky and E. G. Gilbert, 1998; Rakovic et al., 2005a,b).

Notation: The ball of radius $\alpha$ of an arbitrary norm is $\mathbb{B}(\alpha)$ and of the infinity norm is $\mathbb{B}_{\infty}(\alpha)$. The Minkowski sum of two sets $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$ is $\mathcal{S}_{1} \oplus \mathcal{S}_{2}$. A C-set $\mathcal{S} \subset \mathbb{R}^{n}$ is a convex compact set which contains the origin in its interior Blanchini (1999). The cardinality of a set $\mathcal{V}$ is denoted by $|\mathcal{V}|$. Let $\mathcal{G}(\mathcal{V}, \mathcal{E})$, or $\mathcal{G}$, be a labeled directed graph with a set of nodes $\mathcal{V}$ and a set of edges $\mathcal{E}$. The set of sequences of labels appearing in a path from a node $s \in \mathcal{V}$ to a node $d \in \mathcal{V}$ is denoted by $\sigma(s, d)$. The set of sequences of nodes appearing in a walk from $s \in \mathcal{V}$ to $d \in \mathcal{V}$ is $m(s, d)$. We denote the 1 -norm of a vector $x$ with $\|x\|_{1}$, and the vector with elements equal to one with 1 . The convex hull of a set $\mathcal{S} \subset \mathbb{R}^{n}$ is denoted by $\operatorname{conv}(\mathcal{S})$.

## 2 Preliminaries

We consider a set of matrices $\mathcal{A}:=\left\{A_{1}, \ldots, A_{N}\right\} \subset \mathbb{R}^{n \times n}$ and disturbance sets $\mathbb{W}=\left\{\mathcal{W}_{1}, \ldots, \mathcal{W}_{N}\right\}, \mathcal{W}_{i} \subset \mathbb{R}^{n}$. We consider the sets of nodes and edges $\mathcal{V}:=\{1,2, \ldots, M\}$ and $\mathcal{E}=\{(s, d, \sigma): s \in \mathcal{V}, d \in \mathcal{V}, \sigma \in\{1, \ldots, N\}\}$. We denote the corresponding graph by $\mathcal{G}(\mathcal{V}, \mathcal{E})$, or $\mathcal{G}$. The set of outgoing nodes of a node $s \in \mathcal{V}$ is Outgoing $(s, \mathcal{G}):=$ $\{d \in \mathcal{V}:(\exists \sigma \in\{1, \ldots, N\}:(s, d, \sigma) \in \mathcal{E})\}$. Finally, we consider constraint sets $\mathcal{X}_{i} \subset \mathbb{R}^{n}, i \in\{1, \ldots, M\}$.

Formally, the systems we study are described by the following set of relations

$$
\begin{align*}
x(t+1) & =A_{\sigma(t)} x(t)+w(t),  \tag{1}\\
z(t+1) & \in \operatorname{Outgoing}(z(t), \mathcal{G}(\mathcal{V}, \mathcal{E})),  \tag{2}\\
w(t) & \in \mathcal{W}_{\sigma(t)}  \tag{3}\\
(x(0), z(0)) & \in \mathbb{R}^{n} \times \mathcal{V}, \tag{4}
\end{align*}
$$

subject to the constraints

$$
\begin{align*}
(z(t), z(t+1), \sigma(t)) & \in \mathcal{E},  \tag{5}\\
x(t) & \in \mathcal{X}_{z(t)}, \tag{6}
\end{align*}
$$

for all $t \geq 0$. We underline that the switching signal $\sigma(t)$ depends on the discrete variable $z(t)$ at each time instant, however for notational convenience we make a slight abuse and write $\sigma(t)$ instead of $\sigma(z(t))$. We note the system (1)-(6)
 We call nominal the disturbance-free system, i.e., the system $x(t+1)=A_{\sigma(t)} x(t)$ together with (2), (4)-(6). The stability of the nominal system is characterized by the constrained joint spectral radius (Dai, 2012) $\check{\rho}(\mathcal{A}, \mathcal{G})=\lim _{t \rightarrow \infty} \check{\rho}_{t}(\mathcal{A}, \mathcal{G})$, where

$$
\begin{aligned}
\check{\rho}_{t}(\mathcal{A}, \mathcal{G}) & :=\max \left\{\left\|A_{\sigma(t-1)} \cdots A_{\sigma(0)}\right\|^{1 / t}: z(0) \in \mathcal{V},\right. \\
& z(t) \text { satisfies }(2), \sigma(t) \text { satisfies }(5), t=0, \ldots, t-1\} .
\end{aligned}
$$

The nominal system is asymptotically stable if and only if $\check{\rho}(\mathcal{A}, \mathcal{G})<1$ (Dai, 2012, Corollary 2.8). We consider the following assumptions.

Assumption 1 The constraint and disturbance sets $\mathcal{X}_{i} \subset$ $\mathbb{R}^{n}, i=1, \ldots, M$ and $\mathcal{W}_{i}, i=1, \ldots, N$, are $C$-sets.

Assumption $2 \check{\rho}(\mathcal{A}, \mathcal{G})<1$.
Assumption 3 The sets Outgoing $(i, \mathcal{G}(\mathcal{V}, \mathcal{E})), i \in \mathcal{V}$, are nonempty.

The assumptions are standard, see e.g., Blanchini and Miani (2008) for Assumption 1. Assumption 2 is not restrictive since $\check{\rho}(\mathcal{A}, \mathcal{G})>1$ excludes non-trivial invariant multi-sets or safe sets ${ }^{2}$, while Assumption 3 guarantees the completeness of solutions. We highlight that Assumption 2 can be verified by computing arbitrarily close approximations of the constrained joint spectral radius, utilizing, e.g., the results in Philippe et al. (2015), implemented in software in Cambier et al. (2015).

Definition 1 (Multi-sets) We call multi-set a collection of sets $\left\{\mathcal{S}^{i}\right\}_{i \in \mathcal{V}}, \mathcal{S}^{i} \subset \mathbb{R}^{n}, i \in \mathcal{V}$.

Definition 2 [Multi-set invariance, Athanasopoulos et al. (2017)] The multi-set $\left\{\mathcal{S}^{i}\right\}_{i \in \mathcal{V}}$ is an invariant multi-set with respect to the System (1)-(5) if $x(0) \in \mathcal{S}^{z(0)}$ implies $x(t) \in$ $\mathcal{S}^{z(t)}$, for all $t \geq 0, z(0) \in \mathcal{V}$ and $\sigma(t)$ satisfying (5). If additionally $\mathcal{S}^{i} \subseteq \mathcal{X}_{i}, i \in \mathcal{V}$, then $\left\{\mathcal{S}^{i}\right\}_{i \in \mathcal{V}}$ is called an admissible invariant multi-set with respect to (1)-(6). The multi-set $\left\{\mathcal{S}_{M}^{i}\right\}_{i \in \mathcal{V}}$ is the maximal admissible invariant set

[^1]if for any admissible invariant multi-set $\left\{\mathcal{S}^{i}\right\}_{i \in \mathcal{V}}$ it holds that $\mathcal{S}^{i} \subseteq \mathcal{S}_{M}^{i}, i \in \mathcal{V}$. The multi-set $\left\{\mathcal{S}_{m}^{i}\right\}_{i \in \mathcal{V}}$ is the minimal (convex) admissible invariant set if for any admissible (convex) invariant multi-set $\left\{\mathcal{S}^{i}\right\}_{i \in \mathcal{V}}$ it holds $\mathcal{S}_{m}^{i} \subseteq \mathcal{S}^{i}, i \in \mathcal{V}$.

Remark 1 (Related notions) Multi-set invariance, as opposed to classical set invariance, is a necessary generalization for translating the invariance property to systems under constrained switching. Indeed, it is not difficult to construct a simple, scalar system for which an invariant multi-set exists, however no common invariant set can be found, see, e.g., (Athanasopoulos et al., 2017, footnote 3). In the literature, different notions of invariance have been introduced, motivated mostly by the need to establish efficient algorithmic characterizations. In Rakovic et al. (2010), Rakovic et al. (2011) the concept of an invariant collection of sets is introduced for decentralized and large scale systems respectively, with each member of the collection being defined in a subspace of the state space, allowing to construct linear comparison systems and analyze stability and stabilizability. In Lazar et al. (2013), ( $k, \lambda$ )-contractiveness is proposed as a generalization of invariance for homogeneous discrete-time systems. Roughly, $(k, \lambda)$-contractiveness (or ( $k, 1$ )-invariance) is related to periodic invariance, or, alternatively, to invariance of the iterated dynamics of the system. In our setting, this notion is related to the T-Lift developed in Section 4.1. Another relevant contribution is in Artstein and Rakovic (2008), Artstein and Rakovic (2011): In Artstein and Rakovic (2008) the study of nonlinear autonomous systems is performed by an infinite-dimensional representation of the system in the space of sets. This makes the convergence proofs and approximation estimates possible, using contraction theory. In Artstein and Rakovic (2011), the same reasoning is utilized to propose a new theoretical framework of invariance under output feedback, which can be properly defined only on the space of sets. Contrary to this piece of work, our tools propose a finite dimensional and directly implementable combinatorial lifting, induced by the switching constraints graph. Last, it must be mentioned that De Santis et al. (2004) study invariance properties of general hybrid systems with inputs, capturing in some cases the multi-set invariance, referred to there simply as invariance.

Consider the System (1)-(4) and a switching sequence $\sigma_{1} \ldots \sigma_{p}, \sigma_{i} \in\{1, \ldots, N\}, p \geq 1$. The $p$-step forward reachability map is $\mathcal{R}\left(\sigma_{1} \ldots \sigma_{p}, \mathcal{S}\right):=\left(\prod_{i=1}^{p} A_{\sigma_{p+1-i}} \mathcal{S}\right) \oplus$ $\left(\bigoplus_{j=1}^{p} \prod_{i=1}^{p-j} A_{\sigma_{p+1-i}} \mathcal{W}_{\sigma_{j}}\right)$. The p-step backward reachability map is $\mathcal{C}\left(\sigma_{1} \ldots \sigma_{p}, \mathcal{S}\right):=\left\{x:\left(\prod_{i=1}^{p} A_{\sigma_{p+1-i}}\{x\}\right) \oplus\right.$ $\left.\left(\bigoplus_{j=1}^{p} \prod_{i=1}^{p-j} A_{\sigma_{p+1-i}} \mathcal{W}_{\sigma_{j}}\right) \in \mathcal{S}\right\}$. We write $\mathcal{R}_{\mathrm{N}}\left(\sigma_{1} \ldots \sigma_{p}, \mathcal{S}\right):=$ $\left\{\prod_{i=1}^{p} A_{\sigma_{p+1-i}} x: x \in \mathcal{S}\right\}$.

We consider the multi-set sequence $\left\{\mathcal{N}_{l}^{j}\right\}_{j \in \mathcal{V}}, l \geq 0$, gen-
erated by ${ }^{3}$

$$
\begin{align*}
\mathcal{N}_{0}^{j} & :=\cup_{(s, j, \sigma) \in \mathcal{E}} \mathcal{W}_{\sigma}, \quad j \in \mathcal{V},  \tag{7}\\
\mathcal{N}_{l+1}^{j} & :=\cup_{(s, j, \sigma) \in \mathcal{E}} \mathcal{R}_{\mathrm{N}}\left(\sigma, \mathcal{N}_{l}^{s}\right), \quad j \in \mathcal{V} . \tag{8}
\end{align*}
$$

The multi-set sequence (7), (8) has as elements the forward reachability multi-sets of the nominal system starting from the disturbance sets. Under Assumptions 1-2, the sets $\mathcal{N}_{l}^{j}$, $l \geq 0, j \in \mathcal{V}$ are compact, and for any $\check{\rho}(\mathcal{A}, \mathcal{G}) \leq \rho<1$, the relation

$$
\begin{equation*}
\mathcal{N}_{t}^{j} \subseteq \Gamma \rho^{t} \mathcal{N}_{0}^{j}, \quad \forall j \in \mathcal{V}, \quad \forall t \geq 0 \tag{9}
\end{equation*}
$$

holds, for some $\Gamma \geq 1$. Several methods exist for computing the constants in (9), e.g., Athanasopoulos and Lazar (2014), Philippe et al. (2015), Cambier et al. (2015).

We consider the forward reachability multi-set sequence $\left\{\mathcal{F}_{l}^{j}\right\}_{j \in \mathcal{V}}, l \geq 0$, with

$$
\begin{align*}
\mathcal{F}_{0}^{j} & :=\{0\}, \quad j \in \mathcal{V}  \tag{10}\\
\mathcal{F}_{l+1}^{j} & :=\cup_{(s, j, \sigma) \in \mathcal{E}} \mathcal{R}\left(\sigma, \mathcal{F}_{l}^{s}\right), \quad j \in \mathcal{V} \tag{11}
\end{align*}
$$

and the backward reachability multi-set sequence $\left\{\mathcal{B}_{l}^{j}\right\}_{j \in \mathcal{V}}$, where

$$
\begin{align*}
\mathcal{B}_{0}^{j} & =\mathcal{X}_{j}, \quad j \in \mathcal{V}  \tag{12}\\
\mathcal{B}_{l+1}^{j} & =\left(\cap_{(j, d, \sigma) \in \mathcal{E}} \mathcal{C}\left(\sigma, \mathcal{B}_{l}^{d}\right)\right) \cap \mathcal{B}_{0}^{j}, \quad j \in \mathcal{V} \tag{13}
\end{align*}
$$

The sequence (10), (11) captures the propagation of all solutions starting from the zero singleton in time. The $l$-th term of the multi-set sequence (12), (13) contains the initial conditions $(x(0), z(0)) \in \mathcal{X}_{z(0)} \times \mathcal{V}$ which satisfy the state constraints for at least the first $l$ time instants. Intuitively, each set $\mathcal{B}_{l+1}^{j}, l \geq 0, j \in \mathcal{V}$, contains the set of states in the constraint set $\mathcal{B}_{0}^{j}$ that can be transferred to each set $\mathcal{B}_{l}^{d}$ via the dynamics $\sigma$, where $d$ is any outgoing node of $j$. We recall the main theoretical results from (Athanasopoulos et al., 2017, Theorems 1-3) that are utilized in this paper. To this purpose, given the System (1)-(6) and the minimal invariant multi-set $\left\{\mathcal{S}_{m}^{j}\right\}_{j \in \mathcal{V}}$, consider the scalars

$$
\begin{align*}
& \alpha_{1}:=\min \left\{\alpha>0: \cup_{\sigma \in\{1, \ldots, N\}} \mathcal{W}_{\sigma} \subseteq \mathbb{B}(\alpha)\right\} \\
& \alpha_{2}:=\min \left\{\alpha>0: \cup_{i \in\{1, \ldots, N\}} \mathcal{W}_{i} \subseteq \alpha \cap_{i \in\{1, \ldots, N\}} \mathcal{W}_{i}\right\} \tag{15}
\end{align*}
$$

$\alpha_{3}:=\min \left\{\alpha>0: \mathbb{B}(1) \subseteq \alpha \cap_{i \in\{1, \ldots, N\}} \mathcal{W}_{i}\right\}$,
$R_{j}:=\max \left\{R: \mathbb{B}(R) \subseteq \mathcal{X}_{j}\right\}$,
$r_{j}:=\min \left\{r: \mathcal{S}_{m}^{j} \subseteq \mathbb{B}(r)\right\}$,
$c:=\min \left\{c: \mathcal{X}_{j} \subseteq c \mathcal{N}_{0}^{j}, j \in \mathcal{V}\right\}$.

[^2]Theorem 1 (Athanasopoulos et al. (2017)) The minimal invariant multi-set $\left\{\mathcal{S}_{m}^{j}\right\}_{j \in \mathcal{V}}$ with respect to the System (1)(6) is unique and equal to $\mathcal{S}_{m}^{j}=\lim _{l \rightarrow \infty} \mathcal{F}_{l}^{j}, j \in \mathcal{V}$. Consider a pair $(\Gamma, \rho)$ satisfying (9), the multi-set sequence (10), (11). Given an accuracy $\epsilon>0$ the following hold.
(i) For any $l \geq\left\lceil\log _{\rho}\left(\frac{\epsilon(1-\rho)}{\alpha_{1} \Gamma}\right)\right\rceil$, it holds that $\mathcal{F}_{l}^{j} \subseteq \mathcal{S}_{m}^{j} \subseteq$ $\mathcal{F}_{l}^{j} \oplus \mathbb{B}(\epsilon), \quad j \in \mathcal{V}$.
(ii) For any pair $(k, \lambda)$ that satisfies the inequalities $\alpha_{2} \Gamma \rho^{k} \leq \lambda, \frac{\Gamma\left(1-\rho^{k-1}\right)}{1-\rho} \leq \frac{\epsilon(1-\lambda)}{\alpha_{1} \lambda}$, the multi-set $\left\{\frac{1}{1-\lambda} \mathcal{F}_{k-1}^{j}\right\}_{j \in \mathcal{V}}$ is invariant, and furthermore, $\mathcal{S}_{m}^{j} \subseteq$ $\frac{1}{1-\lambda} \mathcal{F}_{k-1}^{j} \subseteq \mathcal{S}_{m}^{j} \oplus \mathbb{B}(\epsilon), \quad j \in \mathcal{V}$.
(iii) Consider the sequence (12), (13) and assume $\mathcal{S}_{m}^{j} \subseteq$ $\operatorname{int}\left(\mathcal{X}_{j}\right), j \in \mathcal{V}$ and let $\mathcal{N}_{0}^{j}$ given in (7). Then, there is $\bar{k}$ such that $\mathcal{B}_{\bar{k}+1}^{j}=\mathcal{B}_{\bar{k}}^{j}, j \in \mathcal{V}$, with $\bar{k} \leq \log _{\rho}\left(\frac{\min _{j \in \mathcal{V}}\left(R_{j}-r_{j}\right)}{\alpha_{1} \Gamma c}\right)$. Moreover, $\left\{\mathcal{B} \frac{j}{k}\right\}_{j \in \mathcal{V}}$ is the maximal admissible invariant multi-set.

In the absence of disturbances, i.e., when $\mathcal{W}_{\sigma}=0, \sigma \in$ $\{1, \ldots, N\}$, we can adapt Theorem 1(iii), with the equivalent bound being $\bar{k} \leq \log _{\rho}\left(\frac{\min _{j \in \mathcal{V}}\left(R_{j}\right)}{\Gamma c}\right)$, where $\Gamma, \rho$ satisfy $\|x(t)\| \leq \Gamma \rho^{t}\|x(0)\|$ and $c:=\min \left\{c: \mathcal{X}_{j} \subseteq \mathbb{B}(c)\right\}$, $R_{j}=\left\{R: \mathbb{B}(R) \subseteq \mathcal{X}_{j}\right\}, j \in \mathcal{V}$.

We note that under Assumptions 1-3 the elements of the maximal invariant multi-set $\left\{\mathcal{S}_{M}^{i}\right\}_{i \in \mathcal{V}}$ are convex while the elements of the minimal invariant multi-set $\left\{\mathcal{S}_{m}^{i}\right\}_{i \in \mathcal{V}}$ are in general non-convex (precisely they are radially convex). Following the same line of reasoning with the literature, e.g., Blanchini and Miani (2008), we can define the 'convexified' forward reachability multi-set sequence $\left\{\overline{\mathcal{F}}_{l}^{j}\right\}_{j \in \mathcal{V}}, l \geq 0$, with $\overline{\mathcal{F}}_{0}^{j}:=\{0\}$, $\overline{\mathcal{F}}_{l+1}^{j}:=\cup_{(s, j, \sigma) \in \mathcal{E}} \operatorname{conv}\left(\mathcal{R}\left(\sigma, \mathcal{F}_{l}^{s}\right)\right), \quad j \in \mathcal{V}$. The convex hull of the fixed point of the above sequence which converges to the minimal convex invariant multi-set. This allows for more efficient computations, at the price of losing accuracy on the approximation of the minimal invariant set. For more details on the convex version of Theorem1(i), (ii), see (Athanasopoulos et al., 2017, Section III.A).

## 3 The Reduced System

In this section, we compute invariant multi-sets efficiently by reducing the number of modes in the constraints graph. We focus on a subset $\mathcal{Y}$ of the nodes of $\mathcal{G}(\mathcal{V}, \mathcal{E})$, for which at least one element is visited in a walk of length $m \geq 1$.

Definition 3 (Lothaire (2002), Proposition 1.6.7.) Given a $\operatorname{graph} \mathcal{G}(\mathcal{V}, \mathcal{E})$ and an integer $m \geq 1$, a set of nodes $\mathcal{Y} \subseteq \mathcal{V}$ is called $m$-unavoidable if any walk of length $m$ starting from any node passes through at least one node $v \in \mathcal{Y}$ at
least once. We call a set of nodes unavoidable if it is $m$ unavoidable for some $m \geq 1$.

Unavoidable sets of nodes are classically known in graphtheory as feedback vertex sets, which are the sets of nodes whose removal leaves a graph acyclic. Finding the feedback vertex set of the minimum cardinality has been shown to be NP-complete Karp (1972). Nevertheless, efficient approximation schemes of the minimal feedback vertex sets exist, see for example the seminal paper Even et al. (1998). Moreover, our construction only requires to find a set containing such an unavoidable set, which allows one to operate a tradeoff between algorithmic efficiency and size of the obtained set.

Example 1 The graph $\mathcal{G}_{1}$ shown in Figure 1, has two minimal 2-unavoidable sets of nodes, namely $\{a, b\}$ and $\{a, c\}$.

Letting $\mathcal{Y} \subseteq \mathcal{V}$ be a set of $m$-unavoidable nodes of $\mathcal{G}(\mathcal{V}, \mathcal{E})$, we define the Reduced Graph $\mathcal{G}\left(\mathcal{Y}, \mathcal{E}_{\mathcal{Y}}\right)$, where

$$
\begin{equation*}
\mathcal{E}_{\mathcal{Y}}:=\left\{\left(s, d, \sigma^{\star}\right):(s, d) \in \mathcal{Y} \times \mathcal{Y}, \sigma^{\star} \in \sigma(s, d)\right. \tag{20}
\end{equation*}
$$

with no unavoidable node in the path from $s$ to $d\}$.
The edges of $\mathcal{G}\left(\mathcal{Y}, \mathcal{E}_{\mathcal{Y}}\right)$ are labeled with the sequences of labels appearing in paths between unavoidable nodes in $\mathcal{G}(\mathcal{V}, \mathcal{E})$. We consider the set of matrices $\tilde{\mathcal{A}} \subset \mathbb{R}^{n \times n}$, where $\tilde{\mathcal{A}}:=\left\{\prod_{i=0}^{p} A_{\sigma_{p-i}}:\left(s, d, \sigma_{0} \ldots \sigma_{p}\right) \in \mathcal{E}_{\mathcal{Y}}\right\}$ and denote each member of $\tilde{\mathcal{A}}$ by $\tilde{A}_{i}, i \in\{1, \ldots, \tilde{N}\}$, for some $\tilde{N} \geq 1$. We consider the corresponding set of disturbance sets $\tilde{\mathbb{W}}:=$ $\left\{\bigoplus_{j=0}^{p-1}\left(\prod_{i=0}^{p-1-j} A_{\sigma_{p-1-i}(t)} \mathcal{W}_{j}\right) \oplus \mathcal{W}_{p}:\left(s, d, \sigma_{0} \ldots \sigma_{p}\right) \in\right.$ $\left.\mathcal{E}_{y}\right\}$ and use the notation $\tilde{\mathcal{W}}_{i}$ for each member of $\tilde{\mathbb{W}}$.

Definition 4 (Reduced System) The Reduced System related to the System (1)-(6) via the unavoidable set of nodes $\mathcal{Y} \subset \mathcal{V}$ is a constrained switching system with constraints graph $\mathcal{G}\left(\mathcal{Y}, \mathcal{E}_{\mathcal{Y}}\right)$, matrix set $\tilde{\mathcal{A}}$, disturbance sets $\tilde{\mathbb{W}}$ and state constraints $\mathcal{X}_{i}, i \in \mathcal{Y}$.

Given a graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$ and a set $\mathcal{Y} \subseteq \mathcal{V}$, we denote by $\theta_{m}$ and $\theta_{M}$ the smallest and largest number of edges in a path connecting two nodes $i \in \mathcal{Y}$ in $\mathcal{G}$, i.e.,

$$
\begin{align*}
\theta_{m} & :=\min _{(i, j) \in \mathcal{Y} \times \mathcal{Y}}\left\{\left|\sigma^{\star}\right|: \sigma^{\star} \in \sigma(i, j)\right\}  \tag{21}\\
\theta_{M} & :=\max _{(i, j) \in \mathcal{Y} \times \mathcal{Y}}\left\{\left|\sigma^{\star}\right|: \sigma^{\star} \in \sigma(i, j)\right\} \tag{22}
\end{align*}
$$

The stability properties of the nominal (i.e., its disturbance free version) System (1)-(6) and the nominal Reduced System coincide, as shown in the following result.

Lemma 1 Consider the System (1)-(4) and the Reduced System associated to the System via a set of unavoidable nodes
$\mathcal{Y} \subseteq \mathcal{V}$. The following equivalence holds.

$$
\begin{equation*}
\check{\rho}(\mathcal{A}, \mathcal{G}(\mathcal{V}, \mathcal{E}))<1 \Leftrightarrow \check{\rho}\left(\tilde{\mathcal{A}}, \mathcal{G}\left(\mathcal{Y}, \mathcal{E}_{\mathcal{Y}}\right)<1 .\right. \tag{23}
\end{equation*}
$$

Proof Direction $(\Rightarrow)$ can be shown from the fact that the trajectories of the Reduced System are generated by subsequences of the ones of the original one. To show $(\Leftarrow)$, let $c:=\max _{i_{1} \ldots i_{l}}\left\{\left\|A_{i_{l}} \ldots A_{i_{1}}\right\|, 1\right\}$, where $1<l \leq \theta_{M}-1, \theta_{M}$ is given in (22), and $i_{1} \ldots i_{l}$ is an admissible switching sequence for the graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$. For any $t \geq \theta_{M}$, we can divide any switching signal in three parts, namely $\sigma(0) \ldots \sigma\left(t_{1}-1\right)$, $\sigma\left(t_{1}\right) \ldots \sigma\left(t_{2}\right), \sigma\left(t_{2}+1\right) \ldots \sigma(t-1)$, where $\sigma\left(t_{1}\right) \ldots \sigma\left(t_{2}\right)$ corresponds to a path in $\mathcal{G}\left(\mathcal{Y}, \mathcal{E}_{\mathcal{Y}}\right)$. Then, we have

$$
\begin{aligned}
\check{\rho}_{t}(\mathcal{A}, \mathcal{G}(\mathcal{V}, \mathcal{E})) & =\max _{\sigma(0) \ldots \sigma(t-1)}\left\{\left\|A_{\sigma(t-1)} \cdots A_{\sigma(0)}\right\|^{1 / t}\right\} \\
& \leq c^{1 / t} \max _{\sigma\left(t_{1}\right) \ldots \sigma\left(t_{2}\right)} \| A_{\sigma\left(t_{2}\right) \cdots A_{\sigma\left(t_{1}\right)} \|^{1 / t} c^{1 / t}} \\
& \leq c^{2 / t}\left(\check{\rho}_{t^{\star}}\left(\tilde{\mathcal{A}}, \mathcal{G}\left(\mathcal{Y}, \mathcal{E}_{\mathcal{Y}}\right)\right)^{t^{\star} / t}\right.
\end{aligned}
$$

with $\theta_{m} t \leq t^{\star} \leq \theta_{M} t$. Taking the limit when $t \rightarrow \infty$, the result follows.

The starting point for deriving the results is the observation that the forward reachability maps on the Reduced System provide inner and outer bounds on the multi-set $\left\{\mathcal{F}_{l}^{j}\right\}_{j \in \mathcal{V}}$ of the original System (1)-(6).

Lemma 2 Let $\left\{\mathcal{F}_{l}^{j}\right\}_{j \in \mathcal{V},}\left\{\tilde{\mathcal{F}}_{l}^{j}\right\}_{j \in \mathcal{Y}}, l \geq 0$, be the forward reachability multi-set sequences (10), (11) of the System (1)(4) and the Reduced System associated to the System via the set of nodes $\mathcal{Y}$ respectively. Then,

$$
\begin{equation*}
\mathcal{F}_{l \theta_{m}}^{j} \subseteq \tilde{\mathcal{F}}_{l}^{j} \subseteq \mathcal{F}_{l \theta_{M}}^{j}, \quad \forall j \in \mathcal{Y}, \quad \forall l \geq 0 \tag{24}
\end{equation*}
$$

where $\theta_{m}, \theta_{M}$ are in (21) and (22).
Proof To prove the left inclusion, we exploit that each path appearing in $\mathcal{F}_{l \theta_{m}}^{j}$ is a part of a path appearing in $\tilde{\mathcal{F}}_{l}^{j}$. Relation (24) holds with equality for $l=0$. Given an integer $j \in \mathcal{Y}$, we define the sets of pairs $\mathcal{S}_{1}(j, \mathcal{G}(\mathcal{V}, \mathcal{E}))$, $\mathcal{S}_{2}\left(j, \mathcal{G}\left(\mathcal{Y}, \mathcal{E}_{\mathcal{Y}}\right)\right)$,

$$
\begin{aligned}
& \mathcal{S}_{1}(j, \mathcal{G}(\mathcal{V}, \mathcal{E}))=\left\{\left(i_{1}, \sigma_{1}\right):\right. \\
& \left.\quad \sigma_{1} \in \sigma\left(i_{1}, j\right), i_{1} \in \mathcal{V},\left|m\left(i_{1}, j\right)\right|=l \theta_{m}+1\right\} \\
& \mathcal{S}_{2}\left(j, \mathcal{G}\left(\mathcal{Y}, \mathcal{E}_{\mathcal{Y}}\right)\right)=\left\{\left(i_{2}, \sigma_{2}\right):\right. \\
& \left.\quad \sigma_{2} \in \sigma\left(i_{2}, j\right), i_{2} \in \mathcal{Y},\left|m\left(i_{2}, j\right)\right|=l+1\right\}
\end{aligned}
$$

Let us consider an arbitrary pair $\left(i_{1}, \sigma_{1}\right) \in \mathcal{S}_{1}(j, \mathcal{G}(\mathcal{V}, \mathcal{E}))$. By construction of the Reduced graph, there exists an admissible subsequence ${ }^{4} \bar{\sigma}$, a pair $\left(i_{2}, \sigma_{2}\right) \in \mathcal{S}_{2}\left(j, \mathcal{G}\left(\mathcal{Y}, \mathcal{E}_{\mathcal{Y}}\right)\right)$

[^3]such that $\sigma_{2}=\bar{\sigma} \sigma_{1}$. Moreover,
$$
\mathcal{R}\left(\sigma_{2}, \mathcal{F}_{0}^{i_{2}}\right)=\mathcal{R}\left(\sigma_{1}, \mathcal{R}\left(\bar{\sigma}, \mathcal{F}_{0}^{i_{2}}\right)\right) \supseteq \mathcal{R}\left(\sigma_{1}, \mathcal{F}_{0}^{i_{1}}\right)
$$
because $\mathcal{F}_{0}^{i}=\mathcal{F}_{0}^{j}=\{0\}$ for any $i, j \in \mathcal{V}$. Consequently,
\[

$$
\begin{aligned}
\mathcal{F}_{l \theta_{m}}^{j} & =\bigcup_{(i, \sigma) \in \mathcal{S}_{1}(j, \mathcal{G}(\mathcal{V}, \mathcal{E}))} \mathcal{R}\left(\sigma, \mathcal{F}_{0}^{i}\right) \\
& \subseteq \bigcup_{(i, \sigma) \in \mathcal{S}_{2}\left(j, \mathcal{G}\left(\mathcal{Y}, \mathcal{E}_{\mathcal{Y}}\right)\right)} \mathcal{R}\left(\sigma, \mathcal{F}_{0}^{i}\right)=\tilde{\mathcal{F}}_{l}^{j} .
\end{aligned}
$$
\]

We can show the right inclusion in (24) using a similar reasoning.

Given the graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$ and the related Reduced Graph $\mathcal{G}(\mathcal{Y}, \tilde{\mathcal{E}})$, we define the map $f(\cdot)$ from a multi-set $\left\{\mathcal{M}^{j}\right\}_{j \in \mathcal{Y}}$, $\mathcal{M}^{j} \subset \mathbb{R}^{n}$ to a multi-set $\left\{\mathcal{K}^{j}\right\}_{j \in \mathcal{V}}, \mathcal{K}^{j} \subset \mathbb{R}^{n}$ to be

$$
f\left(\left\{\mathcal{M}^{j}\right\}_{j \in \mathcal{Y}}\right):= \begin{cases}\mathcal{M}^{j}, & j \in \mathcal{Y},  \tag{25}\\ \bigcup_{(\sigma, i) \in \mathcal{P}(j)} \mathcal{R}\left(\sigma, \mathcal{M}^{i}\right), & j \in \mathcal{V} \backslash \mathcal{Y}\end{cases}
$$

where

$$
\begin{align*}
\mathcal{P}(j):= & \left\{\left(\sigma^{\star}, i\right): i \in \mathcal{Y}, \sigma^{\star} \in \sigma(i, j)\right. \text { and } \\
& \text { no } k \in \mathcal{Y} \text { appears in the path from } i \text { to } j\} . \tag{26}
\end{align*}
$$

We write the minimal and maximal invariant multi-set of the System (1)-(6) and the Reduced System with $\left\{\mathcal{S}_{m}^{j}\right\}_{j \in \mathcal{V}}$, $\left\{\mathcal{S}_{M}^{j}\right\}_{j \in \mathcal{V}}$ and $\left\{\tilde{\mathcal{S}}_{m}^{j}\right\}_{j \in \mathcal{Y}},\left\{\tilde{\mathcal{S}}_{M}^{j}\right\}_{j \in \mathcal{Y}}$ respectively.

Theorem 2 Consider the System (1)-(6), a set of unavoidable nodes $\mathcal{Y} \subseteq \mathcal{V}$ and the corresponding Reduced System. The minimal invariant multi-set $\left\{\mathcal{S}_{m}^{j}\right\}_{j \in \mathcal{V}}$ with respect to the System (1)-(6) is

$$
\begin{equation*}
\left\{\mathcal{S}_{m}^{j}\right\}_{j \in \mathcal{V}}=f\left(\left\{\tilde{\mathcal{S}}_{m}^{j}\right\}_{j \in \mathcal{Y}}\right) \tag{27}
\end{equation*}
$$

Proof Taking the limit in (24) for $l \rightarrow \infty$, we have from Theorem 1 that $\mathcal{S}_{m}^{j} \subseteq \tilde{\mathcal{S}}_{m}^{j} \subseteq \mathcal{S}_{m}^{j}$, thus, $\mathcal{S}_{m}^{j}=\tilde{\mathcal{S}}_{m}^{j}$, for all $j \in \mathcal{Y}$. For all $v \in \mathcal{V} \backslash \mathcal{Y}$ we have for any $l \geq \theta_{M}$ $\mathcal{F}_{l}^{v}=\bigcup_{p=1}^{\theta_{M}} \bigcup_{\left\{\left(\sigma^{\star}, i\right) \in \mathcal{P}(j):\left|\sigma^{\star}\right|=p\right\}} \mathcal{R}\left(\sigma^{\star}, \mathcal{F}_{l-p}^{i}\right)$, and taking the limit as $l \rightarrow \infty$ relation (27) follows.

Analogously to Theorem 2 we can establish similar results for the corresponding $\epsilon$-approximations. In particular, we can obtain inner and outer approximations of the minimal invariant multi-set utilizing only the Reduced System. This is stated formally in the following Corollary.

Corollary 1 Consider the System (1)-(6), a set of unavoidable nodes $\mathcal{Y} \subset \mathcal{V}$ and the associated Reduced System. Let $\alpha_{1}-\alpha_{3}, \tilde{\alpha_{1}}-\tilde{\alpha_{3}},(14),(15)$, (16) correspond to the System and the Reduced System respectively. Let the pairs $(\Gamma, \rho)$,
( $\tilde{\Gamma}, \tilde{\rho})$ satisfy (9) for the System and the Reduced System respectively. Consider the multi-set sequence $\left\{\tilde{\mathcal{F}}_{l}^{j}\right\}_{j \in \mathcal{V}}, l \geq 0$, where $\left\{\tilde{\mathcal{F}}_{l}^{j}\right\}_{j \in \mathcal{V}}=f\left(\left\{\tilde{\mathcal{F}}_{l}^{j}\right\}_{j \in \mathcal{Y}}\right)(25)$ and $\left\{\tilde{\mathcal{F}}_{l}^{j}\right\}_{j \in \mathcal{Y}, l} l \geq 0$ is generated as in (10), (11) for the Reduced System. For any accuracy $\epsilon>0$ the following hold.
(i) For any integer $l \geq\left\lceil\log _{\tilde{\rho}}\left(\frac{\epsilon(1-\tilde{\rho})}{\tilde{\alpha}_{1} \tilde{\Gamma} \max \left\{1, \Gamma \rho \alpha_{3} \alpha_{1}\right\}}\right)\right\rceil$, it holds that $\tilde{\mathcal{F}}_{l}^{j} \subseteq \mathcal{S}_{m}^{j} \subseteq \tilde{\mathcal{F}}_{l}^{j} \oplus \mathbb{B}(\epsilon), \quad \forall j \in \mathcal{V}$.
(ii) For any pair $(k, \lambda), k \geq 1, \lambda \in(0,1)$ that satisfy the inequalities $\tilde{\alpha}_{2} \tilde{\Gamma} \tilde{\rho}^{k} \leq \lambda$, and $\max \left\{1, \alpha_{1} \alpha_{3} \Gamma \rho\right\} \tilde{\Gamma} \tilde{\alpha}_{1} \lambda(1-$ $\left.\tilde{\rho}^{k}\right)$ leq $\epsilon(1-\tilde{\rho})(1-\lambda)$, the multi-set $\left\{\frac{1}{1-\lambda} \tilde{\mathcal{F}}_{l}^{j}\right\}_{j \in \mathcal{V}}$ is invariant with respect to the System (1)-(6). Furthermore, $\mathcal{S}_{m}^{j} \subseteq \frac{1}{1-\lambda} \tilde{\mathcal{F}}_{k-1}^{j} \subseteq \mathcal{S}_{m}^{j} \oplus \mathbb{B}(\epsilon), \quad \forall j \in \mathcal{V}$.

The proof is in Appendix A for completeness. We show next an analogous result for the maximal invariant multi-set.

Lemma 3 Consider the maximal invariant multi-set $\left\{\mathcal{S}_{M}^{j}\right\}_{j \in \mathcal{V}}$ with respect to the System (1)-(6). Consider the multi-set sequence $\left\{\tilde{\mathcal{B}}_{l}^{j}\right\}_{j \in \mathcal{V}}$ generated by (13) with $\tilde{\mathcal{B}}_{0}^{j}=\hat{\mathcal{X}}_{j}$, where $\mathcal{S}_{M}^{j} \subseteq \hat{\mathcal{X}}_{j} \subseteq \mathcal{X}_{j}, j \in \mathcal{V}$ and $\tilde{\mathcal{X}}_{j}$ are $C$ sets. Then, the multi-set sequence converges to the maximal invariant multi-set $\left\{\mathcal{S}_{M}^{j}\right\}_{j \in \mathcal{V}}$.

Proof By Theorem 1(iii) the multi-set $\left\{\tilde{\mathcal{B}}_{l}^{j}\right\}_{j \in \mathcal{V}}$ converges to the maximal invariant multi-set $\left\{\tilde{\mathcal{S}}_{M}^{j}\right\}_{j \in \mathcal{V}}$ of (1)-(6) with constraints $\hat{\mathcal{X}}_{j}, j \in \mathcal{V}$. Since $\mathcal{S}_{M}^{j} \subseteq \hat{\mathcal{X}}_{j}, j \in \mathcal{V}$, then necessarily $\tilde{\mathcal{S}}_{M}^{j} \supseteq \mathcal{S}_{M}^{j}, j \in \mathcal{V}$. On the other hand, since $\hat{\mathcal{X}}_{j} \subseteq \mathcal{X}_{j}$, $j \in \mathcal{V}$, it holds that $\tilde{\mathcal{S}}_{M}^{j} \subseteq \mathcal{S}_{M}^{j}$ and the result follows.

We define the sets of pairs

$$
\begin{align*}
\mathcal{T}(j) & :=\left\{\left(\sigma^{\star}, i\right): \sigma^{\star} \in \sigma(j, i)\right. \text { and } \\
& \text { no } k \in \mathcal{Y} \text { appears in the path from } j \text { to } i\} . \tag{28}
\end{align*}
$$

Theorem 3 Consider the System (1)-(6), a set of unavoidable nodes $\mathcal{Y} \subseteq \mathcal{V}$ and the corresponding Reduced System with a different constraint multi-set $\left\{\tilde{\mathcal{X}}_{j}\right\}_{j \in \mathcal{Y}}$, where

$$
\tilde{\mathcal{X}}_{j}:=\mathcal{X}_{j} \bigcap_{(\sigma, d) \in \mathcal{T}(j)} \mathcal{C}\left(\sigma, \mathcal{X}_{d}\right),
$$

$j \in \mathcal{Y}$ and $\mathcal{T}(j)$ defined in (28). Let $\left\{\tilde{\mathcal{S}}_{M}^{j}\right\}_{j \in \mathcal{Y}}$ be the maximal invariant multi-set of the Reduced System. Then, the maximal invariant multi-set $\left\{\mathcal{S}_{M}^{j}\right\}_{j \in \mathcal{V}}$ with respect to the System (1)-(6) is given by (30), where

$$
\mathcal{B}_{0}^{j}:= \begin{cases}\tilde{\mathcal{S}}_{M}^{j}, & j \in \mathcal{Y},  \tag{29}\\ \mathcal{X}_{j}, & j \in \mathcal{V} \backslash \mathcal{Y} .\end{cases}
$$

$$
\mathcal{S}_{M}^{j}:= \begin{cases}\tilde{\mathcal{S}}_{M}^{j}, & j \in \mathcal{Y}  \tag{30}\\ \bigcap_{\{d \in \mathcal{Y}: m(j, d) \cap \mathcal{Y}=\{d\}\}} \\ \left.\left.\bigcap_{\{i \in m(j, d) \backslash\{j\}\}} \mathcal{C}\left(\sigma(j, i), \mathcal{B}_{0}^{i}\right)\right)\right) \cap \mathcal{X}_{j}, & j \in \mathcal{V} \backslash \mathcal{Y} .\end{cases}
$$

Proof Consider the multi-set sequence $\left\{\mathcal{B}_{l}^{j}\right\}_{j \in \mathcal{V}}, l \geq 0$ generated by (13) with initial condition (29). By Lemma 3, $\left\{\mathcal{B}_{l}^{j}\right\}_{j \in \mathcal{V}}$ converges to the maximal invariant multiset $\left\{\mathcal{S}_{M}^{j}\right\}_{j \in \mathcal{V}}$, since for each $j \in \mathcal{V}$, it holds that $\mathcal{S}_{M}^{j} \subseteq \mathcal{B}_{0}^{j} \subseteq \mathcal{X}_{j}$. We first show that the upper branch of (30) holds for all $l \geq 0, j \in \mathcal{Y}$, i.e.,

$$
\begin{equation*}
\mathcal{B}_{l}^{j}=\tilde{\mathcal{S}}_{M}^{j}, \quad j \in \mathcal{Y}, l \geq 0 \tag{31}
\end{equation*}
$$

For $l=0$, (31) holds by definition. Assuming that (31) holds for $l=k$, for $l=k+1$ we can write $\mathcal{B}_{k+1}^{j}$ as

$$
\mathcal{B}_{k+1}^{j}=\tilde{\mathcal{S}}_{M}^{j} \cap \mathcal{H}_{1} \cap \mathcal{H}_{2},
$$

where

$$
\begin{equation*}
\mathcal{H}_{1}=\bigcap_{p=1}^{\max \left\{\theta_{M}, k\right\}} \bigcap_{\{(\sigma, d) \in \mathcal{T}(j): d \in \mathcal{Y},|\sigma|=p\}} \mathcal{C}\left(\sigma, \mathcal{B}_{k-p}^{d}\right) \tag{32}
\end{equation*}
$$

Since $\mathcal{B}_{0}^{j}=\mathcal{B}_{k}^{j}=\tilde{\mathcal{S}}_{M}^{j}$ and the set sequence $\left\{\mathcal{B}_{l}^{j}\right\}_{l \geq 0}$, for any index $j \in \mathcal{V}$, is monotonically non-increasing, it necessarily holds $\mathcal{B}_{l}^{j}=\tilde{\mathcal{S}}_{M}^{j}$ for all $l=0, \ldots, k$. Consequently, in (32) we have $\mathcal{B}_{k-p}^{d}=\tilde{\mathcal{S}}_{M}^{d}$, and since $\left\{\tilde{\mathcal{S}}_{M}^{j}\right\}_{j \in \mathcal{V}}$ is the maximal invariant multi-set for the Reduced System, we have for each element of the intersection that $\mathcal{C}\left(\sigma, \tilde{\mathcal{S}}_{M}^{d}\right) \supseteq \tilde{\mathcal{S}}_{M}^{j}$, thus, $\tilde{\mathcal{S}}_{M}^{j} \cap \mathcal{H}_{1}=\mathcal{B}_{0}^{j}$. Regarding the term $\mathcal{H}_{2}$, it is sufficient to observe that for each element of the intersection we have $\mathcal{C}\left(\sigma, \mathcal{B}_{0}^{d}\right)=\mathcal{C}\left(\sigma, \mathcal{X}_{d}\right) \supseteq \tilde{\mathcal{X}}_{d}$, thus, $\tilde{\mathcal{S}}_{M}^{j} \cap \mathcal{H}_{2}=\tilde{\mathcal{S}}_{M}^{j}$ and $\mathcal{B}_{k+1}^{j}=\tilde{\mathcal{S}}_{M}^{j}$.

To show the lower branch of (30), it suffices to take any $l \geq \theta_{M}$ and calculate $\mathcal{B}_{l}^{j}$, for all $j \in \mathcal{V} \backslash \mathcal{Y}$.

### 3.1 Application to minimum dwell time constraints

Systems under dwell time constraints can be modeled as constrained switching systems. These constraints impose a restriction on how fast the switching from one mode to another is allowed. In specific, given a set of $N$ modes, $N>1$, and a dwell time $\tau>1$, the dynamics of the system may switch from a mode $i$ to another mode $j$ only if the system followed the dynamics of the mode $i$ for at least $\tau$ consecutive time instants. This system can be described by (1)-(6) with a graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$ with $|\mathcal{V}|=N(N-1)(\tau-1)+N$, $|\mathcal{E}|=N(N-1) \tau+N$. For example, when $N=2$, a graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$ that captures these constraints is shown in Figure 5.


Fig. 5. The dwell-time constraints graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$ (above) for a system consisting of two nodes, with a dwell-time $\tau>1$ and the Reduced Graph taking $\mathcal{Y}=\{1, \tau+1\}$ (below).


Fig. 6. Example 2: Left, the two elements of the multi-set corresponding to the $10^{-2}$-approximation of the minimal invariant multi-set of the Reduced system (see Fig. 5, lower part, for $\tau=6$ ) are shown in blue. The minimal DDT-invariant set computed in Dehghan and Ong (2012a) is depicted in grey. One can see that the minimal-DDT-invariant set fails to represent a minimal set of points in which the trajectories are confined. Right, all elements of the $10^{-2}$-approximation of the minimal invariant multi-set of the system are shown.

The smallest set of unavoidable nodes is unique and consists of $N$ nodes. The Reduced graph $\mathcal{G}\left(\mathcal{Y}, \mathcal{E}_{\mathcal{Y}}\right)$ is a fully connected graph with $|\mathcal{Y}|=N,\left|\mathcal{E}_{\mathcal{Y}}\right|=N^{2}$, significantly less compared to the original graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$.

Example 2 We consider the example in (Dehghan and Ong, 2012a, Section 6, Systems Ia, Ib). Therein, the notions of the minimal Disturbance Dwell-Time (DDT) invariance and constraint admissible maximal DDT invariance were introduced. DDT invariance is a type of invariance that relates to a truncated system trajectory corresponding to the so-called 'admissible sequence' (Dehghan and Ong, 2012a, Definitions 1, 2). In our framework, this switching sequence corresponds to a path $\mathcal{G}(\mathcal{V}, \mathcal{E})$ that necessarily starts and ends in an unavoidable node (for example the node 1 or $\tau+1$ in Figure 5). We consider two modes $A_{1}=\left[\begin{array}{cc}0.1321 & 0.2494 \\ -2.4940 & -0.1173\end{array}\right]$, $A_{2}=\left[\begin{array}{cc}0.9885 & 0.4406 \\ -0.0441 & 0.7682\end{array}\right], \mathcal{W}_{1}=\mathcal{W}_{2}=\mathbb{B}_{\infty}\left(10^{-3}\right)$, constraint sets $\mathcal{X}_{i}=\mathbb{B}_{\infty}(1), i \in \mathcal{V}$ and dwell times equal to $\tau=6$

Table 1
Example 2, computation times for the construction of the maximal invariant multi-set (second column, Theorem 3 ), the $10^{-2}-$ approximation of the minimal invariant multi-set (fourth column, Corollary 1(i)) and the maximal and minimal Disturbance Dwell Time Invariant set from Dehghan and Ong (2012a) (third and fifth column respectively).
and $\tau=10$. From Theorem 3 and by the convex version of Corollary 1(i), we compute the maximal invariant multi-set and a $10^{-2}$-approximation of the convex minimal invariant multi-set. The computation times are shown in Table $1^{5}$. They are faster by at least an order of magnitude, compared to Dehghan and Ong (2012a), although additional information is generated about the behaviour of the system. The computation time for obtaining the reduced system is negligible compared to the time required for the reachability computations. The $10^{2}$-approximation of the minimal invariant multi-set is shown in Figure 6 (left), while the union of the multi-set is compared to the computed minimal DDT set in Figure 6 (right). We observe that the concept of multi-set invariance offers an accurate characterization of where the system trajectories lie at all times, as opposed to the conservative approximation offered by the minimal DDT set.

## 4 The Lifted System

In this section we take a somewhat opposite approach, and show that one can also benefit from increasing the size of the switching constraints graph. We apply two liftings on the graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$ that defines the switching constraints on the System (1)-(6). The relation between the minimal and maximal invariant multi-sets between the System and the Lifted System can be exploited in several directions.

### 4.1 The Iterated Dynamics Lift (T-Lift)

We consider first the Iterated dynamics Lift, see e.g. the relevant works dealing with the stability analysis problem Lazar et al. (2013), Geiselhart et al. (2014), Philippe et al. (2015).

Definition 5 (Iterated Dynamics Lift ( $T$-Lift) Philippe et al. (2015)) Consider the System (1)-(6) and the switching constraints graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$. Given an integer $T \geq 1$, the T-product lifted graph $\mathcal{G}_{T}\left(\mathcal{V}, \mathcal{E}_{T}\right)$, or, $\mathcal{G}_{T}$, is a graph having the same nodes as $\mathcal{G}(\mathcal{V}, \mathcal{E})$ and the set of edges $\mathcal{E}_{T}:=\left\{\left(i, j, \sigma^{\star}\right):(i, j) \in \mathcal{V} \times \mathcal{V}, \sigma \in \sigma(i, j),\left|\sigma^{\star}\right|=T\right\}$.

Intuitively, there is an edge between a node $i \in \mathcal{V}$ and $j \in \mathcal{V}$ in $\mathcal{G}_{T}\left(\mathcal{V}, \mathcal{E}_{T}\right)$ whenever there is a walk between $i$ and $j$ in $\mathcal{G}(\mathcal{V}, \mathcal{E})$ of length $T$. We let $\mathcal{A}^{T}:=$

[^4]$\left\{\prod_{i=1}^{T} A_{\sigma_{T-i}}:\left(i, j, \sigma_{1} \ldots \sigma_{T}\right) \in \mathcal{E}_{T}\right\}$ denote the set of matrices formed by the products corresponding to labels appearing in a walk of length $T$ in the graph $(\mathcal{G}, \mathcal{V})$ and $\mathbb{W}^{T}:=\left\{\bigoplus_{i=1}^{T}\left(\prod_{j=1}^{T-i} A_{\sigma_{T-j}} \mathcal{W}_{\sigma_{i}}\right):\left(i, j, \sigma_{1} \ldots \sigma_{T}\right) \in \mathcal{E}_{T}\right\}$ the corresponding set of disturbance sets of the iterated dynamics.

We note that in terms of memory storage space, the size of the lifted graph is in general an exponential function of the lifting parameter $T$. Nevertheless, the sets computed by the backward or forward reachability iterative methods have a description of an exponentially increasing complexity as well in general (for example half-space or vertex representation when dealing with polytopes). As a consequence, the price paid by increasing the problem size by the lifting may well be negligible in comparison to the cost of the brute-force application of a propagation algorithm. In Section 4.1.1, we explicitly describe the computational gain obtained due to the lifting method.

Definition 6 [Iterated Dynamics Lifted System ( $T$-Lifted System)] Given an integer $T \geq 1$, the Iterated Dynamics Lifted System, or, $T$-Lifted System, related to the System (1)-(6) is a constrained switching system with constraints graph $\mathcal{G}_{T}\left(\mathcal{V}, \tilde{\mathcal{E}}_{T}\right)$, matrix set $\mathcal{A}_{T}$, disturbance sets $\mathbb{W}^{T}$ and state constraints $\mathcal{X}_{i}, i \in \mathcal{V}$.

The asymptotic stability properties of the System (1)-(6) and the $T$-Lifted System coincide (Philippe et al., 2015, Theorem 3.2), precisely it holds

$$
\begin{equation*}
\check{\rho}\left(\mathcal{A}_{T}, \mathcal{G}_{T}\right)=(\check{\rho}(\mathcal{A}, \mathcal{G}))^{T} . \tag{34}
\end{equation*}
$$

We establish next the relationship between the minimal and maximal invariant multi-sets of the System and the Lifted System.

Theorem 4 Consider the System (1)-(6), an integer $T \geq$ 1 and the corresponding $T$-Lifted System. Let $\left\{\mathcal{S}_{m}^{j}\right\}_{j \in \mathcal{V}}$, $\left\{\check{\mathcal{S}}_{M}^{j}\right\}_{j \in \mathcal{V}}$ be the minimal and the maximal invariant multiset of the T-Lifted System. The following hold.
(i) The multi-set $\left\{\mathcal{S}^{j}\right\}_{j \in \mathcal{V}}$, with

$$
\begin{equation*}
\mathcal{S}^{j}=\check{\mathcal{S}}_{m}^{j} \bigcup_{\left\{\left(\sigma^{\star}, s\right): \sigma^{\star} \in \sigma(s, j),\left|\sigma^{\star}\right| \leq T-1\right\}} \mathcal{R}\left(\sigma^{\star}, \check{\mathcal{S}}_{m}^{s}\right), \tag{35}
\end{equation*}
$$

$j \in \mathcal{V}$, is the minimal invariant multi-set with respect to the System (1)-(6).
(ii) The multi-set $\left\{\mathcal{S}^{j}\right\}_{j \in \mathcal{V}}$, with

$$
\begin{equation*}
\mathcal{S}^{j}=\check{\mathcal{S}}_{M}^{j} \bigcap_{\left\{\left(\sigma^{\star}, d\right): \sigma^{\star} \in \sigma(j, d)\left|,\left|\sigma^{\star}\right| \leq T-1\right\}\right.} \mathcal{C}\left(\sigma^{\star}, \check{\mathcal{S}}_{M}^{d}\right), \tag{36}
\end{equation*}
$$

$j \in \mathcal{V}$, is the maximal invariant multi-set with respect to the System (1)-(6).

Proof (i) Given a node $j \in \mathcal{V}$ and a graph $\mathcal{G}$ we define the set

$$
\mathcal{L}(\mathcal{G}, j):=\lim _{p \rightarrow \infty}\left\{\sigma^{\star} \in \sigma(i, j): i \in \mathcal{V},\left|\sigma^{\star}\right|=p\right\} .
$$

By considering the sets $\mathcal{L}_{1}=\mathcal{L}(\mathcal{G}, j), \mathcal{L}_{2}=\mathcal{L}\left(\mathcal{G}_{T}, j\right)$, we can express the elements $\mathcal{S}_{m}^{j}$ and $\mathcal{S}_{m}^{j}$ of the minimal invariant multi-set of the System and the T-Lifted System respectively by

$$
\mathcal{S}_{m}^{j}=\bigcup_{\sigma \in \mathcal{L}_{1}} \mathcal{R}(\sigma,\{0\}), \quad \check{\mathcal{S}}_{m}^{j}=\bigcup_{\sigma \in \mathcal{L}_{2}} \mathcal{R}(\sigma,\{0\}) .
$$

For any sequence $\sigma_{1} \in \mathcal{L}_{1}$, there is a (possibly empty) sequence $\bar{\sigma}, 0 \leq \bar{\sigma} \leq T-1$ such that $\sigma_{1}=\sigma_{2} \bar{\sigma}$. Taking into account that $\mathcal{R}\left(\sigma_{2} \bar{\sigma},\{0\}\right)=\mathcal{R}\left(\bar{\sigma}, \mathcal{R}\left(\sigma_{2},\{0\}\right)\right)$ the result follows. The proof of (ii) follows a similar path.

Similarly to Theorem 1(i), (iii), we establish upper bounds for computing invariant multi-sets for the T-Lifted System and show that they can be computed in a fraction of steps compared to System (1)-(6).

Proposition 1 Consider the System (1)-(6), an integer $T \geq$ 1, the corresponding T-Lifted System, the respective scalars (14)-(19) for the System and the T-Lifted System, an accuracy $\epsilon>0$ and the quantities $l_{1}=\left\lceil\log _{\rho}\left(\frac{\epsilon(1-\rho)}{\alpha_{1} \Gamma}\right)\right\rceil, l_{2}=$ $\left\lceil\log _{\rho} \frac{\min _{j \in \mathcal{V}} R_{j}-r_{j}}{\alpha_{1} \Gamma c}\right\rceil$. An inner $\epsilon$-approximation of the minimal invariant multi-set $\left\{\check{\mathcal{S}}_{m}^{j}\right\}_{j \in \mathcal{V}}$ and the maximal invariant multi-set $\left\{\breve{\mathcal{S}}_{M}^{j}\right\}_{j \in \mathcal{V}}$ of the T-Lifted System can be computed at most after $\check{l}_{1}$ and $\check{l}_{2}$ iterations respectively, where

$$
\begin{equation*}
\check{l}_{1}=\left\lceil\frac{l_{1}+\delta_{1}}{T}\right\rceil, \quad \check{l}_{2}=\left\lceil\frac{l_{2}+\delta_{2}}{T}\right\rceil, \tag{37}
\end{equation*}
$$

and $\delta_{1}=\log _{\rho} \frac{\alpha_{1}\left(1-\rho^{T}\right)}{\check{\alpha}_{1}(1-\rho)}, \delta_{2}=\log _{\rho}\left(\frac{\alpha_{1} c \min _{j \in \mathcal{V}}\left(R_{j}-\check{r}_{j}\right)}{\tilde{\alpha}_{1} \check{c} \min _{j \in \mathcal{V}}\left(R_{j}-r_{j}\right)}\right)$.
Proof From (34), there exist pairs $(\Gamma, \rho),(\check{\Gamma}, \check{\rho})$ such that (9) holds for the System (1)-(6) and the T-product Lifted System respectively. Moreover, we have $\mathcal{N}_{0}^{j}=\cup_{(s, j, \sigma) \in \mathcal{E}} \mathcal{W}_{\sigma} \subseteq$ $\cup_{\left\{\sigma^{\star} \in \sigma(i, j):|\sigma|=T\right\}} \mathcal{R}\left(\sigma^{\star},\{0\}\right)=\check{\mathcal{N}}_{0}^{j}$, where $\mathcal{N}_{0}^{j}, \check{\mathcal{N}}_{0}^{j}, j \in \mathcal{V}$ are defined as in (7). We consider the multi-set sequences $\left\{\mathcal{N}_{l}^{j}\right\}_{j \in \mathcal{V}},\left\{\check{\mathcal{N}}_{l}^{j}\right\}_{j \in \mathcal{V}}, l \geq 0$, generated by (8). Since $\mathcal{N}_{0}^{j} \subseteq$ $\check{\mathcal{N}}_{0}^{j}, j \in \mathcal{V}$, we have $\mathcal{N}_{t T}^{j} \subseteq \Gamma \rho^{t T} \mathcal{N}_{0}^{j} \subseteq \Gamma \rho^{t T} \check{\mathcal{N}}_{0}^{j}$. Thus, we can choose the pair $(\check{\Gamma}, \check{\rho})$ to be

$$
\begin{equation*}
\check{\rho}=\rho^{T}, \quad \check{\Gamma}=\Gamma . \tag{38}
\end{equation*}
$$

Applying Theorem 1(i), (iii) to the T-Lifted System and taking into account (38), the upper bounds (37) are calculated directly.

### 4.1.1 How to choose the lift degree $T$

Proposition 1 and Theorem 4 can be combined to compute $\epsilon-$ approximations of the minimal invariant multi-set, as well as the maximal invariant multi-set of the System (1)-(6) via the T-Lifted System. In this subsection, we focus on quantifying this potential computational gain by formulating a suitable cost function on the computational burden that depends on the lift degree $T$. From the backward reachability multiset sequence (12), (13) and relation (36) we can distinguish between two main operations, the basic iteration and the intersection operation.

Definition 7 Given a matrix $A \in \mathbb{R}^{n \times n}$ and the sets $\mathcal{S} \subset \mathbb{R}^{n}$ and $\mathcal{W} \subset \mathbb{R}^{n}$, we call basic iteration the mapping $f_{-}(\mathcal{S}, \mathcal{W}):=\left\{x \in \mathbb{R}^{n}: \forall w \in \mathcal{W}, A x+w \in \mathcal{S}\right\}$ and the mapping $f_{+}(\mathcal{S}, \mathcal{W})=\{A x+w: x \in \mathcal{S}, w \in \mathcal{W}\}$. Moreover, given an integer $q \geq 2$ and the sets $\mathcal{S}_{i} \subset \mathbb{R}^{n}$, $i=1, \ldots, q$, the intersection operation is the mapping $f_{\cap}\left(\mathcal{S}_{1}, \ldots, \mathcal{S}_{q}\right)=\cap_{i=1}^{q} \mathcal{S}_{i}$.

Given a graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$, we define its adjacency matrix $A \in$ $\mathbb{R}^{|\mathcal{V}| \times|\mathcal{V}|}$ to have elements $a_{i j}$ equal to the number of edges starting from node $i$ and ending to node $j$, and equal to 0 otherwise. Letting $d_{1}(T)$ denote the number of basic iterations required for the computation of the maximal invariant multi-set and $d_{2}(T)$ denote the corresponding number of intersections of sets, we have

$$
\begin{align*}
& d_{1}(T)=\left(\left\lceil\frac{l_{2}+\delta_{2}}{T}\right\rceil\left\|A^{T} 1\right\|_{1}+\sum_{i=0}^{T-1}\left\|A^{i} 1\right\|_{1}\right)  \tag{39}\\
& d_{2}(T)=\left(\left\lceil\frac{l_{2}+\delta_{2}}{T}\right\rceil+1\right)|\mathcal{V}| \tag{40}
\end{align*}
$$

where $l_{2}, \delta_{2}$ are given in Proposition 1. One can formulate a cost function $J\left(d_{1}(T), d_{2}(T)\right)$ that models the computational burden of the procedure and retrieve an optimal lift degree ${ }^{6}$. Similar formulations are possible for describing the computational cost of computing $\epsilon$-approximations of the minimal invariant multi-set via Theorem 4(i).

Example 3 We consider the arbitrary switching system in (Blanchini and Miani, 2008, Example 5.23), consisting of two modes with $A_{1}=\left[\begin{array}{cc}1 & 2.5 \cdot 10^{-4} \\ -5 \cdot 10^{-4} & 0.99975\end{array}\right]$, $A_{2}=\left[\begin{array}{cc}1 & 2.5 \cdot 10^{-4} \\ -2.2425 \cdot 10^{-3} & 0.99975\end{array}\right]$. The switching constraints graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$ has one node with two self-loops, labeled by 1 and 2 . We consider $\mathcal{X}=\mathbb{B}_{\infty}(1)$ and $\mathcal{W}_{1}=\mathcal{W}_{2}=\{0\}$.

[^5]The adjacency matrix of the graph is $A=2$. To decide the lift degree $T$, we choose the cost $J(T)=d_{1}(T)+40 d_{2}(T)$, where $d_{1}(T), d_{2}(T)$ are given in (39) and (40) respectively. The choice is motivated by empirical observation of the computational cost of the mathematical operations. The minimizer of the cost function is $T^{\star}=4$. Utilizing Proposition 1, we first compute the maximal invariant set of the 4 -Lifted system $\check{\mathcal{S}}_{M}$. Next, from Theorem 4(ii) we compute the maximal invariant set $\mathcal{S}_{M}$, with a corresponding computation time 23 seconds ${ }^{7}$. In comparison, the classical backward reachability algorithm corresponds to $T=1$ and 90 seconds computation time. In Figure 7 the actual time


Fig. 7. Example 3, the time spent for computing $\mathcal{S}_{M}$ (blue) and the number of vertices of $\check{\mathcal{S}}_{M}$ (red), for different choices of the lift $T$.
spent for computing $\mathcal{S}_{M}$ for different choices of the $T$ is shown in blue line in logarithmic scale. We observe that the actual optimal lift degree is equal to $T^{\star}=4$. In the same Figure, the number of vertices of $\breve{S}_{M}$ is also shown in red.

### 4.2 The Path-Dependent Lift (P-Lift)

We exploit the Path-Dependent lifting, studied in Bliman and Ferrari-Trecate (2003), Lee and Dullerud (2006), and Philippe et al. (2015) where it provided asymptotically tight approximations to the constrained joint spectral radius.

Definition 8 [Path Dependent Lift ( $P$-Lift) Lee and Dullerud (2006)] Consider an integer $P \geq 1$ and $a$ System (1)-(6) corresponding to a graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$. The Path-Dependent lifted graph $\mathcal{G}_{P}\left(\mathcal{V}_{P}, \mathcal{E}_{P}\right)$, or $\mathcal{G}_{P}$, is a graph with the set of nodes $\mathcal{V}_{P}:=\left\{v_{i_{1}} \sigma_{i_{1}} v_{i_{2}} \cdots v_{i_{P+1}}\right.$ : $\left.\left(v_{i_{j}}, v_{i_{j+1}}, \sigma_{i_{j}}\right) \in \mathcal{E}, j \in\{1, \ldots, P\}\right\}$, and the set of edges $\mathcal{E}_{P}:=\left\{\left(v_{a}, v_{b}, \sigma\right): v_{a}=v_{i_{1}} \sigma_{i_{1}} \cdots v_{i_{P+1}}, v_{b}=\right.$ $v_{i_{2}} \sigma_{i_{2}} \cdots v_{i_{P+2}}, \sigma=\sigma_{i_{P+1}}, \sigma_{i_{j}} \in\{1, \ldots, N\}, v_{i_{j}} \in \mathcal{V}, j \in$ $\{1, \ldots, P+2\}\}$.

Roughly, the $P$-Lifted graph $\mathcal{G}_{P}\left(\mathcal{V}_{P}, \mathcal{E}_{P}\right)$ has as many nodes as different walks of length $P$ in the graph $\mathcal{G}(\mathcal{V}, \mathcal{E})$. For a

[^6]node $j \in \mathcal{V}$, we define the subsets of nodes $\mathcal{J}(j) \subseteq \mathcal{V}_{P}$ to be
\[

$$
\begin{equation*}
\mathcal{J}(j):=\left\{v \in \mathcal{V}_{P}: v=v_{i_{1}} \sigma_{i_{1}} \cdots j\right\} \tag{41}
\end{equation*}
$$

\]

Similarly to the T-lifted graph, the memory size required to store the obtained lifted graph is generally an exponential function of the lifting parameter $P$. Nevertheless, as we see in the sequel, it is a controlled price that is paid to establish non-convex approximations of the minimal invariant multiset. Compared to the brute-force strategy of storing the nonconvex forward reachability multi-sets (which are unions of an exponentially increasing number of convex sets), this additional degree of freedom allows us to establish nonconvex approximations of forward reachability operations efficiently.

Definition 9 [Path-Dependent Lifted System ( $P$-Lifted System)] Given an integer $P \geq 1$, the Path-Dependent Lifted System, or P-Lifted System, related to the System (1)(6) is a constrained switching system with constraints graph $\mathcal{G}_{P}\left(\mathcal{V}_{P}, \mathcal{E}_{P}\right)$, matrix set $\mathcal{A}$, disturbance sets $\mathbb{W}$ and state constraints $\mathcal{X}_{a}:=\mathcal{X}_{j}$ for any node $a \in \mathcal{J}(j)$.

Example 4 The P-Lifted Graph, $P=1$, of the Graph in Figure 1 is in Figure 4. Moreover, we have $\mathcal{X}_{a 2 a}:=\mathcal{X}_{a}$, $\mathcal{X}_{a 1 b}=\mathcal{X}_{b}, \mathcal{X}_{b 1 c}=\mathcal{X}_{c}, \mathcal{X}_{c 2 b}=\mathcal{X}_{b}, \mathcal{X}_{c 1 a}=\mathcal{X}_{a}$ and $\mathcal{J}(a)=$ $\{a 1 a, c 1 a\}, \mathcal{J}(b)=\{a 1 b, c 2 b\}, \mathcal{J}(c)=\{b 1 c\}$.

Theorem 5 Consider the System (1)-(6), an integer $P \geq$ 1 and the corresponding $P$-Lifted System. Let $\left\{\mathcal{S}_{m}\right\}_{j \in \mathcal{V}}$, $\left\{\mathcal{S}_{M}^{j}\right\}_{j \in \mathcal{V}},\left\{\check{\mathcal{S}}_{m}^{j}\right\}_{j \in \mathcal{V}_{P}}$ and $\left\{\check{\mathcal{S}}_{M}^{j}\right\}_{j \in \mathcal{V}_{P}}$ be the minimal and maximal invariant multi-set of the System (1)-(6) and the $P$-Lifted System respectively. The following hold.
(i) $\mathcal{S}_{m}^{j}=\bigcup_{i \in \mathcal{J}(j)} \check{\mathcal{S}}_{m}^{i}$, for all $j \in \mathcal{V}$.
(ii) $\mathcal{S}_{M}^{j}=\breve{\mathcal{S}}_{M}^{i}$, for all $j \in \mathcal{V}$, for all $i$ in $\mathcal{J}(j)$,

Proof (i) Let $\left\{\mathcal{F}_{l}^{j}\right\}_{j \in \mathcal{V}}$ and $\left\{\check{\mathcal{F}}_{l}^{j}\right\}_{j \in \mathcal{V}_{P}}, l \geq 0$ denote the members of the multi-set sequences generated by (10), (11), for the System (1)-(6) and the $P$-Path-dependent Lifted system respectively. We show that

$$
\begin{equation*}
\mathcal{F}_{l}^{j}=\bigcup_{i \in \mathcal{J}(j)} \check{\mathcal{F}}_{l}^{i}, \quad j \in \mathcal{V} \tag{42}
\end{equation*}
$$

For $l=0$ we have $\mathcal{F}_{0}^{j}=\cup_{i \in \mathcal{J}(j)} \check{\mathcal{F}}_{0}^{i}=\{0\}$. Assuming (42) holds for $l=k$, we have for $l=k+1$ that $\mathcal{F}_{k+1}^{j}=$ $\cup_{\left(s_{j}, j, \sigma\right) \in \mathcal{E}} \mathcal{R}\left(\sigma, \mathcal{F}_{k}^{s_{j}}\right)=\cup_{\left(s_{j}, j, \sigma\right) \in \mathcal{E}} \mathcal{R}\left(\sigma, \cup_{i \in \mathcal{I}\left(s_{j}\right)} \check{\mathcal{F}}_{k}^{i}\right)=$ $\cup_{\left(s_{j}, j, \sigma\right) \in \mathcal{E}} \cup_{i \in \mathcal{J}\left(s_{j}\right)} \mathcal{R}\left(\sigma, \check{\mathcal{F}}_{k}^{i}\right)=\cup_{i \in \mathcal{J}\left(s_{j}\right)} \cup_{\left(s_{j}, j, \sigma\right) \in \mathcal{E}}$ $\mathcal{R}\left(\sigma, \check{\mathcal{F}}_{k}^{i}\right)=\cup_{i \in \mathcal{J}(j)} \check{\mathcal{F}}_{k+1}^{i}$, thus, (42) holds for all $l \geq 0$. Taking the limit as $l \rightarrow \infty$, the result follows.
(ii) By construction of $\mathcal{G}_{P}$, for any $j \in \mathcal{V}$, for any $i \in \mathcal{I}(j)$ and for each edge $(j, d, \sigma) \in \mathcal{E}$, there exists a node $\check{d} \in \mathcal{V}_{P}$
such that $(i, \check{d}, \sigma) \in \mathcal{E}_{P}$. Taking into account that for all $j \in \mathcal{V}$, for all $i \in \mathcal{J}(j)$ it holds that $\mathcal{X}_{i}=\mathcal{X}_{j}$, the members of the multi-set sequences $\left\{\mathcal{B}_{l}^{j}\right\}_{j \in \mathcal{V}},\left\{\check{\mathcal{B}}_{l}^{j}\right\}_{j \in \mathcal{V}_{P}}$, generated by (12), (13) for the System (1)-(6) and the P-Lifted System respectively satisfy $\mathcal{B}_{l}^{j}=\breve{\mathcal{B}}_{l}^{i}$. The result follows from Theorem 1(iii) by taking a large enough integer $l^{\star}$ such that $\mathcal{B}_{l}^{j}=\check{\mathcal{B}}_{l}^{i}=\mathcal{S}_{M}^{j}$.

By combining Theorem 5 and Theorem 1(i), (ii) one can adapt in a straightforward manner all results concerning the $\epsilon$-approximations of the minimal invariant multi-set of the System (1)-(6). This is illustrated in the following subsection for the case of arbitrary switching systems.

### 4.2.1 Approximations of the minimal invariant set

Utilizing Theorem 5(i), we can compute non-convex approximations of the minimal invariant multi-set. In specific and especially for arbitrary switching systems, by utilizing the $P$-Lift and the convex version of Theorem 5(i) we can approximate the minimal invariant set with the union of a finite, pre-specified number, of convex sets. The P-Lifted graph of an arbitrary switching system is a de Bruijn graph (Lothaire, 2002, Section 1.3.4). For example, for $N=2$ modes, the 1 and 2 Path-Dependent Lifted graphs are shown in the upper and lower part of Figure 8.


Fig. 8. Upper left, a graph representing an arbitrary switching system consisting of two modes. Upper right, its 1-Path-Dependent Lifted Graph. Lower part, its 2-Path-Dependent Lifted Graph.

Example 5 We compute the minimal invariant set for an arbitrary switching linear system inspired by (Rakovic et al., 2005b, Example 1). In specific, we consider the system $x(t+1)=\left(A_{\sigma(t)}+B K\right) x(t)+w(t), \sigma(t): \mathbb{N} \rightarrow\{1,2\}$, with $A_{1}=\left[\begin{array}{cc}1.2 & 1 \\ 0 & 1\end{array}\right], A_{2}=\left[\begin{array}{cc}0.8 & 1 \\ 0 & 1\end{array}\right], B=\left[\begin{array}{l}1 \\ 1\end{array}\right], K=[-1.2-1]$, $w(t) \in \mathbb{B}_{\infty}(10)$. By considering the $P$-Lift, $P=1$, we obtain the graph $\mathcal{G}_{P}\left(\mathcal{V}_{P}, \mathcal{E}_{P}\right)$, shown in the upper right part of Figure 8. Utilizing the convex version of Theorem $1(i)$ (Athanasopoulos et al., 2017, Corollary 1) we compute an inner $\epsilon$-approximation of the minimal convex invariant multi-set of the Lifted System for $\epsilon=10^{-3}$, reached in 40 iterations. In Figure 9, the sets $\left\{\mathcal{S}_{i}^{a 1 a}\right\}_{i \in\{1, \ldots, 40\}}$ and $\left\{\mathcal{S}_{i}^{a 2 a}\right\}_{i \in\{1, \ldots, 40\}}$ are shown in blue and red respectively. Consequently, by Theorem 5(i), the $10^{-3}$-approximation of the minimal invariant set of the original system is $\mathcal{S}_{40}^{a 1 a} \cup \mathcal{S}_{40}^{a 2 a}$.We note that for the specific example this set
is the exact non-convex inner approximation of the minimal invariant set.


Fig. 9. Example 5, the sets $\left\{\mathcal{S}_{i}^{a 1 a}\right\}_{i \in\{1, \ldots, 40\}}$ and $\left\{\mathcal{S}_{i}^{a 2 a}\right\}_{i \in\{1, \ldots, 40\}}$ are depicted in blue and yellow respectively. The minimal invariant set for the system is $\check{\mathcal{S}}=\mathcal{S}_{40}^{a 1 a} \cup \mathcal{S}_{40}^{a 2 a}$.

## 5 Conclusions

We demonstrated how combinatorial constructions can be used for general models of hybrid systems. As a starting point, we considered constrained switching systems and studied the computation of the minimal and maximal invariant (multi-)sets. We illustrated the usefulness of our constructions in applications dealing with minimum dwell-time specifications and arbitrary switching linear systems. We believe that the combinatorial and algebraic reductions and liftings established can be useful for more general classes of hybrid automata, both for qualitative and quantitative analysis. Further work should investigate the so-called horizondependent lifting from Essick et al. (2014), which seems well fit for parallelizing optimally the maximal invariant multi-set computations. Moreover, it is worth investigating the possibility to extend the results to state-dependent constrained switching. Last, it would be interesting to explore the possible gain in applying the techniques presented here to systems with inputs, whether by investigating classical problems, or by extending the notion of multi-set invariance to controlled multi-set invariance and compare with existing notions from the literature, e.g., De Santis et al. (2004).
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## A Proof of Corollary 1

The following Lemma is required first.
Lemma 4 Consider the System (1)-(6), an admissible switching sequence $\sigma_{1} \ldots \sigma_{l}, l \geq 1$ and two $\mathcal{C}$-sets $\mathcal{S}_{1} \subset \mathbb{R}^{n}, \mathcal{S}_{2} \subset \mathbb{R}^{n}$. It holds that $\mathcal{R}\left(\sigma_{1} \ldots \sigma_{l}, \mathcal{S}_{1} \oplus \mathcal{S}_{2}\right)=$ $\mathcal{R}\left(\sigma_{1} \ldots \sigma_{l}, \mathcal{S}_{1}\right) \oplus \mathcal{R}_{N}\left(\sigma_{1} \ldots \sigma_{l}, \mathcal{S}_{2}\right)$.

Proof We use induction: For $l=1$ it holds that $\mathcal{R}\left(\sigma, \mathcal{S}_{1} \oplus \mathcal{S}_{2}\right)=A_{\sigma}\left(\mathcal{S}_{1} \oplus \mathcal{S}_{2}\right) \oplus \mathcal{W}_{\sigma}=\left(A_{\sigma} \mathcal{S}_{1} \oplus \mathcal{W}_{\sigma}\right) \oplus$ $A_{\sigma} \mathcal{S}_{2}=\mathcal{R}\left(\sigma, \mathcal{S}_{1}\right) \oplus \mathcal{R}_{\mathrm{N}}\left(\sigma, \mathcal{S}_{2}\right)$. Let us suppose that the relation holds for $l$. Then, $\mathcal{R}\left(\sigma_{1} \ldots \sigma_{l+1}, \mathcal{S}_{1} \oplus \mathcal{S}_{2}\right)=$ $\mathcal{R}\left(\sigma_{l+1}, \mathcal{R}\left(\sigma_{1} \ldots \sigma_{l}, \mathcal{S}_{1} \oplus \mathcal{S}_{2}\right)\right)=\mathcal{R}\left(\sigma_{l+1}, \mathcal{R}\left(\sigma_{1} \ldots \sigma_{l}, \mathcal{S}_{1}\right) \oplus\right.$ $\left.\mathcal{R}_{\mathrm{N}}\left(\sigma_{1} \ldots \sigma_{l}, \mathcal{S}_{2}\right)\right)=\mathcal{R}\left(\sigma_{1} \ldots \sigma_{l+1}, \mathcal{S}_{1}\right) \oplus \mathcal{R}_{\mathrm{N}}\left(\sigma_{1} \ldots \sigma_{l+1}, \mathcal{S}_{2}\right)$. Thus, the relation holds for $l+1$.

Similarly to the multi-set $\left\{\mathcal{N}_{l}^{j}\right\}_{j \in \mathcal{V}}$ generated by (7), (8), we denote forward reachability multi-set sequence of the nominal part of the Reduced System by $\left\{\tilde{\mathcal{N}}_{l}^{j}\right\}_{j \in \mathcal{Y}}, l \geq 0$.

Proof. (i) When $j \in \underset{\sim}{\mathcal{Y}}$, from Theorem 2 and Theorem 1(i), we have that $\tilde{\mathcal{F}}_{l}^{j} \subseteq \tilde{\mathcal{S}}_{m}^{j}=\mathcal{S}_{m}^{j} \subseteq \tilde{\mathcal{F}}_{l}^{j} \oplus \mathbb{B}(\epsilon)$, for any $l \geq$ $\left\lceil\log _{\tilde{\rho}}\left(\frac{\epsilon(1-\tilde{\rho})}{\tilde{\alpha}_{1} \tilde{\Gamma}}\right)\right\rceil$. When $j \in \mathcal{V} \backslash \mathcal{Y}$, for any integer $k \geq 0$, $l \geq \theta_{M}$, from (25), (26) and by setting $\mathcal{Q}(j, p):=\{(\sigma, i) \in$ $\mathcal{P}(j):|\sigma|=p\}$, where $\mathcal{P}(j)$ is defined in (26), we have

$$
\begin{aligned}
& \tilde{\mathcal{F}}_{l+k}^{j}=\bigcup_{p=1}^{\theta_{M}} \bigcup_{(\sigma, i) \in \mathcal{Q}(j, p)} \mathcal{R}\left(\sigma, \tilde{\mathcal{F}}_{l+k}^{i}\right) \\
& \subseteq \bigcup_{p=1}^{\theta_{M}} \bigcup_{(\sigma, i) \in \mathcal{Q}(j, p)} \mathcal{R}\left(\sigma, \tilde{\mathcal{F}}_{l+k-1}^{i} \oplus \tilde{\Gamma} \tilde{\rho}^{l+k-1} \tilde{\alpha}_{1} \mathbb{B}(1)\right) \subseteq \ldots \\
& \subseteq \bigcup_{p=1}^{\theta_{M}} \bigcup_{(\sigma, i) \in \mathcal{Q}(j, p)} \mathcal{R}\left(\sigma, \tilde{\mathcal{F}}_{l}^{i} \oplus\left(\frac{\tilde{\Gamma} \tilde{\rho}^{l} \tilde{\alpha}_{1}\left(1-\tilde{\rho}^{k}\right)}{1-\tilde{\rho}}\right) \mathbb{B}(1)\right) .
\end{aligned}
$$

Setting $\delta=\left(\frac{\tilde{\Gamma} \tilde{\rho}^{l} \tilde{\alpha}_{1}}{1-\tilde{\rho}}\right)$, taking the limit as $k \rightarrow \infty$ and from

Lemma 4, it follows

$$
\begin{aligned}
\tilde{\mathcal{F}}_{\infty}^{j} & \subseteq \bigcup_{p=1}^{\theta_{M}} \bigcup_{(\sigma, i) \in \mathcal{Q}(j, p)}\left[\mathcal{R}\left(\sigma(i, j), \tilde{\mathcal{F}}_{l}^{i}\right) \oplus \mathcal{R}_{\mathrm{N}}(\sigma(i, j), \mathbb{B}(\delta))\right] \\
& \subseteq \tilde{\mathcal{F}}_{l}^{j} \oplus \Gamma \rho \alpha_{3} \alpha_{1} \mathbb{B}(\delta)
\end{aligned}
$$

which implies $\mathcal{S}_{m}^{j} \subseteq \tilde{\mathcal{F}}_{l}^{j} \oplus \mathbb{B}(\epsilon)$ for any $l \geq \theta_{M}$ satisfying $l \geq\left\lceil\log _{\tilde{\rho}}\left(\frac{\epsilon(1-\tilde{\rho})}{\tilde{\alpha}_{1} \tilde{\Gamma} \alpha_{3} \alpha_{1} \Gamma \rho}\right)\right\rceil$. Combining the two above inequalities on $l$ the result follows.
(ii) By (23) and Theorem 1(ii) we have that the multiset $\left\{\frac{1}{1-\lambda} \tilde{\mathcal{F}}_{k-1}^{j}\right\}_{j \in \mathcal{Y}}$ is invariant with respect to the Reduced $\tilde{\mathcal{F}}^{j}$ System. Consequently, by construction of (25), $\left\{\frac{1}{1-\lambda} \tilde{\mathcal{F}}_{k-1}^{j}\right\}_{j \in \mathcal{V}}$ is also invariant with respect to the System (1)-(6), thus the left inclusion holds. By Theorem 1(ii) and the hypothesis, the right inclusion holds for all $j \in \mathcal{Y}$. For $j \in \mathcal{V} \backslash \mathcal{Y}$, we have

$$
\begin{aligned}
& \frac{1}{1-\lambda} \tilde{\mathcal{F}}_{k-1}^{j}=\bigcup_{p=1}^{\theta_{M}} \bigcup_{(\sigma, i) \in \mathcal{Q}(j, p)} \mathcal{R}\left(\sigma,\left(1+\frac{\lambda}{1-\lambda}\right) \tilde{\mathcal{F}}_{k-1}^{i}\right) \\
& =\bigcup_{p=1}^{\theta_{M}} \bigcup_{(\sigma, i) \in \mathcal{Q}(j, p)}\left(\mathcal{R}\left(\sigma, \tilde{\mathcal{F}}_{k-1}^{i}\right) \oplus \mathcal{R}_{N}\left(\sigma, \frac{\lambda}{1-\lambda} \tilde{\mathcal{F}}_{k-1}^{i}\right)\right) \\
& \subseteq \bigcup_{i=1}^{\theta_{M}} \bigcup_{(\sigma, i) \in \mathcal{Q}(j, p)}\left(\mathcal{R}\left(\sigma, \tilde{\mathcal{F}}_{k-1}^{i}\right) \oplus \mathcal{R}_{N}(\sigma, \delta \mathbb{B}(1)),\right.
\end{aligned}
$$

with $\delta=\frac{\lambda \tilde{\Gamma} \tilde{\alpha}_{1}\left(1-\tilde{\rho}^{k-1}\right)}{(1-\lambda)(1-\tilde{\rho})}$. Consequently, we have that

$$
\begin{aligned}
& \frac{1}{1-\lambda} \tilde{\mathcal{F}}_{k-1}^{j} \subseteq \bigcup_{i=1}^{\theta_{M}} \bigcup_{(\sigma, i) \in \mathcal{Q}(j, p)}\left(\mathcal{R}\left(\sigma, \tilde{\mathcal{F}}_{k-1}^{i}\right) \oplus\right. \\
& \left.\mathcal{R}_{N}\left(\sigma, \delta \alpha_{3} \Gamma \rho^{p} \mathcal{N}_{0}^{i}\right)\right) \\
& \subseteq\left(\bigcup_{i=1}^{\theta_{M}} \bigcup_{(\sigma, i) \in \mathcal{Q}(j, p)}\left(\mathcal{R}\left(\sigma, \tilde{\mathcal{F}}_{k-1}^{j}\right)\right) \oplus \delta \Gamma \rho \alpha_{1} \alpha_{3} \mathbb{B}(1)\right. \\
& \subseteq \tilde{\mathcal{F}}_{k-1}^{j} \oplus \mathbb{B}(\epsilon) \subseteq \mathcal{S}_{m}^{j} \oplus \mathbb{B}(\epsilon) .
\end{aligned}
$$

Thus, $\frac{1}{1-\lambda} \tilde{\mathcal{F}}_{k-1}^{j} \subseteq \mathcal{S}_{m}^{j} \oplus \mathbb{B}(\epsilon)$ for all $j \in \mathcal{V}$.
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[^1]:    ${ }^{1}$ Indeed, from (2), (4) it follows that $z(t) \in \mathcal{V}$, for all $t \geq 0$.
    ${ }^{2}$ For the case when $\check{\rho}(\mathcal{A}, \mathcal{G})=1$ we still cannot guarantee boundedness of trajectories and a fortiori the existence of invariant sets. See Protasov and Jungers (2015) for the arbitrary switching case.

[^2]:    ${ }^{3}$ We slightly abuse the notation and write $(s, j, \sigma) \in \mathcal{E}$ instead of $\{\sigma:(s, j, \sigma) \in \mathcal{E}\}$.

[^3]:    ${ }^{4} \bar{\sigma}$ might be possibly empty, i.e., $\bar{\sigma}=\varepsilon$ where $\varepsilon$ denotes the empty word.

[^4]:    ${ }^{5}$ The same up-to-date desktop computer was used to compare computational times for all constructions.

[^5]:    ${ }^{6}$ A more accurate expression of the computational burden depends strongly on the shape of the state and disturbance sets, the choice of algorithms implementing the set intersections, e.g., convex hull algorithms, etc.

[^6]:    7 The computation times include the time required to construct the T-lifts, which in this example is negligible compared to the reachability iterations.

