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We have conducted non-equilibrium molecular-dynamics (NEMD) simulation to show that externally-applied magnetic fields, including their reversals in direction, have important effects on gas-release dynamics from methane hydrates. In particular, we apply fluctuation-dissipation analysis in the guise of Onsager’s hypothesis to study hydrate kinetics at lower applied-field intensities, including temporary hydrate destabilisation in the wake of field-polarity switch; we scale down to the lowest practicable field intensities, of the order of 1 T. We conjecture, that these NEMD-based findings, particularly those involving polarity switch, may have ramifications for superchron-related Earth’s magnetic-field polarity swaps affecting methane release into the geosphere, although a good deal of further work would be needed to provide a more definitive causal link.
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Introduction
Clathrate hydrates are non-stoichiometric crystalline inclusion compounds in which a water host lattice encages small guest atoms or molecules in cavities (Makogen, 1997). Methane hydrates are the most widespread clathrate in Nature in the permafrost and relatively shallow continental-shelf ocean regions, and constitute a significant energy resource (Kvenvolden & Rogers, 2005; Boswell & Collett, 2011; Max & Johnson, 2016). In any event, global methane ‘exhalations’ from hydrates into the geosphere (Kvenvolden & Rogers, 2005) have been linked to the (much-questioned) “Clathrate-Gun” hypothesis, or other previously described alternatives (Max & Johnson, 2016; Ruppel & Kessler, 2017), in terms of acute heating effects from methane release on Earth’s climate over only thousands of years. While most authorities would agree that methane would cause warming upon release, some recent evidence suggests that mass methane releases (e.g., from hydrates) would induce global cooling, due to an effect of enhanced CO2 uptake (Pohlm et al., 2017). Whatever the consequences of methane release from hydrate on warming or cooling, there is also evidence that the release of methane from hydrate deposits is relatively insensitive to short-term changes in climate (Hong et al., 2017).  In contrast, modelling studies coupled with physical measurements of contemporary hydrate deposits suggest that the measurable growth and depletion of hydrate deposits occurs over geological time scales (>1 million years) in response to such environmental variation (Haacke et al., 2008). We hypothesise here that: Global variation of hydrate release from marine deposits is linked to environmental changes that are either very infrequent or that occur over very long geological timescales.
Naturally, a key question may be posed as to what nature of hydrate-stability-perturbing agents may plausibly come to the fore over geological timescales, potentially in some form of cycle, to induce methane exhalations? In terms of possibly cyclical, geological-scale agents, one intriguing, and completely unstudied, possible candidate lies in the Earth’s magnetic field, and its long periods of relative stability (known as superchrons) as well as its periodic polarity-reversal events (Jacobs, 1994). Is it possible that extraneous magnetic fields, when reversed, may lead to destabilisation of (methane) clathrates? If so, over what field-intensity range is this relevant? In the present work, we investigate magnetic-field effects on hydrate kinetics by non-equilibrium molecular dynamics (NEMD), and how may one bridge (sub-) microsecond timescales accessible by MD with geological time and scale down field strengths.
Methods
NEMD simulations were performed in the absence and presence of external magnetic fields of a planar methane-hydrate interfaces with liquid water supersaturated with methane ( xm ~ 6 % ) at 260 K. The level of liquid-phase supersaturation, an order of magnitude higher than the Henry’s Law Constant (English & Carroll, 2001; English et al., 2014), is needed to observe clear zero-field growth within reasonably accessible MD-simulation timescales of ~100 ns. The TIP4P water model was used for water-water interactions (Jorgensen et al., 1983) and the OPLS-AA potential for methane-methane interactions (Jorgensen et al., 1996), using the Sun-Duan ab-initio-fit water-methane interaction parameters, as validated by Mastny and de Pablo for TIP4P, rigid OPLS-AA methane and the Sun-Duan interaction parameters by a prediction of the melting point of (sI) methane hydrate at 400 bar to be within 287 and 302 K, vis-à-vis the experimental value of 297 K;14 this makes it a strong model for methane-hydrate thermodynamic properties. For ice, the TIP4P melting point is 230 K (Fernández et al., 2006). The cut-off radius for Lennard-Jones interaction parameters was 10 Å. The smooth particle mesh Ewald method (Allen & Tildesley, 2017) was used to handle long-range electrostatics, with a time step of 2 fs. For extended system dynamics in the NVT ensemble, light coupling to a Nosé-Hoover thermostat was used, with a thermostat relaxation time of 1 ps (Allen & Tildesley, 2017). Although the use of system-wide thermostats in non-equilibrium crystal-liquid systems (at temperatures below the zero-field freezing point) would be expected perhaps to lead to artificially rapid crystallisation, it was decided to employ this approach in the current study, as this had been used extensively in previous work on hydrate dissociation (English et al., 2015a), and it was desired that the results of this work be as comparable as possible to previous research. In addition, the optimal Nosé-Hoover thermostat inertia parameter is sensitive to natural temperature oscillations for translational and rotational modes of water, which would be expected to be affected to some extent by external magnetic fields. However, the precise details of this frequency-mode modulation is not known, so it was decided to use the 1 ps relaxation time for mild coupling. Future research to establish magnetic-field-induced mode affects in water, ice and hydrates would indeed be welcome. 
[bookmark: _GoBack]Unfortunately, the phase diagram of water, or hydrates for that matter, has not been investigated systematically in magnetic fields - although the water phase diagram has been investigated in static electric fields, as discussed in the review of English and Waldron (2015b). It has been found that electric-field intensities required to shift water by a small fraction of 1 degree Kelvin were equivalent to external forces of the order of approaching 1% of the intermolecular forces. Now, given that the strong 100 kT fields used here lead to external (Lorentz) forces of the order of ~0.5%, one might imagine quite plausibly that this may lead to a phase-diagram shift by a fraction of 1 degree Kelvin, akin to the case for electric fields (English & Waldron, 2015b). Certainly, Makogon has found that external electric and magnetic field intensities need to lead to forces approaching some fraction of a percentage of intermolecular ones to have any real noticeable effect on thermodynamics (Makogon, 1997).
In the hydrate phase, the starting coordinates of the oxygen atoms in the unit cells of sI hydrate were taken from x-ray diffraction data (McMullan & Jeffrey, 1965). The initial unit cell lengths were 12.03 Å and the initial orientations of the water molecules were selected in a random manner so as to conform to the Bernal-Fowler rules (Bernal & Fowler, 1933) with vanishingly small total dipole moment. Methane molecules were placed in the cavities of each unit cell to allow for full occupation, i.e. 8 methane molecules. A 7x2x2 supercell was constructed by replication (with longest axis in the z-direction). The supercell was surrounded in the + and – z-directions by relaxed water ‘faces’ of equivalent cross-sectional area in the x-y plane, and of total length of approximately 200 Å along the z-axis to construct a planar-geometry crystallite. The mean system pressure was around 90 bar. The supercell is big enough to capture to a fair degree extended solid-liquid effects, given that simulations were performed under periodic boundary conditions.
Production-NEMD simulations were carried out for up to ~200 ns. In the case of externally-applied magnetic fields, these were along the laboratory +y-axis, using (English & MacElroy, 2004): qi vi B


 								(1)
for charge-sites i, with a reversal in field direction to the -y-axis after 100 ns on some occasions (to mimic crudely a polarity switch). In terms of the magnetic-field intensity in eqn. 1, typical values of (non-Tokomak) ultra-strong (electro-) magnets are no more than ~100 T, with ~1-20 T magnets being typically the upper limit of those used in everyday industrial deployment. Given that the accessible timescales for NEMD are routinely no more than (fractions of) microseconds, it is necessary in the present work to employ larger field intensities (generally higher than 1 T) to have any possibility of observing tangible field effects over limited timescales, in terms of elucidation of underlying molecular mechanisms. In the NEMD formalism of eqn. 1 employed, the perturbation of Newton’s equation of motion handle perfectly and implicitly and current generated in a time-dependent magnetic field, in which the direction of external-field application is switched (vide infra).
The geometric hydrate-ice-liquid distinction criteria of Báez and Clancy (1994) were employed to distinguish between the hydrate, ice lattices, and liquid-phase. This involves the calculation of an angular order parameter to quantify the tetrahedral nature of bonding for nearest-neighbour water molecules, followed by the recognition of five-membered rings of water molecules present in hydrate structures but absent in liquid water and ice. This allows a preliminary classification of hydrate-, ice- and liquid-like molecules, which is refined further by grouping hydrate-like molecules into clusters and taking into account the identities of neighboring water molecules.
Results
NEMD was run at 260 K, for which sustained hydrate growth occurs under zero-field conditions (cf. Figs. 1 & 2), with relatively aggressive liquid-phase methane supersaturation and a thermal “driving force” of ~25-30 K below the (accurately-predicted) methane-hydrate melting point for the potential models employed; the need for large temperature and supersaturation levels drivers in MD of hydrate kinetics is discussed in detail in English and MacElroy (2015). Above ~1 kT field intensity, there is a transition from hydrate growth to dissociation (cf. Fig. 2); this mirrors hydrate electro-dissociation-threshold findings of ~0.1-0.15 V/Å for electromagnetic (English & MacElroy, 2004) and static-electric (Waldron & English, 2018) fields. Naturally, as discussed in English et al. (2005) individual-run hydrate-content statistics, although revealing much in terms of fluctuation-dissipation information (cf. Fig. 1 & vide infra), must be averaged over many independent runs before one can extract kinetic rates with any confidence; this is done in Fig. 2 for a variety of external-field intensities, yielding relatively constant rates. Given that the Earth’s magnetic-field intensity is of the order of 0.025-0.065 mT (Gubbins et al., 2006), it is obvious that this is insufficiently high to retard methane-hydrate growth: for comparison, a 1 T field exerts a force on atoms of ~5 × 10-6 % of those typically present intrinsically in hydrate-liquid systems by virtue of interactions with other molecules. Therefore, over geological timescales and ambient fields, very appreciable hydrate deposits are developed in both marine and permafrost milieu (especially in a long superchron)(Haake et al., 2008). However, upon polarity switch, the field-direction reversal after 100 ns of NEMD is dramatic for more intense fields (cf. Fig. 3): there is a sudden additional rate of hydrate decomposition (a kinetic effect), as the abrupt direction shift in the field’s on-atom Lorentz forces lead to consequent induced molecular torques perturbing lattice-/cage- stabilising hydrogen-bond arrangements (especially at the hydrate-liquid interface)(English et al., 2005); after some 10-20 ns, the system ‘memory’ of the polarity switch is lost (Avena et al., 2015) and in-field hydrate kinetics (in the now-reversed fields) reverts, by and large, to its pre-‘shock’ kinetic-rate behaviour. Naturally, this temporary acceleration in hydrate decomposition (and methane release) is amplified in extent in larger field strengths, owing to greater levels of switch-induced mechanical work on molecules. Generally, it is difficult to assess any real change in the level of sudden, post-switch hydrate break-up from the background hydrate-content ‘noise level’ (especially in individual simulations, e.g., cf. Fig. 1) below around 100 T, owing to on-atom Lorentz forces being less than ~5 × 10-4 % of average intrinsic-system forces, with induced molecular torques typically being less able to ‘compete’ mechanically with lattice-stabilising hydrogen-bond strengths. In any event, we stress that this polarity switch leads to a kinetic effect on hydrates, rather than altering its phase state and crystal structure in any way.
However, lower external-field strengths (scaling down, somewhat more towards geological levels) may still conceivably lead to less immediately discernible effects on hydrate kinetics: on a ‘rare-event’ basis, statistical weakening of even a moderate additional level of cage-stabilising hydrogen bonds may lead to sizable changes in underlying hydrate kinetics, particularly for incomplete cavities at the hydrate-liquid interface (English et al., 2005), during geological field-polarity cycles, or, more especially, in superchrons’ wakes. Obviously, using direct, deterministic NEMD, it is not possible to gauge accurately tangible effects of lower field intensities (e.g., ~1-100 T, or perhaps lower still) over periods of only (fractions of) microseconds amenable to modern-day molecular simulation, in terms of distinguishing with statistical precision from zero- (or ambient-Earth-) field kinetics. In an effort to address this pressing and difficult quandary, we turned to fluctuation-dissipation statistical mechanics, in the guise of Onsager’s hypothesis for hydrate kinetics (English et al., 2005; English & Clarke, 2013), which applies well to the reasonably slow underlying hydrate kinetics studied here over multiple-nanosecond intervals (English et al., 2005). Here, in denoting the instantaneous number of guest (methane) molecules as N(t), and the corresponding underlying average in any multiple-nanosecond interval as N’(t), the instantaneous number fluctuation may be defined as ΔN(t) = N(t) - N’(t). The normalised autocorrelation function (ACF) of ΔN(t) is
C(t) = 〈ΔN(t)ΔN(0)〉/〈ΔN(0)ΔN(0)〉 								(2)
Onsager’s hypothesis states that fluctuations about the (de-facto) equilibrium state decay on average according to macroscopic laws, so that one may infer from crystal-size fluctuations at near-equilibrium conditions underlying kinetic rates at non-equilibrium conditions (e.g., in lower-intensity external fields) (Tepper & Briels, 2001; English et al., 2005; English & Clarke, 2013;). Within this framework, it may be investigated if ACF decay towards ‘background-noise’ levels beyond a certain short-time transient may be treated as (approximately) negative-exponential, i.e., C(t) = A exp ( -t ⁄ τ ); if so, it has been established that the underlying hydrate-crystallisation rate (whether growth or decomposition) is inversely related to the relaxation time, τ (Tepper & Briels, 2001). In Fig. 4, we depict typical individual-run behaviour of C(t) in 1-100 T fields, for which there is underlying growth not greatly slower than the zero-field case (and not readily statistically discernible therefrom). The general post-dissipation noise amplitude is seen from inspection be around 0.15, with approximately exponential decay evident in Fig. 4’s inset. Averaging exponential fits to background noise over independent runs down to background-noise level, as before (cf. Figs. 2 & 3), yields τ of 35.4 ± 2.4, 49.5 ± 2.9 and 58.2 ± 3.2 ps for 1, 10 and 100 T, respectively. This corroborates more clearly the general trend of increasing field strength in reducing the hydrate-growth rate (and increasing the fluctuation relaxation time) to ~90% level of certainty from pairwise t-tests. It was found that below 1 T, it was not possible to find any clear-cut difference vis-à-vis zero- (or lower-) field kinetics using Onsager analysis.
It is true that applied fields of the order of 1 T – 1 kT correspond to the upper range of magnetic-field intensities used typically in experiments and industrial and strong-electromagnet applications. Therefore, some of the stronger fields applied in the present work do correspond to experiments may be, in principle, amenable. However, in terms of the Earth’s typical (sub-)mT magnetic-field intensity per se, we have used the Onsager hypothesis to suggest, albeit not admittedly conclusively, that scaling down applied-field intensities in that direction may be of relevance to lower, more geologically relevant fields. We admit readily that this is problematic and less than clear-cut or fully convincing – indeed, perhaps ‘heroic’. However, we conjecture that over long time periods of aeons, i.e., many millions of years, such field effects could have cumulative effects on hydrate build-up or release; the quotidian example of a compass needle aligning readily and instantly with the Earth’s magnetic field, or wildlife’s sensitivity to magnetic-field variations (e.g., avian navigation)(Muehsam & Pilla, 2009), underscores the sensitivity of the geosphere to ambient magnetic fields. One may, perhaps justifiably, assume that thermal noise would negate any effect of sub-mT magnetic-field reversal on the formation of methane hydrates at the atomic scale. However, such an assumption is not clear-cut, especially when considering aggregate, planet-wide effects summing over molecular-level phenomena over geological times in between field reversals. Indeed, recent studies have shown that, certainly from a theoretical standpoint, such field strengths can be effective in moderating ion/ligand motion, independently of thermal-noise strength (Muehsam & Pilla, 2009). 

Discussion
We have deployed NEMD and fluctuation-dissipation analysis to study hydrate kinetics in external magnetic fields, including temporary hydrate destabilisation in the wake of field-polarity switch, scaling down to the lowest practicable field intensities. In terms of geological time, the Onsager hypothesis provides an elegant framework, which can, in principle, be extrapolated to longer (>1M year) times and lower field intensities of the order of the terrestrial magnetic field. However, in practice, more advanced non-equilibrium statistical methods would be required to provide a more robust scaling network. Incidentally, although temperature change will have an important effect on hydrate kinetics (English et al., 2005; English & Clarke, 2013; English & MacElroy, 2015), there would have to be very large temperature swings to affect in-situ hydrate stability per se, as opposed to kinetics of formation or dissociation.
We are relatively agnostic about wider geological ramifications of this work, in that any extrapolations towards our original superchron-and-polarity-switch motivations are necessarily tenuous. Certainly, outside of superchrons, the Earth’s magnetic field has been shown to undergo reversals at a frequency of typically less than 1 million years – a veritable “Dance of the Aeons”; however, over the last 60 M years, the frequency of field reversal is approximately 1.55 per million years (Jacobs, 1994). Further, outside of superchrons, it is also evident that relatively low magnetic field fluctuations  – rather than reversals – occur over the Earth’s surface at much higher, measurable frequencies in the recent past (Korte et al., 2005). 
The critical finding from our analysis, is, therefore, that this field flux represents a considerable input of mechanical work that may destabilise hydrate deposits over post-reversal geological time periods. We propose that further research should be instigated therefore to assess the relative impact of this process.
Further, the absence of this periodic energy input during the 10M+ year period of a superchron would lead to the accumulation of hydrate deposits that, even after one field-reversal event, would be prone to partial destabilisation during the reversal-adjustment period. Very provocatively, it may be conjectured that field-polarity switches may trigger dramatic climate effects: methane release to the geosphere may lead to worldwide debate about warming or cooling (Pohlm et al., 2017), and, with that, melting ice caps or ice ages respectively, dramatic sea-level change and mass (marine, leading also to terrestrial) extinctions (Orth et al., 1986; Renne et al., 2013) - with a substantial wipe-out of marine organisms in tandem with massive sea-level drops due to Earth’s cooling and expansion of the ice caps (Brenchley et al., 2001). The end-Permian mass extinction, for example, can be linked to proximity to superchron-reversal cycles in the polarity of the Earth’s magnetic field within approximately a 10-million-year margin of error of the initiation of these multi-million-year-duration events, with insightful evidence of concomitant “field-swapping” timing (Courtillot & Olsen, 2007). Although deep-mantle plumes have been proposed as the mechanistic causative link between these mass-extinction and superchron-reversal phenomena (Courtillot & Olsen, 2007), it is equally possible to consider epic methane releases from dissociating hydrates as a cause. This provocative proposal should, however, be tempered by the widely-accepted view that most extinctions can be linked to strictly biotic effects (Bambach et al., 2004). Further, the Cretaceous-Paleogene boundary mass extinction (circa 75-60 mya), may be regarded as an outlier to our theory, certainly (the apex at 66 mya of this event being c. 20 my from the end of the Cretaceous long normal superchron), and here the link between this mass extinction and Chicxulub bolide impact is presently widely accepted (Schulte et al., 2013). Despite the uncertainty of mass extinction events’ precise duration, they appear from the geological record to range over millions of years, with, as yet, no proposal that they are linked to common causal events (Jacobs, 1994). We note with interest that the end of a normal superchron near the end of the Cretaceous (c. 118-81 million years ago) and two reverse superchrons – Carboniferrous-Permian or Kiaman (c. 312–262 mya) and Ordiovician or Moyero (c. 502–470 mya). The Kiaman is the longest reverse superchron in the Paleozoic era, and ended at approximately 262 mya. The apex of the late-Permian extinction is at approximately 250 mya, but was probably initiated at 254 mya – less than 10 my after the end of the Kiaman (Sahney & Benton, 2008). The end-Permian extinction event is also considered to be preceded by one or two smaller extinction events (the end-Guadalupian and Olsen’s extinction): the events occurring in a combined sequence of about 30 million years (Jacobs, 1994; Sahney & Benton, 2008). It is therefore starkly apparent that the end-Permian mass extinction, as the greatest extinction event in Earth’s history, was also linked chronologically to perhaps the end of the longest superchron since the start of the Paleozoic era.
Conclusions
[bookmark: _Hlk529912389]Clearly, the above, no-doubt controversial polarity-switch/extinction-origin hypothesis, underpinned mechanistically by en-masse methane release from field-switch-induced hydrate dissociation after ample methane-hydrate build-up during superchrons, does represent a gross extrapolation of the present NEMD-simulation results and a bold, jarring foray into the unknown. Further work is of course needed to support this conjecture, which we codify here as the “Belfast hypothesis”. More specifically, a future investigative conceptual framework would include a parallel statistical study of prehistoric temperature, atmospheric methane/CO2 levels and sea-level data, using times-series auto- and cross- correlation analysis with magnetic-field intensity and direction data. Curating such reliable and comprehensive data with reasonable time accuracy and precision may, at best, allow for some degree of statistical correlation to be established between these phenomena and properties; however, since there is no firmly-established estimate of in-situ hydrate deposits even in today’s world (Makogon, 1997), this will clearly be nigh impossible to estimate for geological pre-history. Candidly, the outlook for either confirmation or falsifiability of this conjecture is thus limited and unpromising by lack of plausible and relevant data, and the quality thereof. In any event, even with such accurate and precisely-timed sea-level, magnetic-field, temperature and methane/CO2 data, this idealised conceptual framework may suffer ultimately in the sense of the very ability to either confirm or reject unambiguously the mechanistic role of hydrates being the actual source of sizable methane release or build-up during (actually, after) respective periods of field-polarity flux and stability. Post hoc ergo propter hoc? Indeed, this is a “chicken-and-egg” question of the Ages, meaning we may perhaps only aspire to glimpse fleetingly the beguiling “Dance of the Aeons”. Without further confirmation, the prospect for which we have conveyed our relative pessimism, we advocate that this bold and provocative hypothesis, although intriguing and perhaps even enjoyable as an intellectual exercise, cannot currently be tested experimentally.
Acknowledgements
CCRA would like to acknowledge the REMEDIATE ITN project 643087 for financial support.

References
1.	Makogon IF. (1997) Hydrates of hydrocarbons. Pennwell Books, UK.
2.	Boswell R, Collett TS. (2011). Current perspectives on gas hydrate resources. Energy Environ Sci. 4: 1206–1215.
3.	Kvenvolden KA, Rogers BW. (2005). Gaia’s breath—global methane exhalations. Mar. Pet. Geol. 22: 579–590.
4.	Max MD, Johnson AH. (2016). Exploration and production of oceanic natural gas hydrate: Critical factors for commercialization. Springer International Publishing, UK.
5. Ruppel CD, Kessler JD. (2017). The interaction of climate change and methane hydrates, Rev. Geophys. 55: 126-168.
6.	Pohlm JW, Greinert J, Ruppel CD, Silyakov A, Vielstädt L, Casso, M, et al. (2017). Enhanced CO2 uptake at a shallow Arctic Ocean seep field overwhelms the positive warming potential of emitted methane. Proc. Nat. Acad. Sci. 114: 5355–5360.
7.	Hong W-L, Torres ME, Carroll JL, Crémière A, Panieri G, Haoyi Y, et al. (2017). Seepage from an arctic shallow marine gas hydrate reservoir is insensitive to momentary ocean warming. Nature Comm. 8: 15745
8.	Haacke RR, Westbrook GK, Riley MS. (2008). Controls on the formation and stability of gas hydrate-related bottom-simulating reflectors (BSRs): A case study from the west Svalbard continental slope. J. Geophys. Res. 113: B05104.
9. Jacobs JA. (1994). Reversals of the Earth's Magnetic Field, 2nd edn. Cambridge University Press, NY, US.
10. English NJ, Lauricella M, Meloni S. (2014). Massively parallel molecular dynamics simulation of formation of clathrate-hydrate precursors at planar water-methane interfaces: Insights into heterogeneous nucleation. J. Chem. Phys. 140: 204714.
11..English NJ, Carroll DG.  (2001). Prediction of Henry's Law constants by a Quantitative Structure Property Relationship and neural networks, J. Chem. Inf. Comp. Sci., 41: 1150-1161.
12. Jorgensen WL, Chandrasekhar J, Madura JD, Impey RW, Klein ML. (1983). Comparison of simple potential functions for simulating liquid water. J. Chem. Phys. 79: 926-935.
13. Jorgensen WL, Maxwell DS, Tirado-Rives J.  (1996). Development and Testing of the OPLS All-Atom Force Field on Conformational Energetics and Properties of Organic Liquids. J. Amer. Chem. Soc., 118: 11215-11225.
14. Mastny EA, de Pablo JJ. (2008). The effect of the water/methane interface on methane hydrate cages: the potential of mean force and cage lifetimes. J. Chem. Phys. 129: 034701.
15. Fernández RG, Abascal JLF, Vega C.  (2006). The melting point of ice Ih for common water models calculated from direct coexistence of the solid-liquid interface. J. Chem. Phys. 124: 144506 .
16. Allen MP, Tildesley DJ. (2017). Computer Simulation of Liquids, 2nd edn. Oxford, UK.
17.English NJ, MacElroy JMD. (2015a). Perspectives on Molecular Simulation of Clathrate Hydrates: Progress, Prospects and Challenges. Chem. Eng. Sci. 121: 133-156.
18. English NJ, Waldron CJ. (2015b). Perspectives on External Electric Fields in Molecular Simulation: Progress, Prospects and Challenges. Phys. Chem. Chem. Phys. 17:12407-12440.
19. McMullan RK, Jeffrey GA. (1965). Polyhedral Clathrate Hydrates. IX. Structure of Ethylene Oxide Hydrate, J. Chem. Phys. 42: 2725-2731.
20. Bernal JD, Fowler RHA. (1933). Theory of Water and Ionic Solution, with Particular Reference to Hydrogen and Hydroxyl Ions, J. Chem. Phys. 1: 515.
21.English NJ, MacElroy JMD. (2004). Theoretical Studies of the Kinetics of Methane Hydrate Crystallization in External Electromagnetic Fields. J. Chem. Phys. 120: 10247–10256.
22. Báez LA, Clancy P. (1994). Computer simulation of the crystal growth and dissolution of natural gas hydrates. Ann. NY Acad. Sci. 715: 177.
23.Waldron CJ, English NJ. (2018). System-Density Fluctuations and Electro-Dissociation of Methane Clathrate Hydrates in Externally-Applied Static Electric Fields. J. Chem. Thermodyn. 117: 68-80.
24.English NJ, Johnson JK, Taylor CE.(2005). Molecular-Dynamics Simulations of Methane Hydrate Dissociation. J. Chem. Phys. 123: 244503.
25. Gubbins D, Jones AL, Finlay CC. (2006). Fall in the earth's magnetic field is erratic. Science. 312: 900-902.
26. Avena M, Marracino P, Liberti M, Apollonio F, English N J. (2015). Communication: Influence of Nanosecond-Pulsed Electric Fields on Water and Its Subsequent Relaxation: Dipolar Effects and Debunking Memory. J. Chem. Phys. 142: 141101.
27. English NJ, Clarke ET. (2013).Molecular Dynamics Study of CO2 Hydrate Dissociation: Fluctuation-Dissipation and Non-Equilibrium Analysis. J. Chem. Phys. 139: 94701.
28.Tepper HL, Briels WJ. (2001). Crystallisation and melting in the Lennard-Jones system: Equilibration, relaxation, and long-time dynamics of the moving interface. J. Chem. Phys. 115: 9434–9443.
29. Muehsam DJ, Pilla AA. (2009). A Lorentz Model for Weak Magnetic Field Bioeffects: Part I - Thermal Noise Is an Essential Component of AC/DC Effects on Bound Ion Trajectory. Bioelectromagnetics 30: 462-475. 
30. Korte M, Genevey A, Constable CG, Frank U, Schnepp E. (2005). Continuous geomagnetic field models for the last 18 millenia: 1. A new global data compilation. Geochem. Geophys. Geosyst. 6: Q02H15, doi:10.1029/2004GC000800.
31. Orth CJ, Gilmore JS, Quintana LR, Sheehan PM. (1986). Terminal Ordovician Extinction: Geochemical Analysis of the Orodvician/Silurian Boundary, Anticosti Island, Quebec. Geology. 14: 433-436.
32. Renne PR, Deino AL, Hilgen FJ, Kuiper KF, Mark DF, Mitchell WS, Morgan LE, Mundil R, Smit J. (2013). Time Scales of Critical Events Around the Cretaceous-Paleogene Boundary. Science. 339: 684–687.
33. Brenchley PJ, Marshall JD, Underwood CJ. (2001).  Do all mass extinction events represent an ecological crisis? Evidence from the late Ordovician. Geol. J. 36: 329-340.
34. Courtillot V, Olsen P. (2007). Mantle plumes link magnetic superchrons to phaenerozoic mass depletion events. Earth Planet. Sci. Lett. 260, 495-504 (2007).
35.Bambach RK, Knoll AH,. Wang SC. (2004).Origination, extinction, and mass depletions of marine diversity. Paleobiology. 30: 522–542.
36. Schulte P, Alegret L, Arenillas I, Arz JA, Barton PJ, Bown PR, et al. (2010). The Chicxulub Asteroid Impact and Mass Extinction at the Cretaceous-Paleogene Boundary2013. Science. 327 (5970): 1214-1218.

37. Sahney, S, Benton MJ. (2008). Recovery from the most profound mass extinction of all time. Proceedings of the Royal Society B, 275: 759–765.

 



Figure Captions
1. Typical behaviour of number of evolution of hydrate-like methane molecules during individual runs, for in-field decomposition, at 260 K.
2. Averaged evolution of number of hydrate-like methane molecules, over 16 independent runs for in-field break-up and over 32 for zero-field growth, at 260 K. The field-strength threshold for inducing hydrate decomposition at 260 K is above ~1 kT. 
3. Averaged evolution of number of hydrate-like methane molecules for in-field decomposition over 16 independent runs, featuring field-direction reversal at 100 ns. The loss of ‘memory’ after accelerated hydrate decomposition over ~20 ns is noteworthy, with re-establishment of essentially the same pre-switch decomposition rate.
4. Typical behaviour of individual-run normalised autocorrelation (ACF) of the fluctuations in number of hydrate-like methane at 260 K, sampled from 20 ns intervals with the underlying level of guests subtracted therein by quadratic regression (cf. Methods). The general amplitude of noise after dissipation is seen from inspection in this case to be around 0.15. The inset shows a log-linear plot with evidence of negative-exponential decay before background noise is reached. Faster decay is suggestive of a faster growth rate (which is the case for lower intensity fields).


[image: ]Fig. 1
[image: ]
Fig. 2  
[image: ]
Fig. 3  
 [image: ]0.2
[image: ]

Fig. 4    

1
image1.wmf
()()

iiiiii

mqtqt

=++´

rfEvB

&&


oleObject1.bin

image2.emf
Time (ns)

0 50 100 150 200

No. of guests in hydrate

160

180

200

220

240

10 kT

100 kT


image3.emf
Time (ns)

0 50 100 150 200

No. of guests in hydrate

180

200

220

240

260

280

300

320

340

1 kT (middle)

10 kT (2nd from bottom)

100 kT (bottom)

Zero-field (top-most)


image4.emf
Time (ns)

0 50 100 150 200

No. of guests in hydrate

180

200

220

240

10 kT

100 kT


image5.wmf
Time (ns)

0

50

100

150

200

0.1

1


image50.wmf
Time (ns)

0

50

100

150

200

0.1

1


image6.emf
Time (ps)

0 200 400 600 800 1000 1200

ACF

-0.2

0.0

0.2

0.4

0.6

0.8

1.0

10 T

1 T

100 T (upper)


