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ABSTRACT

This research presents a detailed experimental and numerical study on the compressive failure of woven fabric reinforced thermoplastic composites, with an open-hole and with a pinned open-hole. The experimental evaluations are performed on the composite specimens using the Combined Loading Compression (CLC) evaluation method. Experimental results, including load response and damage morphology, are obtained and analysed. A meso-scale damage model is developed, based on Continuum-Damage-Mechanics (CDM), for predicting damage in woven fabric reinforced composites. The developed model, which can capture fibre fracture and matrix cracking, as well as the nonlinear response within the woven composite materials, is employed to conduct virtual Combined Loading Compression (CLC) tests. Numerical simulation results are compared with the extracted experimental results for model validation. Good correlation is achieved between experimental and computational results for both the open-hole and the pinned open-hole, with a two-stage failure process being observed for the pinned open-hole.
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1. Introduction

Over the past twenty years, composite materials have found much application in the transport industries, particularly in the aeronautical sector. However, due to their complex intrinsic properties, the damage mechanisms of composite structures under some loading conditions, e.g., the compressive loading, is still not clear. A better understanding of the loading behaviour and onset of damage in composite materials is required for the design and maintenance of composite structures. Although the loading response of composite structures and associated failure can be obtained from experimental evaluations [1–5], this can consume considerable time and is costly. A material evaluation and design methodology which is low-cost, with high confidence, is required by the transport industries. With this in mind, much research has been devoted to the development of high-fidelity damage models, which can significantly reduce the design and maintenance cost of composite structures.

A number of computational models have been developed by researchers to predict damage in unidirectional carbon-fibre reinforced composites [6–10]. An approach, which is based on contact constraint introduced by a penalty function method, was proposed by Zhang et al. [11] to predict the damage initiation and damage propagation in composite laminates. In their model, the potential delamination and matrix cracking areas are considered as a cohesive zone. A scalar damage variable was introduced to indicate the degradation of the interfacial stiffness. The stress-based and fracture-mechanics-based failure criteria were combined to derive the damage evolution law. The damage model was implemented as a user subroutine in Abaqus and validated using the experimental results obtained from impact tests. Tan et al. [12] used a three-dimensional (3D) composite damage model, which accounts for both interlaminar and intralaminar failure, to predict the crush behaviour of unidirectional carbon-fibre reinforced composite laminates. The interlaminar damage model was created using the in-built cohesive behaviour in Abaqus. The failure mechanisms of fibre and matrix, subjected to 3D stress state, were considered in the intralaminar damage model, which was implemented as a user subroutine in Abaqus/Explicit. Good agreement was achieved between experimental observations and numerical simulation.
Experimental investigations have shown that woven fabric reinforced composite structures exhibit a higher interlaminar strength and damage tolerance than unidirectional composite structures, which has motivated the increasing application of woven composites [13]. The increasing utilisation of woven composites requires the development of a corresponding computational model.

Compared to the number of reported computational models for unidirectional composites, fewer woven damage models have been reported. Iannucci and Willows [14,15] proposed an energy-based damage model, which was implemented into the explicit dynamic DYNA3D code for plane stress shell elements, for capturing the response of woven carbon-fibre reinforced composites. An interface modelling strategy was also presented to predict the delamination between composite plies due to impact loading. A series of physical impact tests at different energy levels were performed for the model validation. A detailed parameter study was conducted using the validated model to discuss the effects of the magnitude of the intralaminar energy release rate on the damage propagation in woven carbon composites. Donadon et al. [16] presented an analytical model for predicting the elastic behaviour of plain-weave fabric composites. In their research, the effective material properties were derived based on Classical Laminate Theory (CLT). The theoretical predictions of this model were compared to the results from experiment and other predictive models reported by other researchers. A good correlation was obtained between theoretical and experimental results for the prediction of in-plane properties.

In the present research, Combined Loading Compression (CLC) tests have been performed on the open-hole composite samples, with and without a pin, through the hole. A physically-based damage model has been developed for predicting damage in woven fabric reinforced composite structures. An in-house intralaminar damage model, which includes fibre/matrix-dominated damage initiation, energy-based damage progression and nonlinear properties, was developed based on the composite damage model proposed by Falzon et al. [17–22]. The in-built cohesive-surface behaviour in Abaqus/explicit was used to capture the interlaminar failure (delamination). The combination of interlaminar and intralaminar damage models enables the development of a damage model to capture different composite failure modes, such as fibre fracture and matrix cracking as well as delamination. The simulation of the compression events was conducted in Abaqus 2017 using the developed
computational model. The numerical results, including load versus time histories and damage morphology were compared with the corresponding experimental results.

2. Woven damage model

2.1 Theoretical foundations

2.1.1 Failure modes
The failure modes, including delamination, fibre damage and matrix damage [21,23], which may occur in a woven composite ply are shown in Fig. 1a. In the woven composite damage model, damage may be initiated on surfaces W1, W2 and W3, according to the Northwestern University (NU) criteria for woven composites [24]. Damage may evolve and energy may dissipate on these surfaces, which are perpendicular to global directions 1, 2 and 3 respectively, as shown in Fig 1b.

![Fig. 1. Failure of woven composite ply [17]: (a) Failure modes and (b) Associated fracture planes in the woven composite damage model.](image)

2.1.2 Continuum Damage Mechanics
The basic concept in Continuum Damage Mechanics (CDM) [25] is that microscopic cracks and voids form within the material under loading [26] before the onset of macroscopic fracture as shown in Fig. 2a, where the black dots represent the micro-cracking.
In Fig. 2a, the micro-cracking in the original material under damage-inducing load, $F$, leads to a reduction in the effective load bearing area, from the cross-sectional area, $A$, of the original (damaged) specimen to the reduced effective load bearing area, $\bar{A}$, represented by a fictitious state of the material shown in Figure 2b. The reduction of the load bearing area (from $A$ to $\bar{A}$) may be quantified by a damage parameter, $d$, given by:

$$d = 1 - \frac{\bar{A}}{A} \quad (1)$$

This reduction in load bearing area leads to a corresponding reduction in transmitted stress, $\sigma$, in the damaged material. The transmitted stress, $\sigma$, was related to an 'effective' stress, $\tilde{\sigma}$, in the 'fictitious' undamaged configuration, given by:

$$\sigma = (1 - d)\tilde{\sigma} \quad (2)$$

Based on the principle of strain equivalence, the strain in the damaged material (Fig. 2a) and fictitious material (Fig. 2b) are assumed to be equal:
\[ \varepsilon = \frac{\sigma}{E} = \frac{(1 - d)\tilde{\sigma}}{(1 - d)\tilde{E}} = \tilde{\varepsilon} \tag{3} \]

Using the constitutive relations, \( \sigma = E\varepsilon \) and \( \tilde{\sigma} = \tilde{E}\tilde{\varepsilon} \), where \( E \) is the modulus of the damaged material and \( \tilde{E} \) is the modulus of the fictitious (undamaged/pristine) material, it may be easily shown that:

\[ E = (1 - d)\tilde{E} \tag{4} \]

### 2.1.3 Global constitutive law

The effective stresses are defined as stresses transmitted across the intact part of the cross-section in a Representative Volume Element (RVE). The components of the effective stress tensor, \( \tilde{\sigma} \), and strain tensor, \( \varepsilon \), can be linked by the stiffness matrix, \( \mathbf{C} \), given by:

\[ \tilde{\sigma} = \mathbf{C}\varepsilon \tag{5} \]

where

\[
\mathbf{C} = \begin{pmatrix}
E_1 \frac{1 - \nu_{23}\nu_{32}}{\delta} & \nu_{21} + \nu_{34}\nu_{23} & \nu_{31} + \nu_{21}\nu_{32} & 0 & 0 & 0 \\
\nu_{12} + \nu_{32}\nu_{13} & E_2 \frac{1 - \nu_{13}\nu_{31}}{\delta} & \nu_{32} + \nu_{12}\nu_{31} & 0 & 0 & 0 \\
\nu_{13} + \nu_{12}\nu_{23} & \nu_{23} + \nu_{21}\nu_{13} & E_3 \frac{1 - \nu_{12}\nu_{21}}{\delta} & 0 & 0 & 0 \\
\delta & 0 & 0 & 2G_{12} & 0 & 0 \\
\delta & 0 & 0 & 0 & 2G_{23} & 0 \\
\delta & 0 & 0 & 0 & 0 & 2G_{13}
\end{pmatrix}
\]

\[ \delta = 1 - \nu_{12}\nu_{21} - \nu_{23}\nu_{32} - \nu_{13}\nu_{31} - 2\nu_{21}\nu_{32}\nu_{13} \]

\[ \nu_{ij} = \frac{E_i}{E_j} \nu_{ji} \]

After damage initiation, both the moduli and Poisson's ratios are degraded:

\[ \frac{\nu_{ij,d}}{E_{i,d}} = \frac{\nu_{ij}(1 - d_{ij})}{E_{i}(1 - d_{ij})} = \frac{\nu_{ji}(1 - d_{ji})}{E_{ji}(1 - d_{ji})} = \frac{\nu_{ji,d}}{E_{ji,d}} \quad i,j = 1,2,3 \quad i \neq j \tag{6} \]
2.2 Damage model for fibre failure

2.2.1 Fibre-dominated damage initiation

In a woven composite ply, the warp and weft material responses are dominated by fibres, which are assumed to be elastic responses. A strain-based damage criterion [27,28] was employed to govern the damage initiation in both warp and weft directions:

\[
F_{11/22}^{T} = \left( \frac{\varepsilon_{11/22}}{\varepsilon_{OT}^{11/22}} \right)^2, \tag{7}
\]

\[
F_{11/22}^{C} = \left( \frac{\varepsilon_{11/22}}{\varepsilon_{OC}^{11/22}} \right)^2, \tag{8}
\]

where \(F_{11/22}^{T}\) and \(F_{11/22}^{C}\) are the failure indices for tensile damage and compressive damage in the warp/weft direction respectively. The strain, \(\varepsilon_{11/22}\), is the current value in warp/weft direction respectively. The strains in the fibre-dominated directions, \(\varepsilon_{OT}^{11/22}\) and \(\varepsilon_{OC}^{11/22}\), correspond to tensile damage and compressive damage initiation in the warp/weft direction respectively.

2.2.2 Damage evolution for fibre fracture

Damage variables, \(d_{11/22}^{T}\) and \(d_{11/22}^{C}\), were defined to evaluate the fibre damage evolution in warp/weft direction, due to tensile and compressive loading respectively in the woven composite model. The damage parameters for the fibre-dominated failure are given by:

\[
d_{11/22}^{T} = \frac{\varepsilon_{11/22}^{T}}{\varepsilon_{FT/FC}^{T} - \varepsilon_{11/22}^{T}} \left(1 - \frac{\varepsilon_{OT}^{11/22}}{\varepsilon_{11/22}^{T}} \right), \tag{9}
\]

\[
d_{11/22}^{C} = \frac{\varepsilon_{11/22}^{C}}{\varepsilon_{FT/FC}^{C} - \varepsilon_{11/22}^{C}} \left(1 - \frac{\varepsilon_{OC}^{11/22}}{\varepsilon_{11/22}^{C}} \right),
\]

where \(\varepsilon_{11/22}^{T}\) and \(\varepsilon_{11/22}^{C}\) are the strains at fibre-dominated tensile and compressive damage initiation in the warp/weft direction, respectively. The current strains, \(\varepsilon_{11/22}^{T}\) and \(\varepsilon_{11/22}^{C}\), are due to fibre-dominated
tensile and fibre-dominated compressive loading in the warp/weft direction. The final failure strains, \( \varepsilon_{11/22}^T \) and \( \varepsilon_{11/22}^C \), refer to the fibre-dominated tensile and compressive failure, given by:

\[
\varepsilon_{11/22}^T = \frac{2G_{IC}|_{f_t}}{X^T l_{fib}}, \tag{10}
\]

\[
\varepsilon_{11/22}^C = \frac{2G_{IC}|_{f_c}}{X^C l_{fib}}, \tag{11}
\]

where \( G_{IC}|_{f_t} \) and \( G_{IC}|_{f_c} \) are the intralaminar fibre-dominated tensile and compressive fracture toughness, respectively. \( X^T \) and \( X^C \) are the tensile and compressive strengths in fibre direction, respectively. The characteristic length, \( l_{fib} \), in the warp and weft direction is the ratio of the element volume, \( V \), and the area of corresponding representative fracture surface, \( A_{fib} \), as reported in [22].

2.3 Damage model for matrix cracking

2.3.1 Matrix-dominated damage initiation

In this research, the Northwestern University (NU) criterion for woven composites [24] was employed to capture the matrix damage initiation in a woven composite ply. This stress-based damage initiation criterion, which considered the 3D load state [29], is given below:

Tension dominated failure:

\[
F_{mat}^T = \left( \frac{\sigma_{33}}{\sigma_{33}^{0T}} \right)^2 + \left( \frac{\tau_{13}}{\sigma_{33}^{0T}} \right)^2 + \left( \frac{\tau_{23}}{\sigma_{33}^{0T}} \right)^2, \quad \sigma_{33} > 0, \tag{12}
\]

Compression dominated failure:

\[
F_{mat}^C = \left( \frac{\sigma_{33}}{\sigma_{33}^{0C}} \right)^2 + \left( \frac{E_{33}}{G_{13}} \right)^2 \left( \frac{\tau_{13}}{\sigma_{33}^{0C}} \right)^2 + \left( \frac{E_{33}}{G_{23}} \right)^2 \left( \frac{\tau_{23}}{\sigma_{33}^{0C}} \right)^2, \quad \sigma_{33} \leq 0 \text{ and } |\sigma_{33}| \geq |\tau_{13}|, \tag{13}
\]
Shear dominated failure:

\[ F_{s1}^{mat} = \left( \frac{\tau_{13}}{\sigma_{13}} \right)^2 + \left( \frac{\tau_{12}}{\sigma_{12}} \right)^2, \]  
\[ F_{s2}^{mat} = \left( \frac{\tau_{12}}{\sigma_{12}} \right)^2 + \left( \frac{\tau_{23}}{\sigma_{23}} \right)^2, \]  
\[ F_{s3}^{mat} = \left( \frac{\tau_{13}}{\sigma_{13}} \right)^2 + \left( \frac{\tau_{23}}{\sigma_{23}} \right)^2 + 2 \frac{G_{13}\sigma_{33}}{E_{33}\sigma_{13}} \sigma_{33} \leq 0 \text{ and } |\sigma_{33}| \leq |\tau_{13/23}|, \]

where \( F_{s1}^{T/C} \) are the failure indices for matrix-dominated tensile/compressive damage on surface W3. \( F_{s1}^{mat} \) and \( F_{s2}^{mat} \) are the failure indices for inter-fibre shear damage on surfaces W1 and W2, respectively, and \( F_{s3}^{mat} \) is the matrix-dominated shear failure on surface W3. \( \sigma_{ii} \ (i = 3) \) and \( \tau_{ij} \ (i, j = 1, 2, 3) \) are the stresses acting on surfaces W1, W2 and W3. The stress value, \( \sigma_{OT/OC}^{T/C} \), represents the matrix tensile/compressive strength, and \( \tau_{ij} \ (i, j = 1, 2, 3, i \neq j) \) represents the matrix shear strength of a woven composite ply.

2.3.2 Damage evolution for matrix cracking

The stresses, \( \sigma_{ii} \ (i = 3) \) and \( \tau_{ij} \ (i, j = 1, 2, 3) \), acting on the surfaces W1, W2 and W3, were combined on the corresponding fracture surfaces. The combined stresses, \( \sigma_i \ (i = 1, 2, 3) \), are given by,

\[ \sigma_1 = \sqrt{(\tau_{12})^2 + (\tau_{13})^2}, \]  
\[ \sigma_2 = \sqrt{(\tau_{12})^2 + (\tau_{23})^2}, \]  
\[ \sigma_3 = \sqrt{(\sigma_{33})^2 + (\tau_{13})^2 + (\tau_{23})^2}. \]

The combined strains, \( \varepsilon_i \ (i = 1, 2, 3) \), which correspond to the combined stresses, \( \sigma_i \ (i = 1, 2, 3) \), acting on the surfaces W1, W2 and W3, were defined as the sum of the \( \ell^2 \)-norms of corresponding elastic and inelastic strain vectors, \( \varepsilon_i = \varepsilon_{i,el} + \varepsilon_{i,in} \ (i = 1, 2, 3) \), where:

\[ \varepsilon_{1,el} = \sqrt{(\gamma_{12}^T)^2 + (\gamma_{13}^T)^2}. \]
\[ \varepsilon_{1,\text{in}} = \sqrt{(\gamma_{12}^i)^2 + (\gamma_{13}^i)^2}, \quad (21) \]
\[ \varepsilon_{2,\text{el}} = \sqrt{(\gamma_{12}^e)^2 + (\gamma_{23}^e)^2}, \quad (22) \]
\[ \varepsilon_{2,\text{in}} = \sqrt{(\gamma_{13}^i)^2 + (\gamma_{23}^i)^2}, \quad (23) \]
\[ \varepsilon_{3,\text{el}} = \sqrt{(\varepsilon_{33}^i)^2 + (\gamma_{13}^e)^2 + (\gamma_{23}^e)^2}, \quad (24) \]
\[ \varepsilon_{3,\text{in}} = \sqrt{(\gamma_{13}^i)^2 + (\gamma_{23}^i)^2}. \quad (25) \]

In the matrix-dominated failure mode, the monotonous variables, \( d_i \) (\( i = 1, 2, 3 \)), were defined to indicate the evolution of matrix damage due to a combination of tension/compression and shear loading. \( d_i \) (\( i = 1, 2, 3 \)) is a function of the combined strain, \( \varepsilon_i \) (\( i = 1, 2, 3 \)), given by:

\[ d_i = \frac{\varepsilon_i - \varepsilon_{i,\text{in}}}{\varepsilon_i - \varepsilon_{i,\text{in}}} \left( \frac{\varepsilon_i - \varepsilon_{i,\text{in}}}{1 - \varepsilon_i - \varepsilon_{i,\text{in}}} \right), \quad (26) \]

where \( \varepsilon_i^e \) (\( i = 1, 2, 3 \)) and \( \varepsilon_{i,\text{in}}^i \) (\( i = 1, 2, 3 \)) are the \( l^2 \) – norm of the total strains, \( \varepsilon_i^e \) and \( \varepsilon_{i,\text{in}} \) (\( i = 1, 2, 3 \)), and inelastic strains \( \varepsilon_{i,\text{in}} \) at damage initiation, respectively. \( \varepsilon_i^e \) (\( i = 1, 2, 3 \)) is the \( l^2 \) – norm of the final strains, \( \varepsilon_{ij} \) (\( ij = 1, 2, 3 \)), given by:

\[ \varepsilon_i^e = \frac{2G_{ij}}{G_i^e} \times l_{\text{mat}}, \quad (27) \]

where \( G_{ij}^e \) (\( i = 1, 2, 3 \)) is the critical Mixed-Mode strain energy release rate, and \( G_i^e \) (\( i = 1, 2, 3 \)) is \( l^2 \)-norms of acting stresses at damage initiation. \( l_{\text{mat}} \), the characteristic length in the through-thickness direction, equals the ratio of the element volume, \( V \), and the area of the corresponding representative fracture surface, \( A_{\text{mat}} \), as reported in [22]. The critical mixed-mode strain energy release rate, \( G_i^e \) (\( i = 1, 2, 3 \)), is given by:

\[ G_i^e = G_{\text{IIcl}} \left( \frac{\gamma_{12}^i}{G_i^e} \right)^2 + G_{\text{IICl}} \left( \frac{\gamma_{13}^i}{G_i^e} \right)^2, \quad (28) \]
\[
G^2_c = G_{icl|ms} \left( \frac{\gamma^2_{12}}{\sigma^2_2} \right) + G_{icl|ms} \left( \frac{\gamma^2_{23}}{\sigma^2_3} \right),
\]
(29)

\[
G^5_c = G_{icl|ms} \left( \frac{\sigma^2_{33}}{\sigma^2_3} \right) + G_{icl|ms} \left( \frac{\gamma^2_{13}}{\sigma^2_3} \right) + G_{icl|ms} \left( \frac{\gamma^2_{23}}{\sigma^2_3} \right),
\]
(30)

where \( G_{icl|ms} \) and \( G_{icl|ms} \) is the intralaminar fracture toughness associated with matrix-dominated tensile/compressive and shear failure. \( \sigma^i_l \) \((i = 1, 2, 3)\) is the \( l^2 \) – norm of stresses at damage initiation, \( \sigma^i_l \) \((i = 3)\) and \( \gamma^i_l \) \((i,j = 1, 2, 3, i \neq j)\) acting on surfaces W1, W2 and W3.

2.4 Nonlinear shear response

The shear response, required by the damage model, was obtained from standard V-notched Rail Shear (VRS) tests and expressed as:

\[
\tau(\gamma_{ij}) = c_1 \left[ \text{sign} (\gamma_{ij}) \exp (c_2 \text{sign} (\gamma_{ij}) \gamma_{ij}) - \text{sign} (\gamma_{ij}) \exp (c_3 \text{sign} (\gamma_{ij}) \gamma_{ij}) \right],
\]
(31)

where \( c_i (i = 1, 2, 3) \) are coefficients, and \( \gamma_{ij} \) \((i,j = n, s, t, i \neq j)\) are the shear strains [30]. Prior to damage initiation, shear loading and unloading occurs along gradients defined by the initial shear moduli \( G_{ij} \). The values of \( c_i (i = 1, 2, 3) \) obtained from VRS tests are presented in Table 2.

2.5 Damage model for delamination

In the proposed damage model, the delamination in woven composite structures was captured using the built-in surface-based cohesive behaviour in Abaqus/Explicit. The interlaminar failure initiation is governed by a quadratic stress criterion, which is given by:

\[
\left( \frac{(\sigma_n^l)^2}{\sigma_n^0} \right) + \left( \frac{\tau_{ns}^2}{\tau_{ns}^0} \right) + \left( \frac{\tau_{nt}^2}{\tau_{nt}^0} \right) \leq 1,
\]
(32)
where $\sigma_n$ and $\tau_s (\tau_t)$ are the current normal and in-plane shear stresses respectively. $\sigma_n^0$ and $\tau_s^0 (\tau_t^0)$ are the respective maximum stresses in each direction. For the evolution of interlaminar damage, the energy-based Benzeggagh–Kenane (B-K) propagation criterion [31] was used to propagate the delamination between composite plies, given by:

$$G_c = G_{IC} + (G_{IIc} - G_{IC})B^n,$$

where $G_c$ is the current total Mixed-Mode strain energy release rate, and $\eta$ is the Mixed-mode interaction exponent determined using the test method described in the ASTM D6671/D6671M-03 testing standard [32]. Parameter $B$ is the local mixed-mode ratio, given by:

$$B = G_{II}/G_I + G_{II},$$

Parameters $G_I$ and $G_{II}$ are the current Mode I and Model II strain energy release rates, respectively, which can be obtained by multiplying the stresses, $\sigma_n$ and $\tau_s (\tau_t)$ shown in Eq. (32), with their conjugate separations $\delta_i (i = n, s, t)$, given by [33]:

$$G_I = \langle \sigma_n \rangle \times \delta_n,$$

$$G_{II} = \tau_s \times \delta_s + \tau_t \times \delta_t,$$

In this way, the proportion of current Model II strain energy release rate $(G_{II})$ in the current total strain energy release rate $(G_I + G_{II})$, which is denoted as the local mixed-mode ratio $(B)$ in Eqs. (33) and (34), can be obtained. Consequently, the current total mixed-mode strain energy release rate, $G_c$, can be determined based on the measured $G_{IC}, G_{IIc}$ and $\eta$ as well as the calculated $B$. It can be found that the acquisition of current stresses, $\sigma_n$ and $\tau_s (\tau_t)$ in Eq. (32), are relevant to the developed intralaminar damage model, illustrated in Eqs. (7)-(31).

### 2.6 Stress degradation

The degraded stress vector, $\sigma_{123}$, on the surfaces W1, W2 and W3 may then be expressed as:
\[ \mathbf{D}_w = \begin{bmatrix}
(1 - d_{11}) & 0 & 0 & 0 & 0 & 0 \\
0 & (1 - d_{22}) & 0 & 0 & 0 & 0 \\
0 & 0 & (1 - d_{33}) & 0 & 0 & 0 \\
0 & 0 & 0 & (1 - d_{ij})(1 - d_{kl}) & 0 & 0 \\
0 & 0 & 0 & 0 & (1 - d_{ij})(1 - d_{kl}) & 0 \\
0 & 0 & 0 & 0 & 0 & (1 - d_{ij})(1 - d_{kl}) \\
\end{bmatrix} \]

The full expression of degraded stresses, \( \sigma_{ij} (i, j = 1, 2, 3) \), is given by:

\[ \sigma_{11} = (1 - d_{11}) \hat{\sigma}_{11} \]
\[ \sigma_{22} = (1 - d_{22}) \hat{\sigma}_{22} \]
\[ \sigma_{33} = (1 - d_{33}) \hat{\sigma}_{33} \]
\[ \sigma_{12} = (1 - d_{ij})(1 - d_{kl}) \hat{\sigma}_{12} \]
\[ \sigma_{13} = (1 - d_{ij})(1 - d_{kl}) \hat{\sigma}_{13} \]
\[ \sigma_{23} = (1 - d_{ij})(1 - d_{kl}) \hat{\sigma}_{23} \]

where:

\[ \begin{align*}
d_{11} &= \begin{cases} 
\hat{d}_1 & \varepsilon_{11} < 0 \\
\hat{d}_1 & \varepsilon_{11} \geq 0 \text{ and } \varepsilon_{11} > 0 \text{ and } d_{11}^T > d_1^C \\
\hat{d}_1^C & \varepsilon_{11} \geq 0 \text{ and } d_{11}^T < d_1^C 
\end{cases} \\
d_{22} &= \begin{cases} 
\hat{d}_2 & \varepsilon_{22} < 0 \\
\hat{d}_2^T & \varepsilon_{22} \geq 0 \text{ and } d_{22}^T > d_2^C \\
\hat{d}_2^C & \varepsilon_{22} \geq 0 \text{ and } d_{22}^T < d_2^C 
\end{cases}
\end{align*} \]
3. Experimental evaluations

3.1 Materials and specimens

In this research, the AS4/Polyether-ether-ketone (PEEK) woven pre-pregs were used to manufacture the woven fabric reinforced composite panels, from which the open-hole specimens were produced. All panels were subsequently inspected using a C-scan system to determine that the pristine specimens were free of any major defects. The geometry of the open-hole samples for CLC tests is shown in Fig. 3a and the pinned open-hole samples is shown in Fig. 3b, where the blue cylinder represents the steel pin, with a radius of $r$, used in the pinned open-hole samples. The dimensions, $l_s$ and $l_g$ are the fixture supported length and gauge length, respectively, $L$ is the total length of the open-hole sample and $R$ is the radius of the open-hole. The dimensions, $w$ and $t$, are the sample width and thickness, respectively. The loading direction was defined as $0^\circ$ direction. The sample dimensions are presented in Table 1.

![Fig. 3. CLC Specimen geometries: (a) open-hole sample and (b) pinned open-hole sample.](image)
Table 1

Nominal dimensions of the open-hole samples for CLC tests. (mm)

<table>
<thead>
<tr>
<th>Dimensions</th>
<th>$L$</th>
<th>$l_s$</th>
<th>$l_g$</th>
<th>$R$</th>
<th>$w$</th>
<th>$t$</th>
<th>$r$</th>
<th>$h$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Open-hole sample</td>
<td>148</td>
<td>64</td>
<td>20</td>
<td>5</td>
<td>20</td>
<td>1.4</td>
<td>N/A</td>
<td>N/A</td>
</tr>
<tr>
<td>Pinned open-hole sample</td>
<td>148</td>
<td>64</td>
<td>20</td>
<td>5</td>
<td>20</td>
<td>1.4</td>
<td>≈ 5</td>
<td>4</td>
</tr>
</tbody>
</table>

3.2 Testing methods

The CLC testing method described in ASTM standard D6641/D6641M [35] was adopted to conduct the physical tests for investigating the damage mechanisms of open-hole composite structures under compressive loading. In the CLC test, a specimen support with guide rails, Fig. 4, was used to exert the compressive load and fix the specimen.

![Fig. 4. Photograph of the specimen support for CLC tests.](image)

In this research, both open-hole samples with and without a pin were tested in an *Instron®* screw-driven tensile testing machine with a 10 kN loading cell. The fixed specimen was positioned between a compression plate and a steel platform [36] shown as Fig. 5b. For both open-hole and pinned open-hole testing, three repeat samples were tested using displacement control, which was applied at a speed of 0.5 mm/s under standard laboratory temperature and environment. The pin is a close fit to...
the open-hole and only held by the hole diameter. The schematic and photograph of the experimental set-up for CLC tests are shown in Figs. 5a and 5b, respectively.

![Fig. 5. CLC evaluations: (a) schematic and (b) photograph of the experimental set-up.](image)

### 4. Numerical simulation

#### 4.1 Finite element model

A Computer Added Design (CAD) model, which illustrates the virtual testing set-up, is shown in Fig. 6a. The developed composite damage model was implemented as a User-defined mechanical material behaviour (VUMAT) subroutine for Abaqus/Explicit. Finite Element (FE) models of the standard open-hole sample and pinned open-hole sample were built up in Abaqus 2017 for carrying out the virtual CLC tests, Fig. 6b. The free part of the virtual open-hole structure was meshed using the eight nodes linear reduced integration (C3D8R) solid elements with a size of 0.5 mm × 0.5 mm.

The compression plate and specimen support were set as rigid bodies. The total number of elements in this finite element model was 38,280. The general contact algorithm with a friction coefficient of 0.2 was used to govern the global contact. The interfacial contact was defined as cohesive surface with a friction coefficient of 0.25 [17,20,23,37]. The computational loading speed was set as 0.5 m/s to reduce the computing time and a smooth step was used to ensure the quality of simulation was not
affected by the inertial effects. Computations were completed using 32 CPUs on a Windows Cluster with a run time of 15 h for the standard open-hole sample and 17 h for the pinned open-hole sample.

**Fig. 6.** Virtual CLC test: (a) loading configuration and (b) FE model of pinned open-hole specimen.

### 4.2 Material properties

The basic material properties, such as moduli, strengths and Poisson’s ratios, required for data reduction were measured using the standard testing methods described in References [38–40]. The input parameters, such as toughness and nonlinear properties, required for the computational model were extracted from a series of material characterisation tests reported in References [32,41–46]. In details, the intralaminar fracture energies associated with fibre-dominated tensile ($G_{Ic}^{f,t}$) and compressive ($G_{Ic}^{f,c}$) failure were measured using Modified Compact Tension (MCT) and Compact Compression (CC) testing methods [30,47,48], respectively. The standard V-notched Rail Shear (VRS) testing method was used to obtain the nonlinear shear response of composite laminates [49].

The interlaminar fracture energies ($G_{Ic}$ and $G_{IIc}$), and Benzegagh–Kenane (B-K) exponent ($\eta$) were determined using standard Double-Cantilever-Beam (DCB), Four-point End-Notched-Flexure (4ENF) and Mixed-Mode-Beam (MMB) tests respectively. The material properties are shown in Table 2.
Table 2

Material properties of AS4/PEEK woven composite ply [7,50–52].

<table>
<thead>
<tr>
<th>Properties</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Modulus (GPa)</td>
<td>$E_{11} = E_{22} = 63.8$ GPa; $E_{33} = 10.3$ GPa; $E_{13} = G_{23} = 5.0$ GPa; $G_{12} = 5.7$ GPa;</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>$\nu_{13} = \nu_{23} = 0.3$; $\nu_{12} = 0.05$;</td>
</tr>
<tr>
<td>Strength (MPa)</td>
<td>$X^T = Y^T = 801$ MPa; $X^C = Y^C = 781$ MPa; $Z^T = 86$ MPa; $Z^C = 254$ MPa; $S_{12} = 186$ MPa;</td>
</tr>
<tr>
<td>Ply fracture toughness</td>
<td>$G_{i</td>
</tr>
<tr>
<td>Shear coefficients</td>
<td>$c_1 = 78.4$; $c_2 = 1.88c_3 = 65.7$;</td>
</tr>
<tr>
<td>Interface properties</td>
<td>$G_{i</td>
</tr>
</tbody>
</table>

5. Model validation

5.1 Standard open-hole samples

The experimental and numerical load versus global displacement (S) curves, obtained from standard open-hole samples, are shown in Fig. 7a. The global displacement (S), over the gauge length ($l_g$), has been corrected for the compliance of the testing machine and rig. Prior to peak load, the simulated load response followed the linear increase, which was also observed from experimental results. Beyond maximum load, a sudden drop, due to rupture failure, was observed from the load versus displacement curves obtained from standard open-hole samples. The comparison of load against displacement curves between experiments and simulation show that the response of the standard open-hole samples was accurately captured using the developed computational model. The computational maximum load is 4.2 kN, which is lower (-7.2%) than that present by experimental results (4.5 ± 3% kN). The total energy, which equals the area under the load-global displacement (S) curve, obtained from virtual and experimental standard open-hole samples are 227 mJ and 233 ± 5.7% mJ, respectively. In order to highlight the marginal difference, the comparison of normalised maximum load and total energy is shown in Fig. 7b, which shows good correlation between experimental and numerical results.
Fig. 7. CLC standard open-hole experiments (Sta-exp 01 to 03) and virtual standard open-hole simulation (Sta-sim): (a) load against global displacement (S) over the gauge length ($l_g$) (with inset Pictures A, B and C from Fig. 8 showing simulation of the damage evolution) and (b) normalized values of maximum load and total energy.

Fig. 8 shows the damage evolution in the virtual standard open-hole sample simulation for global displacement (S) during the stages of failure. The simulation results, show that, from initial damage to final damage, the global displacement (S) only increased 0.003 mm, which means the fracture process is very short and intensive. This is also proved by the sudden drop in the load-displacement curves. The failed virtual standard open-hole sample was compared with a failed experimental standard open-hole sample in Fig. 9. In the experimental standard sample, damage due to compressive loading was observed as cracking through the ligaments between the open hole and the long edges. The comparison shows that the cracks through the whole ligament were accurately captured by the computational model.
Fig. 8. Damage evolution simulation of virtual standard open-hole sample (see Fig. 7).

Fig. 9 Failure: (a) experimental and (b) virtual standard open-hole.

5.2 Pinned open-hole samples

Fig. 10a shows load versus global displacement (S) curves, obtained from experiments and simulation of the pinned open-hole samples. It can be found that, the loading curves of pinned open-hole samples linearly increased to the maximum point, which was followed by a sudden drop. The difference between loading responses presented by standard and pinned samples is that the former presented a single drop in load, whilst, the latter presented a second growth and drop after the first drop in load. The first drop in load, for the pinned open-hole samples, was caused by an initial compressive failure about the pin leading to cracks which subsequently arrested (Picture B in Fig. 11). Following this, the pin took the load and resisted further crack growth along the middle section. The load recovered and reached a second peak load, followed by a second load drop caused by further
crack propagation across the middle section (Picture C in Fig. 12a). This discontinuous crack propagation procedure in the pinned open-hole samples was due to the steel pin, which constrained the deformation around the open-hole region. Also, the pinned samples withstood a higher peak load (5.97 ± 2.4% kN) than the standard open-hole samples (4.5 ± 3% kN). The maximum loads obtained from physical and virtual pinned open-hole samples are 5.97 ± 2.4% kN and 5.93 kN, respectively. The computational total energy (271 mJ) is marginally lower (-3%) than the experimental values (279 ± 2.1% mJ). Fig. 10b shows the comparison of normalised maximum load and total energy obtained from physical and virtual pinned open-hole samples, which demonstrates a good agreement between experimental and numerical results. To be noted is that, with a steel pin, greater load is carried by the structure and the global displacement (S) is reduced, however, overall the total energy is increased for the pinned open-hole.

The damage evolution obtained from virtual pinned open-hole sample simulation is shown in Fig 11 for global displacement (S) during the stages of failure. The failed experimental and virtual pinned open-hole samples are compared in Fig. 12. As for the standard open-hole samples, through-
thickness cracks were observed in the ligament regions of both experimental and virtual pinned open-hole samples. The difference is the compressive failure was observed in the image obtained from the experimental pinned open-hole specimens (Fig. 12a), and the compressive failure was also well reproduced by the computational model, Fig. 12b, which confirmed the capability of the proposed composite damage model in capturing the response of woven fabric reinforced composite laminates.

![Damage evolution simulation of virtual pinned open-hole sample](image)

**Fig. 11.** Damage evolution simulation of virtual pinned open-hole sample (see Fig. 10).

![Failure: (a) experimental and (b) virtual pinned open-hole samples](image)

**Fig. 12.** Failure: (a) experimental and (b) virtual pinned open-hole samples.

### 6. Conclusions

In this research, two types of composite samples, the standard open-hole and the pinned open-hole samples, were evaluated using the Combined Loading Compression (CLC) test method, described in ASTM 6641, to investigate the damage mechanisms of open-hole and pinned open-hole woven fabric
reinforced thermoplastic composite laminates under compressive loading. The corresponding virtual compression test was simulated using a computational model, which was developed for Abaqus/Explicit. The capability of the computational model in capturing the response of woven composite laminates under compressive loading was validated using the extracted experimental results. A good correlation was achieved between experimental and numerical results.

From these experiments and simulations, it was found that a single load peak, and subsequent crack propagation across the ligament, was observed in the open-hole samples. By comparison, the pinned open-hole samples exhibited two load peaks and a two-stage crack propagation with greater load carrying capability and greater total energy absorbed before failure. This is due to the presence of the steel pin, which constrained the material deformation around the open-hole. The importance and benefit of a pin (or bolt) is demonstrated. The simulations captured these effects well and the research has shown that the meso-scale damage modelling approach, based on Continuum-Damage-Mechanics (CDM), can very effectively simulate the onset of damage and subsequent crack propagation in woven fabric reinforced composites. This is for open-hole and pinned open-hole configurations, which are often present, when composite materials are fixed (or bolted) together in aircraft structures.
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