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Abstract

Highly complex phenomena such as lightning strikes require simulation methods capable of capturing many different physics. However, completing this in one simulation is not always desired or possible. In such instances there can be a need for a methodology to transfer loading boundary conditions from one simulation to the next while accounting for the characteristic form of the loading and the dissimilar domain and mesh geometries. Herein, the objective is to combine two models to enable the automatic sequential simulation of a lightning arc and a composite test specimen. The approach is developed using Finite Element models, with a Magnetohydrodynamics model representing the lightning plasma and a thermal-electric model representing the specimen. The specimen mesh and loading boundary conditions are automatically generated based on the predicted output of the preceding plasma model. The precision, run-time and flexibility of the proposed approach is demonstrated, with thermal damage predictions generated in approximately 33 hours. Resulting from the integrated modelling capability is the first time prediction of damage representing the test electric boundary conditions rather than assumed specimen boundary conditions (herein using test ‘Waveform B’).
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1.0 Introduction

Lightning strike attachment on aircraft may cause damage. The use of composites in wing and fuselage construction has increased progressively over the last three decades due to demands on weight reduction and fuel efficiency [1]. Composite materials present a challenge to lightning strike protection due to their comparatively poor electrical and thermal conductivity. The insulating nature of the polymer resin surrounding the fibres can lead to an extreme temperature around the local attachment point caused by Joule heating due to lightning current, direct heat impact from hot plasma channel, and thermal radiation from plasma [2]. Historically external surface metallic meshes have been used to protect composite laminates [3], [4].

A lightning strike is a highly complex phenomenon that involves many interactive physics such as electrical, magnetic, thermal and mechanical effects, all occurring within a timeframe in the region of micro to milliseconds [5]. Experimental studies regarding composite behaviour under lightning strike have been conducted within literature [6]–[9]. However, due to the highly specialise facilities and the cost and very high energy involved in a strike, these experimental campaigns need to be supplemented by computational modelling. The most recent experimental works have focussed on multiple or sequential lightning strikes [10] or the investigation of novel protection methods [11]. Computational modelling has dominated lightning strike research over recent years with authors typically modelling electrical, thermal and mechanical loads separately [2], [12]–[17]. However, progress has also been made in terms of modelling the thermal plasma associated with a simulated strike, taking into account combined multiphysics effects [5], [18]–[20]. Modelling of the plasma can encompass all the key physics mentioned previously, however requires a highly complex procedure within a multiphysics simulation and results in high computational expense with recent works suggesting upwards of seven days despite only being modelled in 2D axisymmetric form [5]. Additionally, to best knowledge, only one author in this field has directly considered the influence of mesh size on simulation results and presented a clear convergence study [2]. However, potentially relevant work has been done in other fields to produce meshes by using algorithms to control the mesh size and shape [21]–[23]. There is a clear gap in the literature with respect to coupling such
models (plasma-mechanical/thermal-electrical) for lightning test simulation and the prediction of composite material damage. Moreover, there is no demonstrated understanding on the influence and sensitivity of mesh selection and coupling methods on simulation predictions.

Therefore, the focus of this paper is to propose a robust approach to transfer the key load boundary conditions between dissimilar Finite Element (FE) models and understand simulation sensitivity with respect to coupling and meshing. This will be done considering a FE plasma model in COMSOL multiphysics and a thermal-electric FE model in ABAQUS [2], [5]. These models will be sequentially completed with the plasma model running first and providing outputs to the thermal-electric model. The paper is divided into clear sections firstly describing the background to the lightning arc plasma and specimen thermal-electric models used herein as well as other key models in the field. Different meshing strategies within literature will then be discussed before moving to the methodology. In the methodology the baseline simulations are considered before each proposed coupling method in this work is discussed. The methodology ends with a description of the solution procedure, the material models and the mesh convergence study employed in this work. Results for each of the test cases are then presented comparing their relative accuracy and damage predictions before conclusions are drawn.

2.0 Background

2.1 Lightning arc plasma modelling

Lightning strike simulations have been predominantly focussed on modelling the damage caused by a strike using FE software such as ABAQUS [24]. Recently, progress has been made to accurately model the thermal plasma associated with simulated lightning strike testing [5], [18]–[20]. Typically lightning strike plasma simulations are based on multiphysics Magnetohydrodynamic (MHD) representations and have developed from the research conducted on arc welding [25]–[29]. These
simulations consider the standardised lightning waveforms as inputs and can predict plasma properties and specimen surface loads. These waveforms have been specified in SAEARP5412B [4] and are described as follows. Waveform A is a 200kA, high intensity first return stroke. Waveform B is the intermediate current which follows a first return stroke and lasts for up to 5ms. Waveform C, continuing current, has the longest duration lasting up to 1s while D is a subsequent stroke of 100kA.

Multiphysics models allow for the coupling of many physics which is convenient for the modelling of lightning since thermal, mechanical and electromagnetic effects all occur together. These models typically incorporate Navier-Stokes equations for fluid motion, Maxwell equations of electromagnetism and thermal conduction equations for heat transfer.

Chemartin et al. [19] were the first authors to model the lightning plasma when considering arc attachment behaviour during a Waveform C swept stroke. Abdelal and Murphy [5] followed Chemartin et al. [19] presenting a solution for a Waveform B lightning strike test condition. More recently two works have proposed models for Waveforms A and C respectively [18], [20].

Chemartin et al. [19] used a 3D approach but only briefly described the solution procedure, physical properties represented and the mesh design. Both Chen et al. [18] and Wang et al. [20] used a 3D approach within CFD plasma models using ANSYS Fluent while Abdelal and Murphy [5] used a FE approach and a 2D-axisymmetric modelling strategy.

Chen et al. [18] only modelled a portion of the full waveform while both these authors and Wang et al. [20] included significant assumed initial boundary conditions in order to generate potentially representative behaviour. Abdelal and Murphy [5] improved on this approach by representing the initial plasma formation using cold-field electron emissions. This approach enabled the prediction of transient thermal, mechanical and electromagnetic behaviour. A preliminary 1D model was used to calculate initial electrical conductivity to remove the need for initial assumptions. This removed the need for initial assumptions and enabled simulations to start at room temperature conditions and capture initial arc attachment. This was not achieved by other works [18], [20]. This modelling approach, and Waveform B, will therefore be the focus herein as predictions will be
possible which capture the initial arc attachment behaviour. The main drawback of the simulation proposed by Abdelal and Murphy [5] was runtime. However, in order to reduce this, similitude theory was used to increase the utility of the model as a design tool.

Abdelal and Murphy [5] used a 12.5mm radius plasma simulation domain, Wang et al. used a 75mm radius domain, while Chen et al. used a 30 x 30 x 50 mm plasma region. Abdelal and Murphy were the only authors to discuss convergence however the meshes used by both Chen et al. and Wang et al. for the plasma domain were still much more structured. In the work of Chen et al., seven interpolation methods were tested to link the plasma simulation with a thermal-electric model. However, no convergence of the specimen mesh was discussed.

In all but one of the above works, damage behaviour has not been represented. In the work of Chen et al. where damage was presented, significant assumptions have been required in the plasma model. Abdelal and Murphy [5] were able to predict surface temperature of the specimen but not the internal resistive heating or the resulting specimen damage. Therefore, it would be beneficial to apply the predicted surface current density to determine the damage due to resistive heating. Note, it is not possible to apply a temperature boundary condition and also calculate the temperature at the specimen surface. The vast majority of the literature suggests that specimen temperature rise due to resistive heating will be much larger than heating from the plasma. Thus the current density is applied as the surface loading boundary condition and not the plasma surface temperature. Post simulation this idealisation will be reviewed through comparison of the plasma and the surface predicted temperatures.

2.2 Specimen thermal-electric modelling

Lightning strike damage simulations have developed incrementally since 2010 with different authors proposing different methods to apply the relevant loads and different meshes [2], [12], [13], [16], [30].
The majority of authors have used a model that matches the dimensions of the test specimens used in experiments. For example Ogasawara, Dong and Foster et al. [2], [13], [16] used a specimen which was 150 x 100 x 4.704 mm with a ply thickness of 0.147 mm, matching the specimen of Hirano et al. [6]. Abdelal and Murphy [12] used a quarter model composite laminate with symmetrical boundary conditions. This model was questioned by Foster et al. [2] due to the assumptions around symmetric results.

The meshes used have varied slightly between works but Ogasawara, Dong and Foster et al. [2], [13], [16] have all used structured meshes refined around the loading area. The mesh used by Abdelal and Murphy [12] is highly irregular and unstructured due to the partitioning method used.

Ogasawara et al. [16] applied the current profile to a single node at the specimen centre however several authors have commented on the potential inaccuracy of this method as it can lead to unrealistic temperature predictions. Abdelal and Murphy [12] improved upon this method by using an assumed arc radius of 5mm to apply the loading. Moreover other authors have made similar assumptions about the radius of loading, e.g. 5mm - Foster et al., 5 mm - Lee at al. [2], [30], 2.5 mm - Dong et al. [13]. All works have used a zero potential boundary condition on the side and bottom surfaces of the specimen to replicate experimental conditions and observations [6].

Applying a circular load on a square or rectangular specimen has also the potential to cause a highly unstructured mesh. Foster et al. avoided this behaviour and suggested an analytical field loading approach to maintain a structured mesh but still assume and apply the loads in a circular pattern [2]. Foster’s analytical field equation is shown in Equation (1), where \( r \) is the radius of the arc over which the load is applied and field is the resulting area over which the load is applied.

\[
\text{Field} = \left\lfloor \frac{r}{\sqrt{x^2 + y^2}} \right\rfloor \left( \left\lfloor \frac{r}{\sqrt{x^2 + y^2}} \right\rfloor + 1 \right)
\]

(1)

Foster et al. [2] also developed, for the first time, a method to characterise thermal damage to the specimen and used this during mesh convergence and the description of their results. So called moderate damage described a wide but shallow region of damage which encloses the severe damage area and includes physical behaviours such as resin degradation and fractured fibres. The severe
damage area is a narrow and potentially deeper area of damage which includes resin thermal decomposition, fractured fibres and fibre blow-out. Foster et al. [2] using the TGA results of Ogasawara et al. [16] determined that the 300°C contour could signify moderate damage while the 500°C contour boundary could indicate the severe damage zone.

While these authors have focussed on applying current loads, other authors have applied mechanical loads due to the formation of the lightning thermal plasma.

2.3 Specimen mechanical loading

Mechanical loading simulations have also been considered by a number of authors [15], [17], [31]. In each case the loads were derived from the fundamental pressure equations for lightning strikes, given in Equation (2), however the assumed equation denominator coefficient (specified as 8 in Equation (2)) varies between studies [7], [15], [17], [19], [32], [33].

\[
\Delta p = \frac{\mu_0 i^2}{8\pi^2 r^2}
\]

where \(\Delta p\) is the pressure, \(\mu_0\) is the magnetic permeability of air, \(i\) is the electric current and \(r\) is the arc radius.

Muñoz et al. [15] assumed the acoustic pressure and electromagnetic pressure were separate with the acoustic pressure having a constant value of 10 MPa over a radius of 12.5 mm throughout the analysis. The electromagnetic pressure acting on the specimen was assumed constant up to the arc radius. Both Foster et al. [17] and Millen at al. [31] used VDLOAD FORTRAN subroutines to apply different pressure loads to the test specimen surface. Foster et al. conducted three studies with a constant load over a 5 mm radius, varied loads over a 5 mm radius and a constant load over 5, 3 and 1 mm radii. Millen et al. used a custom-built VDLOAD subroutine which took output data from Abdelal and Murphy’s [5] COMSOL simulation and interpolated this based on time and radial position to apply the pressure within a 12.5mm radius. However, this method was quite computationally expensive due to a larger loading area, high number of interpolations required and the amount of input data to be handled (17,000 unique values). Moreover, extending this approach to
also include current and heat flux loads would require upwards of 50,000 values to process and further add to the already significant computational cost. Consideration of all loads including pressure is important when attempting to link the plasma and composite specimen simulations since pressure along with current density and heat flux all require potentially simultaneous application and therefore need to be considered together.

2.4 Specimen and plasma meshing

A key challenge demonstrated by Millen at al. [31] is the significant difference in simulation mesh densities used for the plasma analysis and the specimen analysis. The anode in the MHD simulations and the composite specimen in the thermal damage simulations represent the interface between the plasma and the specimen and thus it is these meshes which must initially be compared. Typical mesh sizes and partitioning methods can be seen in Figure 1.
Figure 1 - Overview of modelling regions and meshes for plasma (top right) and thermal-electric specimen simulations (bottom centre).

Starting with the plasma simulation by Abdelal and Murphy [5] the 2D-axisymmetric model used a 0.05 mm mesh seed along its width. If this was converted to 3D and applied to a typical 150 x 100 mm specimen the number of elements would exceed $5 \times 10^6$, assuming a single element size. This is totally unreasonable for any damage simulation to produce results in a time period which could be used for design iteration. Thermal damage simulations have used different methods to control the mesh size. Ogasawara et al. [16] and Dong et al. [13] used 600 elements per ply. Millen et al. [31] used 1200 elements per ply for their initial simulation linking study. Abdelal and Murphy [12] used a varying mesh in their quarter model with 2 elements through the thickness of the first ply and one for the remaining plies. 4074 elements were used in ply one while 441 were used in further plies resulting in the least structured mesh of all the thermal damage simulation meshes used.
Structured meshes have also been a feature of other damage modelling studies. Several authors have used structured, refined meshes for their low and high velocity impact simulations on rectangular specimens [34]–[37]. All these authors typically use a refined mesh around the area of impact and a courser mesh at specimen extremities. Other workers have used circular geometry to model impact with a structured square mesh at the centre of the specimen [38]–[40]. The transition of square to circular geometry has been handled with slight variation between works but generally the same rules are used with a swept mesh and hex elements [38]–[42]. Adaptive meshing techniques can also be used in this instance [43]–[45]. However, most of these works are focussed on mechanical loading and herein the focus is initially electric current loading. Foster et al. [2] were the only group of co-workers to conduct and present a comprehensive mesh convergence study leading to 4200 elements per ply with an in-plane mesh seed of 1.5 mm and 2 elements through the thickness of each of the top 8 plies.

2.5 Test arrangement modelling

Preceding research has assumed and applied the loading conditions on the test specimen surface. Few works have recognised or modelled the exact test loading conditions in which typically a conical tip discharge probe (the cathode) a distance above the specimen surface and a copper plate or ring (the anode) below the specimen are used to create the lightning arc which strikes the specimen. The prescribed test conditions, in the form of a desired current waveform [4] is thus not directly applied to the specimen. Thus to remove the need for many assumptions on the specimen surface loading conditions it is necessary to model the lightning arc between the discharge probe and the specimen surface. However, from the literature it can be clearly observed the disparate modelling fidelity that is currently achievable given the significant differences in computational burden of plasma and specimen modelling. The literature confirms the need for a robust method to transfer the loading boundary results between the already demonstrated plasma and specimen FE models, and the need to understand the impact of model mesh selection, development and convergence.
3.0 Methodology

Based on the preceding literature summarised in Section 2 the objective herein is to create a sequential coupling between the model representing the simulated lightning plasma and the model of the composite material test specimen. Based on the literature the approach must be computationally efficient and must account for the significant differences typically seen between the plasma and specimen meshes. Also based on the literature a structured mesh within the thermal damage model is desirable [2].

3.1 Baseline simulations

The method described in this paper relies on a two stage procedure. The first of these is the MHD lightning plasma model of Abdelal and Murphy [5] (in COMSOL multiphysics). This model represents initial arc attachment and predicts the necessary specimen surface loads for the second stage. The second stage predicts specimen thermal-electric behaviour and its results are used to infer specimen damage. The plasma model predicted behaviour is used to load the specimen model – herein the specimen current density is used to load the specimen thermal-electric model.

The plasma is represented within a 2D-axisymmetric model with a conical electrode, a 12.5 mm radius simulation domain and copper anode. Navier-Stokes equations, Maxwell equations and thermal conduction equations govern fluid motion, electromagnetism and heat transfer. The primary model input is the standard waveform equation (Equation 3):

\[ I'(t) = \frac{11300}{d\beta} - \left( e^{-7000t'\gamma} - e^{-2000t'\gamma} \right) = 113 \left( e^{-70t'} - e^{-200t'} \right) \]  

(3)

where \( \gamma = 1e-4 \), \( \beta = 1e8 \) and \( d=2 \). The specimen material is copper with air used for the fluid domain. Ground boundary conditions are applied to the bottom and side surfaces of the copper specimen to replicate experimental conditions [6]. Further details of the model and the specific simulation parameters can be found in the relevant reference [5].
At the specimen surface the plasma model predicts current density, pressure and heat flux. These three time and radially varying outputs are shown in Figure 2 with the x-axis representing radius, the y-axis representing the relevant load magnitude, and each line representing a different time increment for the first 2 ms of the simulation.

The second stage is the thermal-electric FE damage model in ABAQUS proposed by Foster et al. [2]. This model predicts the thermal damage as a result of resistive heating due to current loading. The composite specimen modelled is 150 × 100 mm, containing 32 plies each with a thickness of 0.147 mm, with IM600/133 material and the ply layup of [45/0/−45/90]_s.

Both of these models have been selected having been benchmarked against experimental work within recent literature and offering approaches which attempt to minimise modelling assumptions (particularly with respect to plasma initial boundary conditions) [2], [5].
3.2 Proposed coupling methods

Figure 1 shows a comparison between the baseline plasma simulation domain and mesh used by Abdelal and Murphy [5] and the baseline specimen simulation domain and mesh used by Foster et al. [2]. In order to accurately transfer the loads from one simulation to the next they must be resolved from 2D to 3D to account for the orthotropic material properties in the specimen thermal-electric simulation. The current density predicted at the anode surface in the plasma model is to be applied at the top surface of the specimen model. Other constraints on the approach are that pressure may only be applied to surfaces, an advantage as nodal loading was demonstrated to be inaccurate for thermal-electric simulations [2], [12], and no subroutine script is available in ABAQUS to apply current
density unlike the DLOAD and DFLUX routines used for continuous variation of pressure and heat flux in other works [46], [47]. Initially three coupling cases are considered:

Case 1

This is the baseline case and in this method the same model, mesh and loading approach developed by Foster et al [2] is used. Analytical fields are used to apply the radial expanding current loads to the top surface of the specimen model. In order to apply loads, surface rings are first defined via analytical fields. The equation used by Foster et al. is adjusted to capture the radial variance of the loads rather than applying them to one uniform circle and is given in Equation 4, where \( r_2 \) is the outer radius and \( r_1 \) is the inner radius and \( x \) and \( y \) are points within the radii. The radial progression of the current is represented through temporal variation of the loads applied to each surface ring using time versus load amplitude tables as shown in Figure 3. In this way the combined amplitude functions and surface loads allow the axisymmetric representation of the current density to be applied as the loading boundary conditions on the specimen surface. Exemplar load boundary conditions are shown in Figure 4 for two load instances, where the value of ‘Load existence’ equal to one represents loading and a value of zero represents no loading.

\[
Field = \left( \frac{r_2}{\sqrt{x^2 + y^2}} \right) / \left( \frac{r_2}{\sqrt{x^2 + y^2}} + 1 \right) - \left( \frac{r_1}{\sqrt{x^2 + y^2}} \right) / \left( \frac{r_1}{\sqrt{x^2 + y^2}} + 1 \right) \quad (4)
\]
Figure 3 – Illustration of a single surface, load and amplitude arrangement used to apply the plasma current density load on the test specimen surface.

Figure 4 – 3D illustration of loading method using modified analytical field (Equation 3).
Case 2

In Case 2 the mesh used by Foster et al [2] and recreated in Case 1 was refined to increase the number of partitions and the representation of the radial variance of the load. The main drawback of the analytical field method is that the minimum mesh size controls the minimum dimension of the loading rings. Thus in Case 1 the minimum partition was limited to 1.5 mm. Seed bias was therefore used to reduce the mesh size at the centre of the loading area and hence the number of loading rings. The resulting mesh had a minimum element size of 0.05 mm rising to 3 mm at the edge of the plasma model boundary (compared with the constant 1.5 mm size in the equivalent region in Case 1). The same loading method was applied to the refined mesh as described in Case 1.

Case 3

Visual inspection of the loading properties (pressure, current density, surface heat flux) shown in Figure 2 illustrates the same general trend for the majority of the data. Therefore, a turning point or point of inflection analysis may be used to subdivide the data into radial zones. Given the axisymmetric nature of the plasma simulation load discretisation is simplified to be circular and thus the points of inflection may be used to guide the specimen surface discretisation for the application of the load.

The graph of pressure was used as a test case. Figure 5 shows that for the first 0.3 mm the fluctuation and variation in pressure is very high but follows a general trend for >90% of the data. Between 0.3 mm and 2 mm features two linearly varying zones, between 2 and 3 mm represents a levelling of the data before the most complex region between 3 and 6 mm. The final zone (6 to 12.5 mm) features exponential and linear decay relationships.

Four criteria were used to find key points in the data:

- Point A < Point B > Point C – representing a peak
- Point A > Point B < Point C – representing a trough
- \( \frac{(\text{Point C} - \text{Point B})}{(\text{Point B} - \text{Point A})} \) and \( \text{Point C} > \text{Point B} \) – representing a doubling of gradient

- \( \frac{(\text{Point C} - \text{Point B})}{(\text{Point B} - \text{Point A})} \) and \( \text{Point C} < \text{Point B} \) – representing a halving of gradient

A test was then applied to check the criteria; the script was applied to the trigonometric function \( \tan(\text{radius}) \) from 0.0 to 12.5 mm as this function represents many of the characteristics of the plots seen in Figure 2. The script without user intervention successfully identified the transitions between zones with distinct characteristics, based on a post-test visual inspection.
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\text{Figure 5 - Zoomed graphs of pressure plots.}
The finalised script was then applied to all plots and the resulting points were plotted over the original data as shown in Figure 6 for both pressure and current at different time points. Each marker represented the potential boundary of a partition on the top face of the specimen. A small rounding script was added to the procedure which only added points if they occurred more than twice over all the plots and rounded those closer than 0.05 mm to avoid extremely small divisions resulting in an extremely high mesh density such as that in Case 2. The final Python script is shown in Algorithm 1.

The same partitioning procedure was then applied to the graphs of current density and heat flux and the divisions were compared. Similar divisions were consolidated while any missing divisions were added to the list. The full list of divisions was then used to generate the profile on the surface of the specimen as shown in Figure 7. This algorithm produced 24 surfaces each with their
own load and amplitude taken from the input data. As with Case 1 and 2 the partitioned surfaces captured the radial variance in the loads while the load versus amplitude data captures the time variance.

Figure 7 – Graphical representation of surface partitions produced by point of inflection analysis.
Algorithm 1: Python script to find key points of inflection in input data.

```python
input : Data for pressure, flux and current density are imported
Number of rows and columns are counted for each input data set

for i in range(1,numcols_p) do
  for N in range (1,numrows_p-1) do
      turns.append(Current[N,0]) /* min turning points */
      turns.append(Current[N,0]) /* max turning points */
    if ((Current[N+1,j]-Current[N,j])/(Current[N,j]-Current[N-1,j]))>2
      and Current[N+1,j]>Current[N,j]:
      turns.append(Current[N,0]) /* +2x change in gradient */
    if ((Current[N+1,j]-Current[N,j])/(Current[N,j]-Current[N-1,j]))>2
      and Current[N+1,j]<Current[N,j]:
      turns.append(Current[N,0]) /* -2x change in gradient */

turns = np.array(sorted(turns)) /* create a sorted array of points */

for i in range(1,len(turns)): do
  /* round to nearest 0.5 if >1 */
  if turns[i] >= 1.0: then
    rounded.append(round(turns[i]*2.0)/2.0)
  else
    rounded.append(round(turns[i],2)) /* otherwise round to 2 d.p. */

rounded = np.array(sorted(rounded))

mesh = sorted([z for z, v in Counter(rounded).iteritems() If v >= 2]) /* keep only those points with an x axis value occuring more than once */
```

Case 4

A further study is required for specimens with copper lightning strike protection layers. Due to the heterogeneous structure of this layer, creating a suitable FE mesh is challenging, as demonstrated by Abdelal and Murphy [12], and partitioning such a structure with circular patterns produces a highly complex mesh which ABAQUS struggles to generate. For this reason a face selection algorithm was developed to select the faces within the limits from the point of inflection analysis and apply the relevant amplitude profiles. The code used for this procedure can be seen in Algorithm 2. This code finds the faces between upper and lower bounds from the turning point analysis. The centroid of each
Face is then found and collated into an array of faces over which the loads are applied. Figure 8 shows the resulting loading surfaces generated using this method. Again, as with the preceding cases, each array of surfaces captured the radial variance in the loads while the load versus amplitude data captures the time variance.

```
input : ABAQUS model of copper mesh
output: Surfaces and loads for copper mesh
z=getByBoundingCylinder(2)-getByBoundingCylinder(1) /**< finds faces within surface bounds */
for i in z: do
  y=faces.getCentroid() /**< finds centroid of each face within surface bounds */
  q=y[0]
  m.p.Surface(name="Surf-"+sid, side1Faces=m.p.faces.findAt(((q),))
```

Algorithm 2 - Algorithm to find relevant surfaces for copper mesh loading.

**Figure 8 - Loading surfaces generated on a standard copper mesh topology.**
A summary of the key differences between the four models described herein are given in Table 1.

Table 1 - Summary of four proposed coupling methods

<table>
<thead>
<tr>
<th>Case</th>
<th>Mesh Used</th>
<th>Total Element Count</th>
<th>Loading Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Foster et al. [2]</td>
<td>33,670</td>
<td>Analytical Fields</td>
</tr>
<tr>
<td>2</td>
<td>Refined Foster et al. [2]</td>
<td>57,414</td>
<td>Refined Analytical Fields</td>
</tr>
<tr>
<td>3</td>
<td>COMSOL Output Dependent</td>
<td>26,950</td>
<td>Python script and tabular amplitudes</td>
</tr>
<tr>
<td>4</td>
<td>COMSOL Output Dependent</td>
<td>29,835</td>
<td>Python face selection and tabular amplitudes</td>
</tr>
</tbody>
</table>

3.3 Specimen model solution procedure and material modelling

In each analysis a fully coupled thermal-electric step is used. A transient solution procedure is used with DC3D8E elements. The same temperature dependent material properties as Foster et al. [2] are used in the analysis shown in Table 2. The energy released during resin decomposition is assumed to be 4.8x10^6 J, between 500°C and 800°C and the energy released during fibre ablation was assumed to be 43x10^6 J, between 3316°C and 3334°C. A zero electrical potential boundary condition is applied to the side and bottom surface of the specimen to replicate experimental conditions [6]. The material properties used for the copper LSP are shown in Table 3. These properties are consistent with those used in the plasma simulation and previous publications [5], [12], [30]. The results of these four thermal-electric simulations, three unprotected and one protected case, are presented and discussed in the next section.
Table 2 - Temperature dependent CFRP material properties.

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Specific Heat (J/kg°C)</th>
<th>Thermal Conductivity</th>
<th>Electrical Conductivity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Fibre (W/mm.K)</td>
<td>Transverse (W/mm.K)</td>
</tr>
<tr>
<td>25</td>
<td>1065</td>
<td>0.008</td>
<td>0.00067</td>
</tr>
<tr>
<td>500</td>
<td>2100</td>
<td>0.004390</td>
<td>0.000342</td>
</tr>
<tr>
<td>800</td>
<td>2100</td>
<td>0.002608</td>
<td>0.00018</td>
</tr>
<tr>
<td>1000</td>
<td>2171</td>
<td>0.001736</td>
<td>0.0001</td>
</tr>
<tr>
<td>3316</td>
<td>2500</td>
<td>0.001736</td>
<td>0.0001</td>
</tr>
<tr>
<td>3334*</td>
<td>5875</td>
<td>0.001736</td>
<td>0.0001</td>
</tr>
<tr>
<td>3335*</td>
<td>5875</td>
<td>0.0005</td>
<td>0.0005</td>
</tr>
<tr>
<td>7000*</td>
<td>5875</td>
<td>0.001015</td>
<td>0.001015</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Density (kg/mm³)</th>
<th>Fibre (1/ Ω.mm)</th>
<th>Transverse (1/ Ω.mm)</th>
<th>Through-Thickness (1/ Ω.mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>1.52x10⁶</td>
<td>35.97</td>
<td>0.001145</td>
<td>1.79x10⁴</td>
</tr>
<tr>
<td>500</td>
<td>1.52x10⁶</td>
<td>35.97</td>
<td>0.001145</td>
<td>1.79x10⁴</td>
</tr>
<tr>
<td>800</td>
<td>1.10x10⁶</td>
<td>35.97</td>
<td>0.001145</td>
<td>1.79x10⁴</td>
</tr>
<tr>
<td>3316</td>
<td>1.10x10⁶</td>
<td>35.97</td>
<td>0.001145</td>
<td>1.79x10⁴</td>
</tr>
<tr>
<td>3334*</td>
<td>1.11x10⁷</td>
<td>35.97</td>
<td>2</td>
<td>1x10⁶</td>
</tr>
<tr>
<td>3335*</td>
<td>1.11x10⁷</td>
<td>0.2</td>
<td>0.2</td>
<td>1x10⁹</td>
</tr>
<tr>
<td>7000*</td>
<td>1.11x10⁷</td>
<td>1.5</td>
<td>1.5</td>
<td>1x10⁹</td>
</tr>
</tbody>
</table>

* - Gas
Table 3 - Temperature dependent copper material properties.

<table>
<thead>
<tr>
<th>Temperature (°C)</th>
<th>Density (kg/mm^3)</th>
<th>Specific Heat (J/kg°C)</th>
<th>Thermal Conductivity (W/mm.K)</th>
<th>Electrical Conductivity (1/Ω.mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>25</td>
<td>8.95x10^-6</td>
<td>385</td>
<td>0.401</td>
<td>58140</td>
</tr>
<tr>
<td>500</td>
<td>8.95x10^-6</td>
<td>431</td>
<td>0.37</td>
<td>20120</td>
</tr>
<tr>
<td>800</td>
<td>8.95x10^-6</td>
<td>491</td>
<td>0.34</td>
<td>20120</td>
</tr>
<tr>
<td>1000</td>
<td>8.95x10^-6</td>
<td>491</td>
<td>0.15</td>
<td>4651</td>
</tr>
<tr>
<td>2600</td>
<td>8.95x10^-6</td>
<td>491</td>
<td>0.18</td>
<td>2404</td>
</tr>
<tr>
<td>7000</td>
<td>8.95x10^-6</td>
<td>491</td>
<td>0.18</td>
<td>1500</td>
</tr>
<tr>
<td>8000</td>
<td>8.00x10^-6</td>
<td>550</td>
<td>0.18</td>
<td>1400</td>
</tr>
</tbody>
</table>

3.4 Mesh convergence study

For Case 3 a mesh convergence was completed within a thermal-electric simulation. Convergence was assessed considering the size of the 300°C and 500°C contours on the top surface of the specimen (as these temperatures represent the moderate and severe damage areas and the same method undertaken by Foster et al. [2] when converging baseline case mesh i.e. Case 1). The mesh size was governed by three main criteria as shown in Figure 9, where ‘global size’ represents the size of elements at the specimen extremities (mm), ‘number of sectors’ represents the angular divisions at the specimen centre (within a 1/8th segment), and ‘number of partitions’ represents the radial division at the specimen centre (again within a 1/8th segment). Examining Table 4, the mesh convergence study indicates that varying the radial elements has limited effect on the predicted 300°C contour, only smoothing the edges, but had a noteworthy impact on the 500°C contour. Moreover, such mesh variation resulted in limited change to the simulation runtime. Varying the angular divisions of elements resulted in the greatest impact on element count and simulation runtime. For example, changing from 3 to 4 elements per 1/8th segment (simulation B to C) resulted in limited change to the monitored contours but a significant jump in simulation duration. Further increase in the number of
elements in the radial direction (simulations C to D) again results in limited change to the monitored contours but a significant jump in simulation runtime. To maintain a similar simulation duration reducing element size in the angular direction may be offset by increasing element size in the radial direction (D to E) but in this case the monitored contours where again not significantly impacted.

![GLOBAL SIZE](image)

**Figure 9 - Controls on mesh size**

**Table 4 - Comparison of mesh convergence and run-time for Case 3 thermal-electric simulation.**

<table>
<thead>
<tr>
<th>Sim. No.</th>
<th>No. of Sectors</th>
<th>No. of Partitions</th>
<th>Global Size (mm)</th>
<th>No. of Elements per ply</th>
<th>300/500°C contour area (mm²)</th>
<th>Variance from previous (%)</th>
<th>Run Time (hrs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>3</td>
<td>40</td>
<td>5</td>
<td>3024</td>
<td>2648 735</td>
<td>-</td>
<td>24</td>
</tr>
<tr>
<td>B</td>
<td>3</td>
<td>46</td>
<td>5</td>
<td>3360</td>
<td>2735 918</td>
<td>3.3</td>
<td>24.9</td>
</tr>
<tr>
<td>C</td>
<td>4</td>
<td>44</td>
<td>5</td>
<td>4144</td>
<td>2635 930</td>
<td>-3.7</td>
<td>1.3</td>
</tr>
<tr>
<td>D</td>
<td>4</td>
<td>50</td>
<td>5</td>
<td>4592</td>
<td>2590 931</td>
<td>-1.7</td>
<td>0.1</td>
</tr>
<tr>
<td>E</td>
<td>5</td>
<td>37</td>
<td>4</td>
<td>4250</td>
<td>2681 921</td>
<td>3.5</td>
<td>-1.1</td>
</tr>
</tbody>
</table>
These results, Table 4, also demonstrate the variance of the simulations compared with the baseline mesh (Case 1, 4200 elements per ply). Figure 10 shows the convergence plots for the five mesh variants in the convergence study. The maximum variance between the predicted 300°C contour areas is 5% for the five meshes tested. The variance between the predicted 500°C contour areas are less than 1.5% for simulations B, C, D and E. Therefore, the mesh can be considered converged.

Figure 10 – Thermal-electric mesh convergence plots

Thus the mesh of simulation B was chosen for the study due to its favourable run time and its comparable element count and prediction performance to Foster et al. [2]. Indeed this simulation was able to complete a Waveform B simulation with the same runtime as the Foster et al. simulations which represented a much shorter but higher magnitude test waveform (‘Waveform A’). For ease of comparison of results this mesh was also used for the underlying plies in Case 4. Figure 11 shows the final mesh and partitioning method used in Cases 3 and 4. A combination of o-grid and mid-point subdivision methods [40], [48]–[50] were used to generate a mesh suitable for this radial problem. This meshing procedure, to the author’s best knowledge, is novel within this field and for this application and presents an alternative to the traditionally user-crafted meshes with square areas of refinement near the centre of the specimen.
4.0 Results

For each of the four test cases outlined in Section 3 full thermal-electric simulations were tested. This involved using the same initial current density data from the plasma model prediction and processing this for application to each thermal-electric model. Results show how well each case represents the radial and temporal evolution of the loads for a single time point by comparing the input loads with the raw data profiles. Again surface temperature contours (300 and 500°C) are compared. The influence of each loading method and its required mesh on element count and run times are also discussed. Finally, the copper protected case is discussed separately as it has a significantly different design and behaviour.

4.1 Case 1, 2 & 3

To check the ability of each case to capture the radial and time variance of the input data, graphs of plasma model output data were compared with the applied load within each thermal-electric simulation. The comparison between the original and partitioned data is shown in Figure 12 with instantaneous integrals at $t = 0.05 \text{ ms}$ of 9096, 7352 and 7176 A²·mm for Cases 1, 2 and 3 respectively. These plots are compared at $t = 0.05 \text{ ms}$ where the greatest differences are seen with respect to the original data output from COMSOL. At this time point the original COMSOL output has an...
instantaneous integral of 7047 A²mm resulting in errors of 29.1%, 4.3% and 1.8% respectively for Case 1, 2, and 3. Case 1 overestimates the current density to be applied in several sections of the graph. The comparison is improved for Case 2 and Case 3 with both having almost identical predictions except for between 3.5 to 7.5 mm where Case 2 overestimates the load. In order to achieve the improvement in accuracy between Case 1 and 2 the run-time and element count is increased significantly, Table 4. The Case 3 loading is the most acceptable given the average error between plasma model output and the applied load is less than 1% and the low model element count and run-time.

Figure 12 - Comparison of plasma model output with specimen loading applied in Case 1,2 & 3 (t = 0.05ms).
Table 5 – Mesh densities, run times and damage areas for the three unprotected test cases.

<table>
<thead>
<tr>
<th>Test Case</th>
<th>Total Element Count</th>
<th>Run Time (hrs)</th>
<th>300/500°C contour area (mm²)</th>
<th>Damage depth (number of plies from impacted surface)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>33,670</td>
<td>62</td>
<td>2976/1267</td>
<td>4</td>
</tr>
<tr>
<td>2</td>
<td>57,414</td>
<td>220</td>
<td>3272/1327</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>30,150</td>
<td>33</td>
<td>2735/918</td>
<td>6</td>
</tr>
</tbody>
</table>

Cases 1 and 3 have broadly similar predictions for 300°C contours with the difference being 8%, Table 5. However, due to the overestimate of the load applied, as noted earlier, the 500°C contour is 30% larger, Figure 13 and Figure 15. This correlates well with the 30% over representation in the applied current load between 1 to 2.25 mm, as shown in Figure 12, due to the constraints on mesh and load as discussed in Section 3.2.
Figure 13 - Temperature contours for Case 1 thermal-electric simulation.

Case 2, despite a very dense mesh, and theoretically matching the raw data (Figure 12) struggles to capture the behaviour at the centre of the arc as shown in Figure 14. This leads to separate temperature contours at the centre of the specimen, behaviour not observed in the other simulations. The difficulty here is likely due to forcing extremely narrow circular loading patterns onto a square/rectangular mesh, hence the benefit of the structured circular mesh used in Case 3. Through-thickness contours are also highly irregular for Cases 1 and 2 compared with other works in the field.
with damage being four plies deep for Case 1 and two plies deep for Case 2. Case 2 and 3 despite having very similar incident loads and the same through-thickness element count have different through-thickness damage profiles showing the effect of the mesh in all directions even if the input load is captured accurately. Figure 15 shows the full depth of thermal damage for Case 3 using the python method. Thermal damage extends to six plies deep due to the long time period of Waveform B and opportunity for thermal and electrical conduction between plies.

*Figure 14 - Temperature contours for Case 2 thermal-electric simulation.*
Figure 15 - Temperature contours for Case 3 thermal-electric simulation.
Comparing Case 3 with other published works it can be observed that Waveform B creates a different damage contour shape compared with Waveform A predictions, e.g. Foster et al. [2]. The Waveform B contours have a more uniform and symmetrical shape whereas the Waveform A contours have a large circular area of damage which extends to the extremities of the specimen with a uniform width. The present results are also more comparable with the diamond shaped damage profiles found in experimental works e.g. [6]. Damage depth predictions are also deeper for Waveform B than A, 6 plies versus 5. At this stage it is worth noting that in Abdelal and Murphy’s [5] plasma model the anode is assumed to be copper and thus further work is required to represent the anode more accurately with composite properties. In addition the benefits of modelling resistive heating in the thermal-electric simulation have been proven given the different temperatures between the simulations. The peak plasma temperature is 33,708°C and the peak specimen surface temperature is 234°C in the plasma simulation. However, the peak specimen temperature due to resistive heating in ABAQUS is approximately 2,500°C, an order of magnitude larger, proving that this behaviour is not adequately captured with this plasma model alone. Given the short duration of the event (5ms) and the noted surface temperature, under Waveform B conditions resistive heating is likely to result in much greater specimen heating compared against heating from the arc plasma. However, due to fundamental modelling constraints the developed thermal-electric model will under estimate the specimen temperature as it does not capture the additional plasma heating effect.

4.2 Case 4

Figure 16 illustrates the thermal profile generated for the protected laminate. Thermal damage only extends one ply deep as observed by other authors using copper mesh layers [30]. The temperature rise in the specimen is negligible and the reasons for this result are the high electrical conductivity of copper and the relatively low incident current density predicted by the plasma model. Once again this will be checked in future work when modifications are made to the anode properties but this initial result would suggest that for test Waveform B a copper protection system is more than capable of dispersing the current effectively to minimise damage. This is in contrast to the studies for test
Waveform A and D where Abdelal and Murphy [12] showed damage extended three plies deep for Waveform D, and Lee et al. [30] predicted damage one ply deep for Waveform A but with a temperature rise in the order of hundreds of degrees. Nevertheless, the same general trend applies that the presence of a protection system reduces the amount of thermal damage on the specimen when comparing Cases 3 and 4.

Figure 16 - Temperature contours for Case 4 thermal-electric simulation (legend values shown in °C).
5.0 Conclusions

An automated approach to enable sequential Finite Element modelling of lightning arc plasma and composite specimen thermal-electric damage has been presented. The key objectives of this work have been met through the automatic linking of the two Finite Element models. The models represent the initial arc attachment process (via Magnetohydrodynamics) and the behaviour of the composite test specimen under thermal-electric loading. The predicted current loading, from the plasma on to the test specimen, is used to load the thermal-electric model but critically also used to define an appropriate mesh for the simulation. The method has been shown to be capable of overcoming the issues posed by different mesh densities between models while being able to generate a structured specimen mesh, suitable for modelling with and without copper mesh layers. Mesh density and design has been shown to be very important in producing damage predictions, even if the input loading is accurate. A mesh convergence study was used to eliminate the variability of results with mesh design. The new loading strategy has produced a result in approximately 33 hours and since this result needs to be passed to a further simulation, to apply pressure loads and consider thermal expansion, this is an advantage to a full plasma/damage simulation encompassing three stages. These loading techniques allowed for an initial quantification of the effect of plasma loads on specimen damage looking specifically at current density and comparing loading methods. Of particular significance is the fact that the presented results are the first predictions of damage for a test ‘Waveform B’ arrangement where the test electric input conditions are directly represented rather than assumed specimen surface loading conditions. These initial simulations use a static arc, expanding radially from a fixed point. Future work should consider arc movement [2], [19] in both the plasma and damage models and the adaptation of the automatic meshing approach to effectively enable this. In order to fully capture damage predictions, further simulations will be required which modify the anode material within the plasma simulation and represent the lightning arc pressure and temperature loading.
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