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Abstract 11 

Rice is the second most important food staple worldwide and the demand will continue to 12 

increase with the growth of the world population. As reports grow that frauds is prevalent in 13 

many supply chains there is the need for an effective and rapid technique for monitoring the 14 

authenticity and quality of rice. This study investigated the novel application of hand-held NIR 15 

spectrometry coupled to chemometric for the estimation of rice authenticity and quality in real 16 

time. A total of 520 Rice samples from different quality grades (high quality, mid quality and 17 

low quality) and different countries (Ghana, Thailand, and Vietnam) of origin were used. Among 18 

the pre-processing methods used multiplicative scatter correction (MSC) was found to be 19 

superior. Principal component analysis (PCA) was used to extract relevant information from the 20 

spectral data set and the results showed that rice samples of different categories could be clearly 21 

clustered under the first three PCs using the MSC preprocessing method. The performance of K-22 

nearest neighbor (KNN) revealed that for authentication of rice quality grades, the classification 23 

rate gave 91.62% and 91.81% in training set and prediction set respectively while identification 24 

rate based on different country of origin was 90.84% and 90.64% in both training set and 25 

prediction set respectively. For the differentiation of local rice from the imported, KNN and 26 

SVM all had 100% in both the training set and prediction set. These gives very strong evidence 27 

that hand-held spectrometry coupled with MSC-PCA-KNN could successfully be used to 28 
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provide rapid and nondestructive classification of rice samples according to different quality 29 

grades, geographical origin and imported versus locally produced rice. This technique could 30 

enhance the work of quality control inspectors both from industry and regulatory perspectives for 31 

the rapid detection of rice integrity and fraud issues. 32 

Keywords: Rice, Hand-held NIR spectroscopy, Chemometrics, Quality, Authenticity 33 

1.0 INTRODUCTION 34 

Rice (Oryza sativa L.) has increasingly become a hugely important staple food worldwide and its 35 

consumption has surged as a result of population growth, changing food preferences and 36 

urbanization [1]. Globally the top five leading net exporters of rice are Thailand, Vietnam, India, 37 

China, and Pakistan. Generally, Asian countries produce the largest quantities of rice worldwide 38 

while in Latin America, Middle East and African countries such as Ghana, Nigeria, Ivory Coast, 39 

has shown considerable increase in the importation and consumption of rice. Rice is consumed 40 

by more than 3.5 billion people (almost half of the world’s population) and in 2015 West Africa 41 

countries imported more than 7.6 million tonnes of rice amounting to USD 4 billion [1]. Thus, 42 

Africa countries are net rice importers and given the increasing rice consumption trends in Africa 43 

this will continue to grow [2]. Due to the large diversity of rice in terms of types and country of 44 

origin and the increasing volumes being imported, it is extremely difficult to identify the quality 45 

and authenticity status at the ports and in the markets and has led to growing rumours that 46 

substandard product is flooding the African market places.   47 

What is clear is that, some unscrupulous actors in the rice supply chain are selling sub-standard 48 

rice to consumers and very often these unscrupulous activities go undetected, because the 49 

existing analytical methods are cumbersome, time consuming, expensive and can involve 50 

substantial use of chemicals. For instance the DNA finger-printing method based on the genetic 51 

characteristic of rice has shown to be inappropriate for on-site application, it also involves labour 52 

intensive and skilled expertise [3, 4]. The procedure is also quite cumbersome and laboratory 53 

based and limits the number of sample that can be tested due to the cost involved. Other methods 54 

which are used are sensory examination by well-trained inspector [5, 6], enzyme linked 55 

immunosorbent assays, qualitative polymerase chain reaction, high performance liquid 56 

chromatography and gas chromatography [7, 8]. However all these methods has many 57 
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shortcomings, such as high cost, difficulty in use, and substantial time gap between sampling and 58 

results generation [9]. 59 

In a competitive market however, fast, accurate evaluation and classification of rice quality 60 

would lead to better decision making in terms of better quality control management. This would 61 

further give consumers a stronger assurance around product quality. NIR spectroscopy could 62 

provide this technology for such rapid examination. NIR spectroscopy is an excellent, rapid 63 

analytical method that has been used in several industries such as pharmaceutical, petrochemical, 64 

agricultural, and food processing. This method coupled with chemometrics has far-fetching 65 

advantages over the traditional analytical methods; it is rapid, nondestructive, reliable and 66 

involves no chemical usage [10, 11]. Also it requires little or no sample preparation and can be 67 

used in an on-line monitoring tool. Previous research has demonstrated that NIR spectroscopy 68 

has high potential for nondestructive measurement of qualitative and quantitative attributes in 69 

different agricultural and food products [12, 13].  70 

For rice quality evaluation, NIR spectroscopy has been used for; discrimination of rice [9, 14], 71 

rice quality measurement [15-18] and classification of cultivars [19], authenticity detection [20], 72 

prediction of protein and amylase content [17, 21], detection of wax rice [22] and prediction of 73 

eating quality [23]. However, with the recent development of miniaturized or portable NIR 74 

spectrometers, there are no studies to date on the use of portable NIR devices for rice quality 75 

control. However a few studies have investigated the technology in terms of its use for food 76 

product quality measurement such as: identification of barley, chickpea and sorghum cultivar 77 

[24], determination of quality parameters in fruits; mango & pineapple [11, 25], determination of 78 

sucrose in sugar beet [26] and identification of coffee [27]. However, no studies until that 79 

reported herein are available for the use of hand-held NIR spectroscopy for rapid and 80 

nondestructive examination of rice quality and authenticity. Furthermore, there is no discussion 81 

on the use of different preprocessing techniques and multivariate classification methods for 82 

accurate determination of rice quality and authenticity. With the current incidences of rice fraud 83 

being reported worldwide such as in the media about ‘plastic rice’ and ‘toxic rice’ etc, this 84 

research could provide the urgently required reliable analytical technique for rapid detection of 85 

rice quality and authenticity. It would be particularly helpful in developing countries where the 86 

majority of these regions suffer from poor laboratory infrastructure and inadequate technical 87 
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know-how. The current research therefore seeks to develop a very reliable, nondestructive 88 

prediction model using a hand-held NIR spectrometer coupled with chemometrics for rapid and 89 

nondestructive evaluation of rice quality and authenticity. Also, there is the potential of this 90 

model to be imported into smart phone base for on-site applications.  91 

2.0 MATERIALS AND METHODS 92 

2.1 Sample preparation 93 

In this study, rice samples were collected from local millers, and recognized retailers around 94 

seven regions in Ghana, while the other samples (imports from Thailand and Vietnam) were 95 

bought from recognised super-markets in Ghana. In all a total of 520 samples of rice grains were 96 

used in the study. For quality grades: 161 high quality, 250 mid quality and 109 low quality. For 97 

country of origin: 329 Ghana, 99 Thailand, 92 Vietnam, whiles the others were 191 imported 98 

samples and 329 local samples. These samples were bagged in sealable polythyene bags and 99 

were grouped into three quality categories namely; high quality, mid quality and low quality. 100 

These quality groupings were based on the cost price, and confirmed by sensory analysis using a 101 

skilled panelist to exam the physical appearance, cleanliness, colour, and aroma on a six (1-6) 102 

corresponding level as done by other authors [28]. All samples were (three replication each) 103 

were sent to the laboratory for further analysis. 104 

2.2 Sample spectral acquisition 105 

The spectrum of each rice sample was collected using a hand-held spectrometer (SCIOTM) with 106 

spectral range between 740 nm and 1070 nm in a 1-nm resolution for spectral data recording. 107 

Samples (50 g) were collected into glass containers and scanned three times after rotating the 108 

cup. The whole process was carried out at ambient temperature. The set-up of the scanning 109 

procedure is shown in the graphical abstract.  110 

2.3 Software device 111 

Spectral data recordings stored in a cloud-based dataset with their corresponding reference value 112 

for time of scanning were downloaded using a research license acquired from SCIO lab and 113 

imported to Matlab version 9.5.0 (Mathworks Inc., USA) with windows 10 Basic for data 114 

processing (All preprocessing treatments and multivariate algorithms). 115 
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2.4 Spectral preprocessing techniques 116 

The raw spectra profile from the rice samples are shown in Fig. 1.0 (A) and the mean spectra of 117 

the various categories of the rice samples of interest are detailed in Fig. 1.0 (B to C). This 118 

outlines the three categories of rice samples used in the study. The average of the triplicate scans 119 

(whole spectral data set) were preprocessed before further analysis. The activity of preprocessing 120 

the spectra data is an integral part of modelling to eliminate background information and noise 121 

from the useful properties of the scanned samples [29, 30]. In this study, four spectra 122 

preprocessing techniques were applied comparatively, namely: de-trending (DT), mean centering 123 

(MC), multiplicative scatter correction (MSC), and standard normal variant (SNV) were 124 

employed as the specral models developed using unprocessed did not yield good results.These 125 

few preprocessing techniques were selected after initial background studies. These preprocessing 126 

techniques were undertaken so that the results from the model were based on the chemical 127 

fingerprint from the spectral information acquired. 128 

2.5 Theory of chemometric techniques 129 

2.5.1 De-trend (DT) 130 

DT was trailled because it is frequently applied to spectra to remove baseline drift and 131 

curvilinearity for densely packed solids [31]. In detrending, a trend line is made from spectral 132 

data set by least squares fitting and then the trend line is subtracted from the original spectrum to 133 

correct for any defect. 134 

2.5.2 Mean centering (MC) 135 

MC performs calculation by averaging the spectrum of the data set and subtracting the average 136 

from each spectrum [31].  137 

2.5.3 Multiplicative scatter correction (MSC) 138 

MSC is a well known technique used since 1983 for the removal of undesirable scatter effect 139 

from spectra data matrix before modelling [29, 32]. It is also used to compensate the effect of 140 

non-uniform scattering induced by diverse particle size, uneven distribution and other effects in 141 

the spectral data and it works by linearizing each spectrum to an “ideal”spectrum, which 142 
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corresponds to the average spectrum of the calibration set and the average spectrum is fitted 143 

through the method of least squares [33].     144 

2.5.4 Standard normal variant (SNV) 145 

SNV is similar to MSC, it is a transformational spectral treatment method normally applied to 146 

remove the multiplicative interferences of scatter, particle size and the change of light disance 147 

[34]. In SNV each individual spectrum is normalized to zero mean and unit variance [13, 34].  148 

2.5.5 Principal component analysis (PCA) 149 

PCA is an unsupervised pattern recognition method that; employs the technique of extracting 150 

information from correlation matrices to visualize data trends in a dimensional scatter plot. The 151 

unsupervised classification terminology means that; the samples are classified with no prior 152 

knowledge, except the sensor signals. PCA expresses information contained in a dataset by 153 

principal components or reduces the dimension of the data matrix and compresses the 154 

information into interpretable variables called principal components (PCs) which are orthogonal 155 

[35, 36]. PCA has been used to observe possible groupings in several sensor data set. The best 156 

performing PCs normally show the most important information. Therefore, similar samples are 157 

grouped closer to each other and vice versa. Graphical profile of PCA results normally provides 158 

an initial output for determining the possible differences and similarities in a data set. PCA can 159 

be used to identify combinations of variables that have the largest contribution to variations in 160 

the data set, as these variables are retained in the first two or three PCs [36]. 161 

2.6 Data partition 162 

The spectral data-set (520 samples) was downloaded and preprocessed with suitable techniques. 163 

Furthermore, these data were divided into two subsets called: calibration set (347 samples); was 164 

used to develop the model and prediction set (173 samples); was used for evaluating the actual 165 

predictive ability of the constructed models. The members in each set were selected in order to 166 

come to a 2/1 division of calibration set/prediction set. To avoid bias, members of the subset 167 

were selected as follows: for every three samples, two spectra were randomly selected as the 168 

calibration set while the remaining sample was the prediction set. 169 

2.7 Multivariate classification models 170 
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The advancement in computers and electronics have contributed to making multivariate 171 

calibration a very powerful tool for processing NIR spectral data as it overcomes the difficulty of 172 

multi-collinearity and gives scientific statistical inferences for meaningful conclusions to 173 

experimental results [37, 38]. However, choosing the best method can be quite a cumbersome 174 

process as many are in existence. In this study; linear and non-linear algorithm were employed 175 

such as; K-nearest neighbor (KNN) and Support vector machine (SVM) respectively. 176 

2.7.1 K-nearest neighbour (KNN) 177 

KNN is a linear and non-parametric tool [39] which works based on a distance function that 178 

measures the difference or similarity between two stances [40]. KNN classifies an unknown 179 

sample of the validation set according to the class which belongs to the majority of its K nearest 180 

neighbour in the training set. In KNN, parameter K has a great impact on the classification 181 

model; hence the choice of K is normally optimized by calculating the prediction potential with 182 

several K values, preferably an odd number of small K values (3 or 5). Also to improve the 183 

performance of KNN model, there is the need to simultaneously optimize PCs and parameter K 184 

to derive a very good model. Furthermore, KNN technique presents some advantages such as it 185 

is: free from statistical assumption, mathematically simple but achieving classification results as 186 

good as other more complex pattern recognition method, and its effectiveness does not depend 187 

on the space distribution of the classes. However, it is known that KNN cannot work well if large 188 

differences are present in the number of samples in each class [41]. This therefore makes KNN 189 

tool a suitable technique for modeling similar class groupings. Other authors used KNN for 190 

modeling identification of tea grade groups [42] and discrimination of roasted tea [43]. 191 

2.7.2 Support vector machine (SVM) 192 

SVM is supervised statistical learning theory applicable for both classification and regression 193 

problems or ranking functions [44]. It has shown good performance for classifying high-194 

dimensional data when a limited number of training samples are available [45]. SVM processes 195 

sensor data by obtaining the optimal boundary of two groups in a vector space independent on 196 

the probabilistic arrangements of vectors in the training set. When the linear boundary in the low 197 

dimension input space is not enough to separate the two classes, SVM can create a hyperplane 198 

that allows linear separation in the higher dimension feature space. However, if the classes are 199 

separated by non-linear boundary, then the kernel function is used to find the boundary by 200 
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mapping the non-separable data into a higher dimensional space and causes the classes to 201 

become linearly separated. The strength of SVM over the others is that; it can achieve higher 202 

generalization by maximizing the margin and it can support an efficient learning of non-linear 203 

functions using the kernel trick [44]. Among the three kernel functions (sigmoid kernel, 204 

polynomial kernel and Gaussian kernel), Gaussian kernel function is mostly employed because 205 

of its simplicity and speed during its computation [41]. SVM is likely to have a better 206 

generalization, thus can accurately classify testing data points. For more information refer [44]. 207 

2.8 Model evaluation procedure 208 

In this study, all the multivariate classification models were tested using the performance 209 

measure as the co-efficient of determination in a validation set for discrimination rate (%) 210 

3.0 RESULTS AND DISCUSSION 211 

3.1 Spectral presentation 212 

All the rice samples used in this study were scanned three times from different angles after 213 

rotating the sampling cup 450 clockwise. The fingerprint from the spectra was used to create the 214 

statistical models. Figure 1 shows A= raw spectra, B= average spectra for quality categories, C= 215 

average spectra for country of origin and D= imported versus local rice samples. As seen from 216 

this figure, the spectra share very similar absorbance patterns in the 740 – 1070 nm range. It 217 

appears they could not be easily distinguished by interpretation of the raw data. However, these 218 

spectra did contain very useful yet unexploded information, therefore the need to pretreat the 219 

spectra data with suitable pretreatment techniques was apparent. The selection of the most 220 

suitable pretreatment techniques can be quite cumbersome, and this was mainly performed using 221 

a trial and error approach involving several selections [29, 46]. Finally, three preprocessing 222 

techniques were selected and were compared with unprocessed (raw) spectral profile. 223 

Figure 1.0 NIR spectra of rice samples; (A) = raw, (B) = mean of different quality categories, 224 

(C) = country of origin and (D) = imported versus local  225 

3.2 Principal component analysis (PCA) 226 

The PCA results from the three attributes studied; quality grades, countries of origin and 227 

imported versus locally grown revealed that the topmost first three PCs gave clear separations in 228 

all the attributes studied with MSC providing the best preprocessing results in PCA among the 229 
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three others methods (Raw, MC, SNV). For MSC-PCA method, all the samples clustered well 230 

along the first three PCs plane. 231 

3.3 Classification by quality grades 232 

The score plots obtained after MSC+PCA with all the spectral fingerprints based on the quality 233 

grades are shown in Figure 2. The first two principal components (PCs); PC1 and PC2 can 234 

explain 86.78% and 7.63% of the variance respectively giving a total accumulation contribution 235 

of 94.41% total variance for the 520 samples used in this study. A neat clustering of the quality 236 

grades were observed for MSC+PCA while a faint clustering was observed for MC, De-trending 237 

and SNV. This phenomenon could be explained as MSC has the ability to correct scattering 238 

effect. KNN and SVM were applied separately after PCA to perform the identification between 239 

the three quality grades. The results of the identification rate are summarized in Table 1. From 240 

this table, it can be seen that the derived model; MSC+PCA+KNN gave an optimal identification 241 

rate above 90% in the training set and prediction set as compared to the others. 242 

Figure 2.0 PCA score plot of rice sample of different quality preprocessed (A) MC, (B) DT, (C) 243 

SNV and (D) MSC 244 

Table 1.0 Performance of multivariate classification models based on quality grades 245 

3.4 Classification by country of origin 246 

After the identification of the quality grades, the possibility to discriminate between rice from 247 

different countries was investigated. This is particularly important because some consumers 248 

prefer rice from other countries over others. The variance in the data was mainly due to the 249 

country of origin (Ghana, Thailand, and Vietnam). For the PCA score plot shown in Figure 3, the 250 

best in-term of neat clustering was MSC-PCA where PC1, PC2 and PC3 can explain 80.97%, 251 

14.15% and 2.09% of the variance respectively. With a total accumulation contribution of 252 

97.22% variance for the 520 samples used. KNN and SVM were applied on all the samples to 253 

perform the discrimination of countries of origin. The results of the discrimination are 254 

summarized in Table 2. From this table it can be seen that model MSC+PCA+KNN gave the best 255 

identification rate of 90.84% and 90.64% in both the training set and prediction set as compare to 256 

the other models.               257 
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Figure 3.0 PCA score plot of rice sample from different origin preprocessed (A) MC, (B) DT, 258 

(C) SNV and (D) MSC 259 

Table 2.0 Performance of multivariate classification models based on country of origin 260 

3.5 Classification of imported versus local 261 

After the classification of quality grades and country of origin, the ability to differentiate 262 

between imported rice and local produce was investigated. This is particularly useful with the 263 

current incidences of imported rice fraud often reported in the media. Also the total ban on rice 264 

importation by some African countries and the encouragement of local production to reduce 265 

imports calls for easy and inexpensive testing techniques. Furthermore, cheap imports are 266 

competing with high quality local brands. Hence the potential of food fraudsters operating to 267 

gain economic advantage is large. For imported versus local (as seen from Figure 4) PC1, PC2 268 

and PC3 gave 98.89%, 0.84% and 0.11% of the variance respectively, giving a total 269 

accumulation contribution of 99.84% variance for the 520 samples used. Again MSC+PCA gave 270 

a visible cluster trend in the PCA score plot of imported rice versus local rice. The derived 271 

model; MSC+PCA+KNN and MSC+PCA+SVM for differentiating imported from local gave 272 

100% differentiation rate in both the training set and prediction set at 2 PCs respectively (as seen 273 

from Table 3) compared to the others. The results proved that KNN and SVM could be an 274 

excellent model for the classification of rice samples from different origins.  275 

Figure 4.0 PCA score plot of rice sample local & imported preprocessed (A) MC, (B) DT, (C) 276 

SNV and (D) MSC 277 

Table 3.0 Performance of multivariate classification models based on imported versus local 278 

4.0 General discussion 279 

The NIR scanning process on the rice produced spectra that showed multiple bands and a few 280 

peaks as seen from the spectral profile presented. These bands are made up of overtones and 281 

combinations of fundamental vibrations which correspond to organic properties that provide 282 

unique characteristics or a fingerprint of the rice samples used. To the naked eye they appear 283 

very similar, though there exists many differences with useful and non-useful information. To 284 

extract the useful and unique information, chemometric techniques were applied. Firstly several 285 
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(MC, SNV, DT, MSC) preprocessing treatments were performed and compared prior to PCA. 286 

PCA as an unsupervised mathematical technique was used for extracting information from 287 

correlation matrices [47]. This gave visible cluster trends to show the strength of each 288 

preprocessing technique as shown in Figure 2, 3 & 4. MSC was found to give neat cluster trends 289 

and hence superior to the others applied in this study. This could be explained in that, MSC has 290 

the power to remove undesirable scatter effect of spectra from a data matrix before modelling 291 

[29] and this has proved highly useful in this study. Also, the scatter effect is known to influence 292 

modelling as it contains unwanted information for prediction. The groupings found in the PCA 293 

cluster plot could then be explained further by the chemical properties in each as a result of the 294 

differences in quality grade, geographical origin, pre-harvest and postharvest practices [31]. The 295 

contribution of the best performing three PCs were 98.67%, 97.22% and 99.84% for quality 296 

grade, country of origin and imported versus local respectively. However, PCA is not a 297 

classification tool but only functions by reducing dimensionality while preserving as much 298 

variance in a high dimensional space. Thus making it possible to extract useful information from 299 

high-dimensional data since the spectral data forms the array of correlated variables which 300 

contains overlapped information [47]. Hence, the preprocessed data (MSC-PCA data; which 301 

provided useful unique information) were further developed by a supervised pattern recognition 302 

technique known as KNN and SVM. The classification rates for the KNN models were above 303 

90% in both the training set and prediction set respectively for all the types of rice studied. This 304 

could be explained by the fact that, KNN; as a simple linear and non-parametric tool classified 305 

the groups according to the classes which belongs to the majority of its K nearest neighbor. In 306 

this study PCs were also used as an input data in KNN and this enhanced the efficiencies of the 307 

KNN models. This was because factors (PCs & K) were simultaneously optimized by cross-308 

validation method [43] as this act is useful for deriving a very good KNN model [31]. Also the 309 

number of PCs used in the KNN models suggests that it is simpler and normally, lower values of 310 

parameter K (3 or 5) and PCs are preferred as higher number of PCs included in training a model 311 

brings out too much redundant information which inescapably influences the robustness of the 312 

model [38, 48]. KNN is also known to perform equally to (or even better than) other more 313 

complex pattern recognition techniques but its effectiveness does not depend on the space 314 

distribution of the classes [41]. The performance of KNN model in this study was similar to the 315 

findings by other authors; classification of tea quality grades [42] discrimination of roasted tea 316 
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[43]. However, KNN cannot work well if large differences are present in the spectral dataset as it 317 

is known to be a ‘lazy’ training algorithm [41]. SVM was also employed in this study. From the 318 

results, SVM model also showed comparatively good results as KNN with 100% classification 319 

rate in both the training set and prediction set for only classifying imported versus local as shown 320 

in Table 3. This optimal result could be explained in that, SVM model embodies structural risk 321 

minimization principle where upper boundary is reduced on the expected risk and also possess 322 

the power of a better generalization, thus classifying accurately in the prediction set [43, 44, 49]. 323 

Comparing the two models (KNN and SVM) it must be emphasized that since KNN being a lazy 324 

learning method and the class probability estimation is based on a simple voting of a “good 325 

value” for k, as well as stores all the training data, the prediction stage is often slow hence 326 

require high memory and quite expensive [40, 50, 51]. However in this study it proved very 327 

useful for all the classification problems.  328 

5.0 CONCLUSION 329 

This study has revealed, for the first time, that hand-held NIR spectrometer coupled with the 330 

appropriate chemometrics could be used for rapid and nondestructive detection of rice 331 

authenticity and quality. The systematic selection of different preprocessing methods (MC, DT, 332 

SNV, and MSC) with PCA and modeling with KNN and SVM multivariate calibration model 333 

showed that MSC+PCA plus KNN showed superiority in this study with more than 90% 334 

classification rate for all categories of rice samples studied. Generally, it could be concluded that 335 

hand-held spectrometer together with appropriate multivariate calibration model could be 336 

exploited for quick and nondestructive detection of rice quality and authenticity. Furthermore, 337 

there is a potential for this model to be imported into smart phone for effective quality control 338 

measurements in the rice industry and by regulators as compared with the time-consuming wet 339 

chemistry analytical methods. Further studies are required for the prediction of other quality 340 

attributes in rice.  341 
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Table 1.0 Performance of multivariate classification models based on quality grades 468 

Model  Number of 

principal 

components 

Correct classification rate (%) 

Training set 

(347) 

Prediction set 

(173)  

KNN MC 7 69.59 76.02 

MSC 7 91.62 91.81 

DT 6 55.36 56.72 

SNV 5 77.39 78.95 

SVM MC 6 64.33 64.33 

MSC 5 87.52 86.55 

DT 5 48.34 47.37 

SNV 7 64.33 63.74 
 469 

Table 2.0 Performance of multivariate classification models based on country of origin 470 

Model  Number of 

principal 

components 

Correct classification rate (%) 

Training set 

(347) 

Prediction set 

(173) 

KNN MC 7 75.63 72.51 

MSC 6 90.84 90.64 

DT 7 52.05 56.73 

SNV 5 86.35 87.36 

SVM MC 7 79.14 78.36 

MSC 6 82.46 83.63 

DT 5 64.91 64.91 

SNV 7 79.92 80.70 
 471 

Table 3.0 Performance of multivariate classification models based on imported versus local 472 

Model  Number of 

principal 

components 

Correct classification rate (%) 

Training set 

(347) 

Prediction set 

(173) 

KNN  MC 5 90.84 91.81 

MSC 2 100.00 100.00 

DT 5 64.72 66.08 

SNV 5 96.30 96.49 

SVM MC 5 95.32 95.32 

MSC 2 100.00 100.00 

DT 5 62.77 60.23 

SNV 7 95.91 97.08 
 473 
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 474 
Figure 1. NIR spectra of rice samples; (A) = raw, (B) = mean of different quality categories, (C) = country of origin and (D) = imported versus 475 

local 476 



18 
 

 477 
Figure 2. PCA score plot of rice sample of different quality preprocessed (A) MC, (B) DT, (C) SNV and (D) MSC. 478 
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 479 
Figure 3. PCA score plot of rice sample from different origin preprocessed (A) MC, (B) DT, (C) SNV and (D) MSC. 480 
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 481 
Figure 4. PCA score plot of rice sample local & imported preprocessed (A) MC, (B) DT, (C) SNV and (D) MSC. 482 


