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Abstract: 

Context: Any newcomer or industrial practitioner is likely to experience difficulties in digesting large volumes of knowledge in software 
testing.  In an ideal world, all knowledge used in industry, education and research should be based on high-quality evidence. Since no 
decision should be made based on a single study, secondary studies become essential in presenting the evidence. According to our 
search, over 101 secondary studies have been published in the area of software testing since 1994. With this high number of secondary 
studies, it is important to conduct a review in this area to provide an overview of the research landscape in this area. 

Objective: The goal of this study is to systematically map (classify) the secondary studies in software testing. We propose that tertiary 
studies can serve as summarizing indexes which facilitate finding the most relevant information from secondary studies and thus 
supporting evidence-based decision making in any given area of software engineering. Our research questions (RQs) investigate: (1) 
Software-testing-specific areas, (2) Types of RQs investigated, (3) Numbers and Trends, and (4) Citations of the secondary studies. 

Method: To conduct the tertiary study, we use the systematic-mapping approach. Additionally, we contrast the testing topics to the number 
of Google hits to address a general popularity of a testing topic and study the most popular papers in terms of citations. We furthermore 
demonstrate the practicality and usefulness of our results by mapping them to ISTQB foundation syllabus and to SWEBOK to provide 
implications for practitioners, testing educators, and researchers. 

Results: After a systematic search and voting process, our study pool included 101 secondary studies in the area of software testing 
between 1994 and 2015. Among our results are the following: (1) In terms of number of secondary studies, model-based approach is the 
most popular testing method, web services are the most popular system under test (SUT), while regression testing is the most popular 
testing phase; (2) The quality of secondary studies, as measured by a criteria set established in the community, is slowly increasing as 
the years go by; and (3) Analysis of research questions, raised and studied in the pool of secondary studies, showed that there is a lack 
of ‘causality’ and ‘relationship’ type of research questions, a situation which needs to be improved if we, as a community, want to advance 
as a scientific field. (4) Among secondary studies, we found that regular surveys receive significantly more citations than SMs (p=0.009) 
and SLRs (p=0.014). 

Conclusion: Despite the large number of secondary studies, we found that many important areas of software testing currently lack 
secondary studies, e.g., test management, role of product risk in testing, human factors in software testing, beta-testing (A/B-testing), 
exploratory testing, testability, test stopping criteria, and test-environment development. Having secondary studies in those areas is 
important for satisfying industrial and educational needs in software testing. On the other hand, education material of ISTQB foundation 
syllabus and SWEBOK could benefit from the inclusion of the latest research topics, namely search-based testing, use of cloud-computing 
for testing and symbolic execution.  

Keywords: Secondary studies; tertiary study; software testing; systematic mapping; systematic literature reviews; surveys 
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1 INTRODUCTION 

Secondary studies are common in software engineering (SE). A secondary study is defined as a study of studies [1], i.e., a 
review of individual (or, primary) studies. Example types of secondary studies include: regular surveys, Systematic 
Literature Reviews (SLR), and Systematic Mapping (SM) studies.  

Software testing is an active area of SE. According to our search, over 101 secondary studies have been published in the 
area of software testing since 1994. With this high number of secondary studies in this area, it is important to conduct a 
tertiary review in this area to provide an overview of the research landscape in this area. A tertiary review is a study of 
secondary studies (or, a systematic review of systematic reviews) [2]. Tertiary studies 'review the reviews' in a given area 
in order to provide an overview of the state of evidence in that area. The SE community as a whole believes that secondary 
and tertiary studies are useful, e.g., [2-5]. There are relatively high number of citations to secondary and tertiary studies in 
SE, and also there are studies such as [4] which report the usefulness and value of these studies. 
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There have been tertiary studies in various areas of SE (e.g., [6-15]), but none focusing on testing yet. As discussed above, 
any newcomer researcher or industrial practitioner is likely to experience difficulties in digesting large volumes of 
knowledge in software testing. Also, in an ideal world, all knowledge used in industry, education and research should be 
based on high-quality evidence. Since no decision should be made based on a single study, secondary studies become 
essential in presenting the evidence. We propose that tertiary studies can serve as summarizing indexes which would 
facilitate it to find the most relevant information from secondary studies and thus supporting evidence-based decision 
making in any given area of software engineering.  

The authors believe that a tertiary studies should be like the “index” of a book. Such a tertiary study will be useful in that 
it is read first by the people (e.g., new PhD students and practitioners) who want to know what is out there in a given area 
(software testing, in our case). A complain often heard from practitioners is that academic literature is impenetrable due to 
the sheer volume of the literature. A tertiary study such as the current paper should make it more penetrable. Also, such a 
tertiary study could be used as an aid when constructing contents of research-intensive courses on software testing. If a 
sub-field of software testing has a large body of research literature, then a review of this literature (via secondary studies) 
has most likely been performed or should be performed.  

Based on the above needs and motivations, in this work, we systematically classify the body of knowledge in secondary 
studies in software testing via a tertiary study [16]. Our study aims at answering the following four research questions 
(RQs): 

 RQ1: What software-testing-specific areas have been investigated in the secondary studies? Answering this RQ will 
enable us to determine the software-testing-specific areas covered and not covered by secondary studies. Knowing 
the areas not covered will pinpoint the need for conducting secondary studies in those areas. 

 RQ2: What types of RQs are being investigated? This allows us to characterize the studies in software testing from 
the viewpoint of philosophy of science. This can help us find gaps and trends in type of secondary studies being 
conducted. 

 RQ3: What are the annual trends of types, quality, and number of primary studies reviewed by the secondary 
studies? Answering this RQ will allow us to get a big picture of the landscape in this area. 

 RQ4: What are the highest cited secondary studies and are the secondary studies cited more often than primary 
studies? Given the importance of citations to determine scientific merit, we decided to investigate what secondary 
studies are the most cited. For the same reason, we investigate whether secondary studies receive more citations 
than primary studies. 

As s part of this study, we define inclusion (selection) and exclusion criteria of relevant secondary studies, and 
systematically develop and refine a systematic map (classification schema) of all the selected studies.  

The remainder of study is organized as follows. Section 2 reviews the related work. Section 3 describes our research method, 
including the overall SM process, the goal and research questions tackled in this study. Section 4 discusses the article 
selection process. Section 5 presents the systematic map which has been built through an iterative selection and synthesis 
process. Section 6 presents the results of the tertiary study based on systematic mapping. Section 7 summarizes the findings, 
points out the implications of the results, and discusses the potential threats to validity of our study. Finally, Section 8 
concludes this study and states the future work directions.  

2 BACKGROUND AND RELATED WORK 

As the background and related work, we review the other tertiary studies in SE, and the research questions investigated in 
those tertiary studies. 

2.1 OTHER TERTIARY STUDIES IN SE 

This work is a tertiary study in the area of software testing, in which the secondary studies in software testing are studied. 
As stated by Kitchenham and Charters [2], a tertiary review is a systematic review of systematic reviews, also called a ‘meta-
systematic-review’.  

We did not find any tertiary study in software testing. However, there have been a handful number of tertiary studies in 
SE. We briefly review them next because of research setting similarities among those works and ours. Our search for tertiary 



This is the post-print of a paper that has been published with the following DOI: 
http://dx.doi.org/10.1016/j.infsof.2016.09.002  
 

 4 

studies in SE returned 10 results [6-15] which have been listed in Table 1, sorted by their years of publication. We have also 
specified the number of secondary studies reviewed by each tertiary study and its year of publication.  

We can see that tertiary studies in SE have started to appear since recently, i.e., after 2009. The number of secondary studies 
reviewed by each tertiary study ranges from 12 to 116. Seven of the tertiary studies do not focus on specific sub-areas of SE 
but were rather on the general SE, while two [11, 13] have focused on specific sub-areas in SE: trends of Agile practices in 
the global/distributed SE [11], and SLRs in global/distributed SE [13]. 

Table 1- List of tertiary studies in SE (sorted by year of publication) 

# Topic Number of 
secondary studies  

Year Ref. 

1 SLRs in SE – A SLR  20 2009 [6] 
2 SLRs in SE– A tertiary study 33 2010 [7] 
3 Critical appraisal of SLRs in SE from the perspective of the research 

questions  
53 2010 [8] 

4 Research synthesis in SE-A tertiary study 49 2011 [9] 
5 Six years of SLRs in SE-An updated tertiary study 67 2011 [10] 
6 Signs of Agile Trends in Global SE Research-A Tertiary Study 12 2011 [11] 
7 Systematic approach for identifying relevant studies in SE 38 2011 [12] 
8 SLRs in Distributed SE-A Tertiary Study 14 2012 [13] 
9 A tertiary study: experiences of conducting SLRs in SE 116 2013 [14] 
10 Risks and risk mitigation in global software development: A tertiary 

study 
37 2014 [15] 

The work of Kitchenham et al. [6] in 2009 seems to be the first tertiary study in SE, which was updated a year later “This 
study [7] updates our previous study [6] using a broad automated search”. They found an additional 35 SLRs corresponding to 33 
unique studies. Of these papers, 17 appeared relevant to the undergraduate educational curriculum and 12 appeared of 
possible interest to practitioners. The authors reported that the number of SLRs being published was increasing. The quality 
of papers in conferences and workshops has improved as more researchers were using SLR guidelines. Anoteher update 
was was reported in [10]. The goal was to extend and update the two previous tertiary studies [6, 7] to cover the period 
between July 2008 and December 2009. The authors analyzed the quality, coverage of SE topics, and potential impact of 
published SLRs for education and practice. The findings suggested that the SE research community is starting to adopt 
SLRs consistently as a research method.  

Silva and Santos conducted a critical appraisal of SLRs in SE from the perspective of the research questions asked in the 
reviews [8]. They analyzed 53 SLRs that had been collected in two earlier published tertiary studies [6, 7]. The study found 
that over 65% of the research questions asked in the reviews were exploratory and only 15% investigated causality 
questions. The authors concluded that there is a need for a consistent use of terminology to classify secondary studies and 
that reports of literature reviews should follow reporting guidelines to support assessment and comparison. 

The objective of [9] was to contribute to a better understanding of the types, methods, and challenges in synthesizing SE 
research and their implications for the progress of research and practice. Among the results were the following. As many 
as half of the 49 reviews included in that study did not contain any type of formal synthesis.  

The tertiary study reported in [11] aimed at detecting “signs” of Agile trends in global/distributed SE research. The study 
reported that, in contrast to recent beliefs that agile and distributed are two incompatibilities, global agile development has 
become more and more accepted. The study concluded that there are indications that both globalization and “agilization” 
of software companies are stable trends for the future but that there is a need for further studies on the topic.  

The guideline paper [12] provides a systematic approach for searching for and identifying relevant studies in SE. The 
authors argue that one critical step in conducting SM and SLR studies is to design and execute appropriate and effective 
search strategy. This is a time-consuming and error-prone step, which needs to be carefully planned and implemented. 
There is an apparent need for a systematic approach to designing, executing, and evaluating a suitable search strategy for 
optimally retrieving the target literature from digital libraries.  
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The tertiary study reported in [13] analyzed the SLRs in the area of Distributed Software Development (DSD). Of 14 SLRs 
in the pool of studies, seven addressed aspects of managing distributed development. Four SLRs addressed topics of 
engineering process. The three remaining were related to requirements, design and SE education in the context of DSD. 

Experiences of conducting SLRs in SE were discussed in the form of a tertiary study in [14]. The authors gathered the 
experiences published by researchers in 116 SLRs. Findings highlighted that search strategy, online databases, planning 
and data extraction are the most challenging phases of a SLR. Lack of standard terminology in SE papers, poor quality of 
abstracts and problems with search engines are some of the most cited challenges. The study [15] was a tertiary study 
reporting the risks and risk mitigation in global software development.  

Additionally, an online resource named SE evidence map, as part of the Evidence-Based SE (EBSE) website, have been 
published as an online resource [3] which provides a simple classification of 22 SLR studies.  

On another perspective, the authors of this article has had recent experience in conducting and reporting several SM and 
SLR studies in SE. Several of those studies have been in software testing [17-22], while several others, e.g., [23-27], focused 
on other areas of SE, i.e., development of scientific software [23], UML-driven software performance engineering [25], 
software documentation [28], UML books [24], pair-programming [27], usage of metrics in Agile software development 
[29]. The experience and expertise gained in conducting those SM and SLR studies have been influential in conducting this 
tertiary study. 

2.2 A REVIEW OF RESEARCH QUESTIONS INVESTIGATED IN OTHER SE TERTIARY STUDIES 

As discussed in Section 2, we found ten tertiary studies in SE [6-15], see Table 1. Out of those nine tertiary studies, we 
selected six tertiary studies [6-10, 13] whose contexts and RQs were relevant to our topic. The remaining four tertiary studies 
[11, 12, 14, 15] were focused on topics not that relevant to our study, and thus, we did not use their RQs as a baseline for 
deriving the RQs of this study. They were: 

 Signs of Agile trends in global SE research: a tertiary study [11]  
 A tertiary study: experiences of conducting SLRs in SE [14] 
 Systematic approach for identifying relevant studies in SE [12] 
 Risks and risk mitigation in global software development: A tertiary study [15] 

We used the RQs in Table 2, to guide our own selection of research questions.  

Table 2- RQs raised in the existing SE tertiary studies 

Ref. Tertiary study topic RQs 
[6] SLRs in SE: A SLR   RQ1: How much SLR activity has there been since 2004? 

 RQ2: What research topics are being addressed? 
 RQ3: Who is leading SLR research? 
 RQ4: What are the limitations of current research? 

[7] SLRs in SE: A tertiary study  RQ1: How many SLRs were published between 2004 and 2008? 
 RQ2: What research topics are being addressed? 
 RQ3: Which individuals and organizations are most active in SLR: based research? 
 RQ4: Are the limitations of SLRs still an issue? 
 RQ5: Is the quality of SLRs improving? 

[8] A critical appraisal of SLRs in SE 
from the perspective of the 
research questions 

 RQ1: What are the types of research questions asked in literature reviews? 
 RQ2:  Are the research questions explicitly presented in the studies? 
 RQ3: How the research questions are used to guide the search of primary studies? 
 RQ4: Is the type of research questions used in the studies related to the classification 

of mapping studies and systematic reviews? 
[9] Research synthesis in SE: 

A tertiary study 
 RQ1: What is the basis in terms of primary study types and evidence that is included? 
 RQ2: How, and according to which methods, are the findings of systematic reviews 

in SE synthesized? 
 RQ3: How are the syntheses of the findings presented? 

[10] Six years of SLRs in SE:  
An updated tertiary study 
 

 RQ1: How many SLRs were published between 1st January 2004 and 31st December 
2009? 

 RQ2: What research topics are being addressed? 
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(follow: up to [6] and [7])  RQ3: Which individuals and organisations are most active in SLR: based research? 
 RQ4: Are the limitations of SLRs, as observed in the two previous studies, still an 

issue? 
 RQ5: Is the quality of SLRs improving? 

[13] Distributed SE  RQ1: How many systematic literature reviews have been published in the Distributed 
Software Development (DSD) context? 

 RQ2: What research topics are being addressed? 
 RQ3: What research questions are being investigated? 
 RQ4: Which individuals and organizations are involved in SLR-based DSD research? 
 RQ5: What are the limitations of systematic literature reviews in DSD? 

3 RESEARCH METHOD 

A tertiary review uses the same methodology as a standard SLR [2]. For conducting our tertiary study, we had the choice 
of using the SM or the SLR approach. Similar to other research fields, SE has its methodologies for conducting secondary 
studies. Petersen et al. [16] presented a guideline study on how to conduct SM studies in SE. The guideline study by Petersen 
et al. [16] provided us with insights on building classification schemes and structuring a particular sub-domain of interest 
in SE, which we have followed in our previous and recent SM and SLR studies [17-20, 23-26].  

Kitchenham et al. also presented in [2] detailed guidelines for performing SLR studies in SE, most of which could also be 
used for a SM study. The guidelines described by Petersen et al. [16, 30] and also Kitchenham et al. [2] were followed in our 
SM study. Justification to follow the guidelines from those two studies is that they are treated as two comprehensive 
guidelines to conduct SLR and SM in SE and have been used by many other researchers conducting and reporting SLRs 
and SMs, e.g., [24, 31, 32]. In designing the methodology for this SM, methods from several other SMs such as [24, 31, 32] 
were also incorporated. In the following, the goal and research questions of our study are presented. Then, an overview of 
our research process is discussed. 

3.1 GOAL AND RESEARCH QUESTIONS 

The research approach we have used in our study is the Goal-Question-Metric (GQM) methodology [33]. Based on the GQM 
goal template, the goal of this study is to systematically map (classify) the state-of-the-art in secondary studies in the area 
of software testing, to find out the recent trends and directions in this field and to identify opportunities for future research 
from the point of view of researchers and practitioners in the context of research literature in this area. We also want to 
understand how the research space has evolved over time with regards to the above research attributes.  

Using the GQM approach [33], similar to regular SLR and also tertiary studies in SE [6-15], we intended to raise a set of 
research questions (RQs) based on the above research goal. To ensure the novelty, usefulness and relevance of our RQs, we 
reviewed in Section 2.2 the RQs raised in other tertiary studies in SE. Based on our study’s goal, and also keeping the RQs 
raised in other tertiary studies, we raise and investigate four main RQs in this study: 

 RQ1: What software-testing-specific areas have been investigated in the secondary studies? 

Answering this RQ will enable us to determine the software-testing-specific areas covered and not covered by 
secondary studies. Knowing the areas not covered will pinpoint the need for conducting secondary studies in those 
areas. To classify the software-testing-specific questions, we covered the dimensions of the testing method, the type of 
system under test (SUT), and the testing phase. More details about these software-testing-specific areas are discussed 
when we present our study’s systematic map (Section 5.2). 

 RQ2: What types of RQs are being investigated? 

We answered this RQ by using RQ classification presented by Easterbrook et al. [34], e.g., exploratory RQs, base-rate 
RQs, relationship RQs and causality RQs. This allows us to characterize the studies in software testing from the viewpoint 
of philosophy of science. This can help us find gaps and trends in type of secondary studies being conducted.  

 RQ3: What are the annual trends of the secondary studies? 

This RQ presents the trends and demographic data typically reported in SMs and SLRs with respect to number of 
secondary studies, number of papers included in secondary studies papers, and types of secondary studies (i.e., 
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surveys, SMs, SLRs). Note that the survey-type papers that we consider as secondary studies are not those studies 
which collect data from respondents by questionnaires and then present the analyzed results. But instead, we consider 
papers which have surveyed the papers in a given area of testing (e.g., model-based testing) and presented a 
classification and/or summary of those studies, e.g., a paper entitled “A survey on model-based testing approaches”. 

 RQ4: What are the highest cited secondary studies and are the secondary studies cited more often than primary studies? 

Given the importance of citations to determine scientific merit, we decided to investigate what secondary studies are 
the most cited. For the same reason, we investigate whether secondary studies receive more citations than primary 
studies. If this is true, it suggest that citations to secondary studies should be weighted differently than primary studies 
with respect to scientific merit. Also, we would expect that secondary studies receive more citations than primary 
studies since they are type of “review” papers and many researchers would find it suitable to cite them to provide an 
overview of a given testing sub-field. 

3.2 RESEARCH PROCESS 

The process that lies at the basis of this study is outlined in Figure 1, which consists of three phases:  

 Article selection (Section 4) 
 Development of the systematic map (Section 5)  
 Systematic mapping (Section 6) 

The process starts with article selection from various academic sources. Then, a systematic map is systematically and 
iteratively developed. The systematic map is then used to conduct SM and results are then reported. Details of the above 
phases are described in Sections 4, 5, and 6. 

 

Figure 1: Research process used to conduct this study 

4 ARTICLE SELECTION 

According to the research process of this study (Figure 1), the first phase of our study was article selection. For this phase, 
we followed the following steps in order: 

 Source selection and search keywords (Section 4.1) 
 Quality assessment (Section 4.2) 
 Application of inclusion and exclusion criteria (Section 4.3) 
 Finalizing the pool of articles and the online repository (Section 4.4) 

Initial 
Attributes 

Initial Pool
(117 papers)
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(101 papers)
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Systemat ic mapping and review (Section 6)

Systematic 
Mapping and Review
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Mapping Results
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Google 
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Data/ 
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Multiple 
Entities

LegendSnowballing
(6 papers)

Excluded papers
(22 papers)
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(123 papers)
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4.1 SOURCE SELECTION AND SEARCH KEYWORDS 

Based on the SM guidelines [2, 16], to find relevant studies, we searched the following two major online search academic 
article search engines: Scopus and Google Scholar. These two were deemed as enough since Scopus and Google Scholar 
covers all major publisher venues, e.g., Elsevier, Springer, ACM and IEE publications. Our search keyword in both search 
engines was: 

("Systematic mapping" OR Mapping OR "Systematic literature review" OR "Systematic review" OR "Literature 
review" OR Review OR Survey)  

AND (Testing OR Validation OR Verification)  

AND Software 

The searches were conducted using the above keywords in the paper titles and abstracts. Scopus has a strict search engine 
and returned exactly–matching items. When using the Google Scholar, we utilized its relevance ranking approach (e.g., 
Google’s PageRank algorithm) to restrict the search space. For example, when we applied the above search string to Google 
Scholar, 2,790,000 results would show as of this writing (Dec. 2015), but as per our observations, relevant results usually 
only appear in the first few pages. Thus, we checked the first several pages (i.e., we somewhat observed a search 
“saturation” effect) and only continued further if needed, e.g., we proceeded to the (n+1)th page only if the results in the nth 
page still looked relevant. 

The initial search phase yielded 117 papers. To decrease the risk of missing relevant studies, similar to previous SM and 
SLR studies, we conducted selected snowballing [35] (forward and backward) as well, in which we found 6 additional 
papers as shown in Figure 1. All studies found in the additional venues that were not yet in the pool of selected studies but 
seemed to be candidates for inclusion were added to the initial pool. With the above search strings and search in specific 
venues, we found 123 studies which we considered as our pool of potentially-relevant studies and were then voted on (also 
depicted in Figure 1). At this stage, studies in the pool were ready for application of inclusion/exclusion criteria as described 
next. We should note that already in this stage we performed initial screening of the paper to reduce the potentially large 
amount of totally non-relevant entering the pool. For example, we did not include in the pool the obviously non-relevant 
papers with titles such as: “Flow volume and shunt quantification in pediatric congenital heart disease by real-time magnetic 
resonance velocity mapping-a validation study”.   

4.2 QUALITY ASSESSMENT 

Each candidate SM and SLR was evaluated using the same set of criteria adopted by previous research studies (e.g., by 
Kitchenham) et al. in tertiary studies [6, 7, 13]. This set of criteria was defined by the Centre for Reviews and Disseminations 
(CDR) Database of Abstracts of Reviews of Effects (DARE), of the York University [36]. The criteria are based on four quality 
assessment questions: 

1. Are the review’s inclusion and exclusion criteria described and appropriate? 
2. Is the literature search likely to have covered all relevant studies? 
3. Did the reviewers assess the quality/validity of the included studies? 
4. Were the primary data/studies adequately described? 

The above questions were scored as proposed by Kitchenham et al. [6, 7]. For each candidate secondary study in our pool, 
the quality score was calculated, by assigning {0, 0.5, 1} to each of the four questions and then adding them up.  

4.3 APPLICATION OF INCLUSION/EXCLUSION CRITERIA  

In our study, the following inclusion criteria were considered:  

1. The topic of each secondary study should be software testing 
2. Whether the study was peer reviewed.  
3. The quality score of the secondary study (as discussed in Section 4.2) was at least 2 out of 4.  

If multiple studies with the same title by the same author(s) were found, the most recent one was included and the rest 
were excluded. Only studies written in English language and only the ones which were electronically available were 
included. If a conference study had a more recent journal version, only the latter was included. Recent tertiary studies in 
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SE, e.g., [6, 7], only included SLR and SM studies in their analysis, since SM and SLR studies are usually considered more 
systematic and rigorous compared to regular surveys. However, since we have seen highly-cited and popular survey papers 
such as [37-41], we decided to include survey papers in our pool as well. In terms of scope, we only included secondary 
studies on software testing and excluded those on software quality, e.g., [42].  

We should also mention that the online repository of the papers in our pool (hosted on Google Docs) [43], refer to the tab 
“Excluded” in the online spreadsheet, contains detailed explanations on why each paper has been excluded from the 
primary pool. We discuss several examples of excluded articles and the reasons for their exclusion. Secondary studies cited 
in [44, 45] were excluded since they had low level of comprehensiveness, i.e., they were only 3.5 and 2.5 pages long 
respectively. A 2002 conference paper cited as [46] was excluded since a newer 2004 journal version [39] of it was added to 
the pool. Finally, [47] was excluded since its survey component was short.  

4.4 FINAL POOL OF SECONDARY STUDIES AND THE ONLINE REPOSITORY 

After applying the inclusion/exclusion criteria, the final pool was finalized with 101 studies, and the list has been published 
using the Google Docs system, along with the systematic mapping of the studies, in an online repository [43]. Also, the 
bibliographic details for the all the 101 secondary studies are available in another online document [48]. We will refer to the 
studies in the rest of this paper in the form of [S1], …, [S101] and these labels are clearly identifiable in both online 
repositories [43, 48]. 

5 DEVELOPMENT OF THE SYSTEMATIC MAP 

Iterative development of our systematic map is discussed in Section 5.1. Section 5.2 presents the final systematic map. 
Section 5.3 discusses the metrics and data-extraction approach. 

5.1 ITERATIVE DEVELOPMENT OF THE SYSTEMATIC MAP  

To develop the systematic map, we followed the approach conducted in our recent SM studies [17-20, 23-26] and also the 
guidelines by Petersen et al. [16]. As shown in Figure 1, we analyzed the studies in the pool and identified the initial list of 
attributes. We then used attribute generalization and iterative refinement to derive the final map.  

As studies were identified relevant to our research project, we recorded them in an online publicly-accessible spreadsheet 
(hosted in the online Google Docs spreadsheet [43]) to facilitate further analysis. With the relevant studies identified and 
recorded, our next goal was to categorize the studies in order to begin building a complete picture of the research area. 
Though we did not a-priori develop a categorization scheme for this project, we were broadly interested in: (1) type of 
software testing subjects covered by secondary studies, and (2) types of secondary studies. 

We refined these broad interests into a systematic map using an iterative approach. The author conducted an initial pass 
over the data, and based on (at least) the title, abstract and introduction of the studies, created a set of initial categories and 
assigned studies to those categories. When the assignment of studies to categories could not be clearly determined just 
based on the title, abstract and introduction, more of the study was considered. In this process, both the categories and the 
assignment of studies to the categories were further refined.  

5.2 FINAL SYSTEMATIC MAP 

Table 3 shows the final classification scheme that we developed after applying the process described above. Columns 1-2 
are self-explanatory. Column 3 denotes the set of all possible values for the attribute, categories and/or metrics used for 
that RQ. Finally, column 4 indicates for an attribute whether a single selection or multiple selections were made.  

Table 3: Systematic map developed and used in our study 

RQ Focus Types, categories and metrics 

Multiple 
(M) or  

single (S) 
value 

Software testing 
method  

{Model-based, mutation, search-based, combinatorial, 
symbolic execution, random, other} 

M 
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RQ1: What software testing specific 
areas that have been investigated in 

the secondary studies? 

Type of System 
Under Test (SUT) 

{SOA / web-service, product-line, GUI, web-application, 
component-based software, aspect-oriented software, 
cloud, protocol, mobile, concurrent } 

S 

Software testing 
type/phase 

{Regression, unit, integration, system, acceptance testing}  M 

RQ2: What types of research 
questions are being investigated? 

Types of RQs 

As proposed in [34]: {Existence, description and 
classification, descriptive-comparative, frequency 
distribution, descriptive-process, relationship, causality, 
causality-comparative, causality-comparative interaction, 
design} 

M 

RQ3: What are the annual 
demographics of the secondary 

studies 

 

Number of 
secondary studies 

Integer S 

Types of secondary 
studies 

{SM, SLR, regular survey, other} S 

Size of pools of 
primary studies 

Number of primary studies after inclusion/ exclusion as 
an integer 

S 

Quality of 
secondary study 

The four criteria defined and proposed in [36] as 
discussed in Section 4.2. Each criterion is assigned a 
value from the set {0, 0.5, 1} and the sum is in range of 
0…4. 

S 

Number of RQs Integer S 

RQ4: What are the highest cited 
secondary studies and are the 

secondary studies cited more often 
than primary studies? 

Annual publication 
trend versus 

primary studies 
Year of publication as an integer S 

Citations to 
secondary studies 

Number of citations as an integer, extracted from Google 
Scholar on Dec. 1, 2015 

S 

5.3 METRICS AND DATA EXTRACTION 

To extract data, the studies in our pool were reviewed with the focus of each RQ and the required information was extracted 
according to the systematic map shown in Table 3.  

Types, categories and metrics for all RQs except RQ 1 are straightforward and self-explanatory in Table 3. For RQ 1, we 
extracted as a brief text field (string) the software testing subject of each study, e.g., “test oracles” for [S95] and “model-
based testing” for [S12]. 

In terms of the operational logistics of our data extraction activity, we created an online publicly-accessible spreadsheet on 
Google Docs [43]. Figure 2 depicts a screenshot of the spreadsheet in which the data extraction for RQs 1 and 2 are shown. 
Last but not least, we should mention that we ensured to incorporate as much explicit “traceability” links between our 
mapping data and the studies in the pool as possible. We have put traceability “comments” inside the cells of the online 
repository [43] where needed to justify why a given mapping was done (an example is shown in Figure 2).  
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Figure 2: Operational logistics of our data extraction activity as managed by an online publicly-accessible 
spreadsheet in Google Docs (Drive) system [43]. 

6 RESULTS  

Results of the study are presented in Sections 6.1 to 6.4. 

6.1 RQ1: SOFTWARE TESTING AREAS INVESTIGATED IN THE SECONDARY STUDIES 

To summarize the software testing subjects covered by the studies, we derived the keywords of each study from its title. To 
get a high-level picture of the covered subjects, we generated a word cloud of paper titles using an online tool 
(www.wordle.net), which is shown in Figure 3. Common/obvious words in this context such as “software“, “testing”, 
“systematic mapping”, “systematic literature review” and “survey” have been removed from the input text set. The (font) 
size of each keyword denotes the number of times it has appeared in the titles of the secondary studies. 

We can notice that some subjects have been studied more compared to others. For example, search-based and web testing 
have each been studied the most, i.e., in five secondary studies each, refer to the works in [40, 49-52] and [18, 19, 53-55], 
respectively.  
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Figure 3: Word cloud of paper titles (using the online tool at www.wordle.net) 

Furthermore, we performed more detailed qualitative classification of the papers from three dimensions the testing method, 
the SUT, and the testing phase. We started with these three classes, but otherwise we let the classification rise from the data 
as is typical qualitative data-analysis, see for example [56] and [57], albeit our existing knowledge of testing research has 
undoubtedly affected the results. Due to this process, the results paint a somewhat different picture what is shown in Figure 
3. For example, we did not consider test-case generation as a testing method by itself and, thus, papers on test case 
generation would be classified on what they use as their method for test-case generation which would things like models 
or search-based techniques.  

6.1.1 Testing methods 

The testing method states what is used to perform the testing. We only included techniques, such as search-based testing, 
here and classified more general or vague approaches such as requirements-based testing [S27] to Section 6.1.4. We could 
also characterize the method papers as solution-oriented papers as they focus on a particular type of solution, e.g. model-
based testing, as a solution. Many papers (39) specified something that we could classify as a testing method and Table 4 
list all methods with more than two literature reviews.  

Model-based testing was the most popular testing method with 15 papers. Some of those papers were focused on a 
particular area, e.g. UML-model based coverage criteria [S11] while others were more general [S12]. Search-based testing 
and Mutation testing were the next popular methods each with seven papers. Finally, combinatorial testing had four 
literature reviews, while Symbolic Execution and Random Testing had two literature reviews each.  

It is notable that there were no studies focusing purely on manual testing methods performed by humans through a system 
user interface. Manual testing is still extremely common in industry, according to a recent survey with 1,543 responses from 
the executives of software industry only 28% of test cases are automated [58]. 

In order to have a reference point of the popularity of testing methods in the general public and in the community, we 
checked the number of Google hits1 for each method as shown in Table 4. Our rationale for comparing the number of Google 
hits for each topic with the number of studies was to compare the level of attention for each topic in the research community 

                                                           

1 We realize that this method is far from perfect, however, it is nearly free in terms of effort spent. Thus, we believe that it 
provides a good analysis in terms of cost and benefits. 
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versus its popularity in the general public. We interpret such trends to observe the advancement and popularity of each 
topic and suggest recommendations.  

If the testing method and our approach to derive the search string produced a string that was unlikely to get many hits, we 
would modify the string to our best ability to find a string that would accurately represent the testing method but produce 
the largest amount of hits. For example adding the word “software” to our search string was mandatory as searches with 
string “mutation testing” brought up many irrelevant hits from other fields, e.g., genetics. Still, it is possible that on some 
instances we might not found the most representative search results.  

We found that model-based testing, which was the testing method with the most secondary studies, produced the most 
Google hits (235,000). Mutation testing had the second most secondary studies, but was ranked only 4th in terms of Google 
hits. Search-based testing had the 3rd place in number of secondary studies but was ranked only as 5th in the Google hits 
with 21,000. Random testing had fair amount of Google hits (119,000) despite having only two secondary studies.  

Overall, a little relationship exists between the number of Google hits and the number of secondary studies. A partial 
explanation may lie in the different terms used in the academia and in the industry. Model-based testing is an accepted 
name on both sides so it gets many secondary studies and many Google hits. However, many of the other techniques are 
hidden inside tools and industry might not even realize that they are using these techniques. For example, Evosuite1 has 
been developed in academic research [59] and it utilizes search-based and mutation techniques, but does not advertise those 
techniques as it is easier to market the tool with the ability to automatically generate unit-test rather than revealing the 
technical details of how the tool performs this task.  

Table 4 –Comparison of popularity of software testing methods in Google hits versus # of secondary studies 

Software testing methods  Number of

secondary studies 

Number of Google 

hits1 
References

Model‐based  15  235,000  [S11, S12, S19, S22, S24, S30, S35, 

S41, S44, S55, S61, S68, S78, S82, 

S97] 

Mutation  7  83,600  [S16, S21, S28, S48, S54, S63, S84] 

Search‐based  67 21,000 [S18, S20, S30, S46, S64, S65, S77]

Combinatorial  4  18,600  [S4, S29, S30, S36] 

Symbolic Execution  2  99,400  [S9, S30]  

Random  2  119,000  [S30, S77] 
1Search string was [“<software testing method>+testing”+software]. For example:  “mutation testing” 

software.  

And for Symbolic Execution we had: “Symbolic Execution” testing software 

                                                           

1 http://www.evosuite.org  
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Figure 4: Scatter-plot of the data in Table 4 

6.1.2 Systems Under Test (SUT) 

The type of System Under Test (SUT) was specified 43 papers. These papers can be characterized as a problem oriented as 
they are focused on testing problems created by a particular system under test, e.g. product-line testing, that may be solved 
with several methods. Here we interpret SUT loosely to characterize the type of system or interface that is the target of the 
testing.  

We found SOA1 / Web-service was the most popular SUT with nine papers. Many of those papers, e.g., [S86, S89, S92], 
focused on Web-services which is one way to implement SOA. Testing software product lines had eight literature review 
while five reviews focused on Graphical User Interface testing. Web-application, a special kind of graphical user-interface, 
was the focus of three papers. Testing Component-based software, Aspect oriented code, Mobile applications, Protocol and 
Concurrent software all had two papers. Cloud testing also had two papers, it should be noted that both of those papers 
considered Cloud both as a testing method, i.e. how to use Cloud resources for testing, as well as SUT, i.e. how to test Cloud 
application, and therefore these papers [S10, S42] are listed in both Table 4 and Table 5. 

With respect to Google hits we followed a similar approach as with testing methods. We found that the most popular 
academic topic SOA / Web-service was ranked only as the 7th by Google hits. Furthermore, the SUT that had the second 
highest number of secondary studies, Product-line, was ranked as the last in terms of Google hits. We are somewhat 
surprised that GUI testing did not get more Google hits. Although, it is ranked 3rd in popularity with 192,000 hits we 
expected it to have even more hits. We think the term GUI might be too general as different types of GUIs require different 
test tools and, thus, the topic is not so popular as we would expect. This is partially confirmed by the popularity of Web-
application testing, which includes a particular GUI, that was the second most popular SUT type with 274,000 hits. Finally, 
as expected Mobile testing has 442,000 hits and that makes it the most popular SUT, and there were found two secondary 
studies on the topic.  

Table 5 –Comparison of popularity of software SUTs in Google hits versus # of secondary studies 

Type of SUT  Number of 

secondary studies 

Number of Google hits1  References 

                                                           

1 Service-oriented architectures 
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SOA / Web‐service  9 63,700 [S22, S60, S66, S86, S87, S89, S92, S98, S101]

Product‐line  8 12,600 [S2, S7, S14, S50, S69, S70, S74, S79]

GUI  5  192,000  [S24, S25, S45, S75, S81] 

Web‐application  3  274,000  [S15, S96, S100] 

Component‐based software  2  46,700  [S13, S91] 

Aspect‐oriented software  2 73,000 [S21, S80]

Cloud   2 119,000 [S10, S42]

Protocol  2  127,000  [S5, S56] 

Mobile  2  442,000  [S32, S94] 

Concurrent  2  15,800  [S38, S62] 
1Search string was “<SUT> testing” software, e.g., “GUI testing” software.  

Except for SOA / Web‐services, we only used SOA as it gave the largest number of hits 

For Component‐based software, we used “component‐based software” testing. 

For Aspect‐based software, we used “Aspect‐based software” testing. 

For Mobile, we used “mobile application testing” software. 

 

Figure 5: Scatter-plot of the data in Table 5 

6.1.3 Testing types/phases 

Third, 15 papers focused on a particular phase of testing, e.g. unit-testing. From these papers, 11 focused on Regression 
testing, 3 on Integration testing and 2 on Unit testing see Table 6. It should be noted that none of TDD secondary studies 
[S25, S39, S43], were purely focused on Unit-testing phase as they had covered papers where TDD had been practiced on 
System testing phase as well. Yet, for the majority TDD is still considered as unit-testing phase practice even though the 
idea can be applied in other test phases as well.  

For Table 6, we also added testing phases with 1 or no secondary studies as there is in principle a limited set of testing 
phases, which is not the case for the testing methods or targets. For testing methods and SUTs the search space is much 
larger. Based on Google hits Unit-testing is the most popular ones with 1,240,000 hits. From Table 6, we can see that System 
testing has the second highest number of hits with 898,000, but no secondary studies focusing solely on that topic have been 
performed. We have to note that often the System testing phase is implicit within many papers. Similarly, many papers did 
not state the testing phase their method would have been the most suitable.  
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Table 6- –Comparison of popularity of software testing phases in Google hits versus # of secondary studies 

Software testing phase  Number of 

secondary studies 

Number of Google 

hits1 
References 

Regression  11  700,000  [S16, S23, S51, S53, S58, 

S59, S60, S61, S63 S76, 

S83] 

Integration  3  686,000  [S13, S68, S91] 

Unit  2  1,240,000  [S1, S98] 

Acceptance  1  898,000  [S31] 

System  0  885,000
1Search string was “<software testing phase> testing” software, e.g., “regression testing” software.  

 

Figure 6: Scatter-plot of the data in Table 6 

6.1.4 Other factors 

Finally, we could not classify all papers to any of the previous categories. As all paper must have a focus within the large 
software testing domain, we classified and coded them in to the category “Other” factors. The following focus areas were 
covered in those papers. First, a particular process under which testing is performed was the focus area for six papers. Three 
of the papers focused on Test-Driven Development [S25, S39,S43] that is a popular approach were tests are developed before 
the actual code. Two paper focused on testing under particular software development processes:  Agile software 
development [S26], Rapid Releases [S49]. Finally, one paper had reviewed literature of the software testing processes [S85].  

Second, the empirical evidence or testing experiments were the focus of four papers: [S16, S20, S63, S99]. Third, test-code 
engineering or maintaining tests were the focus of two papers: [S67, S71]. Fourth, the use of Cloud computing resources 
was the topic of two papers [S10, S42].  Finally, single papers were found on the Oracle problem which related to all testing 
methods [S95], decision on whether to use automated or manual testing [S34], the alignment of requirements and testing 
[S27], combining static and dynamic QA [S17], knowledge management of software testing [S52], the adherence to 
standards in testing [S72], and effort reduction of QA [S57].   

6.2 RQ2: RESEARCH QUESTIONS BEING INVESTIGATED 

We classified all the RQs using the RQ classification presented by Easterbrook et al. [34] as shown in Table 7. This 
classification has been used in other tertiary studies as well, e.g., [8]. Each RQ was classified under one category only. For 
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brevity and space constraints, we are not reporting the entire list of RQs that we have extracted from all studies, but they can 
be found in the online Google Docs repository [43]. We believe that reviewing the list of RQs in Table 7 and also the full list 
in [43] can help researchers in raising RQs for new secondary studies and also to raise better, more systematic RQs. 

We can see that descriptive-comparative RQs are the most popular by large margin. RQs of this type are mostly investigated 
in mapping studies which are in SMs and most of the SLRs. The second and third most frequent RQs are frequency 
distribution (FD) and descriptive-process (DP).  

We found that the RQs ranged from well-defined causality question aimed at investigating the effectiveness of certain 
treatment, as in the “traditional form” of SLRs, to broad exploratory RQs aimed at mapping the current status of research 
and practice in a given topic. We see in both that there is a shortage or lack of RQs in types towards the bottom of the 
classification scheme. For example, among all the studies, no single RQ of type Causality-Comparative Interaction or Design 
was raised. There is a need for such RQs in future studies in this domain. 

To get a rough measure of the scale of empirical and evidence-based SE in the studies, we searched for the terms “empirical” 
and “evidence” in the list of all RQs. 15 and 15 RQs (or about 5.6% of all 267 RQs), respectively, included the two terms. In 
terms of distinction between SM and SLRs, according to Kitchenham et al. [6, 7], any SLR that possesses exploratory RQs 
and aims to obtain a general view about a research topic, is considered a SM instead. However, Kitchenham also states that 
this distinction between SM and conventional SLRs can be somewhat fuzzy. Despite having exploratory questions like: 
“What do we know about the topic T?”, which are different from SLRs conventional research questions, we saw that some 
SM studies provide a more detailed description about the analyzed studies.  

Finally, we observed that some studies have raised multiple RQs into one, e.g. [S12] posed the following two questions as 
one single RQ: “What are the published MBT approaches and what are their main characteristics?”. [S18] raised one single question 
as follows which is in fact two RQS combined into one: “In which non-functional testing areas have search-based techniques been 
applied and what are the different meta-heuristics used?” 

As shown in Table 7, to our surprise, there was no RQs in any of the secondary studies of type Causality-Comparative 
Interaction (CCI) nor Design (D). One could identify these RQs as more sophisticated ones compared to the others, e.g., a 
CCI RQ may look like this: “Does test approach A or B cause more defect detection under one condition but not others?”. We hope 
to see secondary studies with such RQs in future. 

Table 7- A classification scheme for RQs as proposed by [34], number of studies under each type, and examples of RQs 
from the SMs and SLRs for each  

RQ 
category 

Sub-category RQ 
code 

# of 
studies 

# of RQs in 
the pool 

Example RQs 

Explorator
y 

Existence E 10 16 Does X exist? 
 Do the approaches in the area of product lines testing define any 

measures to evaluate the testing activities? [S2] 
 Is there any evidence regarding the scalability of the meta-heuristic 

in the area of search‐based test‐case generation? [S20] 
 Can we identify and list currently available testing tools that can 

provide automation support during the unit-testing phase? [S1] 
Description and 
Classification 

DCL 45 171 What is X like? 
 Which testing levels are supported by existing software-product-lines 

testing tools? [S2] 
 What are the published model-based testing approaches? [S12]  
 What are existing approaches that combine static and dynamic 

quality assurance techniques and how can they be classified? [S17]  
Descriptive-
Comparative 

DCO 1 1 How does X differ from Y? 
 Are there significant differences between regression test selection 

techniques that can be established using empirical evidence? [S23] 

Base-rate 

Frequency 
Distribution 

FD 15 41 How often does X occur? 
 How many manual versus automated testing approaches have been 

proposed? [S15] 
 In which sources and in which years were approaches regarding the 

combination of static and dynamic quality assurance techniques 
published? [S17] 
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 What are the most referenced studies (in the area of formal testing 
approaches for web services)? [S22] 

Descriptive-
Process 

DP 17 29 How does X normally work? 
 How are software-product-lines testing tools evolving? [S2] 
 How do the software-product lines testing approaches deal with tests 

of non-functional requirements? [S1] 
 When are the tests of service-oriented architectures performed? [S87] 

Relationsh
ip 

Relationship R 2 2 Are X and Y related? 
 Is it possible to prove the independence of various regression-test-

prioritization techniques from their implementation languages? [60] 
(let us recall the template for this RQ type: “Are X and Y related?”) 

Causality 

Causality C 3 3 Does X cause (or prevent) Y? 
 How well is the random variation inherent in search-based software 

testing, accounted for in the design of empirical studies? [S20] 
 How effective are static analysis tools in detecting Java multi-threaded 

bugs and bug patterns? [S38] 
 What evidence is there to confirm that the objectives and activities of 

the software testing process defined in DO-178B provide high quality 
standards in critical embedded systems? [S72] 

Causality-
Comparative 

CC 4 4 Does X cause more Y than does Z? 
 Can a given regression-test selection technique be shown to be 

superior to another technique, based on empirical evidence? [S23] 
 Are commercial static-analysis tools better than open-source static-

analysis tools in detecting Java multi-threaded defects? [S38] 
 Have different web-application-testing techniques been empirically 

compared with each other? [S100]  
Causality-
Comparative 
Interaction 

CCI 0 0 Does X or Z cause more Y under one condition but not others? 
 There are no such RQs in the pool. 

Design Design D 0 0 What’s an effective way to achieve X? 
 There are no such RQs in the pool.   

Sum:  267 
 

6.3 RQ3: ANNUAL TRENDS OF TYPES, QUALITY, AND NUMBER OF PRIMARY STUDIES 

6.3.1 Annual trends and types 

The annual trend of the secondary studies included in our pool is shown in Figure 7 (a). The first survey was published in 
1994 [S56]. There have been no secondary studies from 1997 until 2002. The major wave of the studies starts from 2007 and 
grows quickly until year 2012 after which there is a decline. Note that the count for the year 2015 is partial since this study 
was conducted in the Fall of 2015 and more studies are expected to appear in the rest of 2015. As per the trend in Figure 7, 
we expect to see relatively high numbers of studies in this area in near future.  

We also wanted to compare the annual trend of SLRs in our pool versus all SLRs in SE. Figure 7 (b) shows that comparison 
(note that data are cumulative). The latter data has been taken from a 2013 tertiary studies in SE [14], but only includes the 
data until 2011. As we can see, the SLRs in testing favorably constitute a good portion of the SE SLRs. To the best of our 
knowledge, the first SLR in testing appeared in 2007 and was on model-based testing [61]. 

In terms of secondary study types, there are 20 SMs, 32 SLRs and 46 regular surveys in the area. There were also five studies 
under the ‘other’ type, as phrased by the researchers: who had conducted the studies: [S30] is an “orchestrated” survey, 
[S49] is a semi-SLR, [S53] is a critical review, [S58] is a critical evaluation, and [S99] is a meta-analysis. An orchestrated 
survey is a collaborative work usually among a team of researchers collecting self-standing sections, each focusing on a key 
surveyed topic, in the case of [S30] a test generation technique. Each section is independently authored by a world-
renowned active researcher (or researchers) on the topic. Figure 7 shows the cumulative trend of types of secondary studies.  

Albeit the systematic nature of SM and SLR studies and the fact that they are generally considered higher-quality sources 
to study and refer to (compared to regular surveys), regular surveys are still being conducted and published. The first two 
regular surveys in this area [37, 62] were published in as early as 1996. However, the first SM [49] and SLR [61] in the area 
were not published until 2008 and 2007, respectively. 
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(a) 

 

(b) 

Figure 7: Number of and types of secondary studies 

6.3.2 Quality, number of primary studies and number of RQs 

The number of primary studies studied in each secondary study varies. A large number of regular surveys did not explicitly 
report their number of primary studies and, in those cases, we counted the number of references at the end of those papers, 
as an estimate of the size of paper pools. We visualize the data in Figure 8-(a) which visualizes the number of primary 
studies analyzed in each secondary study versus its publication year. A regression fit curve is also provided. The Pearson 
correlation coefficient of the data in the two axes is 0.13, denoting that the size of pool of primary studies is slowly increasing 
as the years go by. This is perhaps mainly due to the fact that as years go by, more and more primary studies in various 
areas of software testing get published, and thus, secondary studies in this area would include a large pool of primary 
studies to analyze and review. The three studies with the largest pool sizes in each of the three types of secondary studies 
are:  

 [S89] for SM with 150 papers with focus on testing web services 
 [S12] for SLR with 202 papers with focus on model-based testing 
 [S95] for Regular surveys with 611 primary with focus on test oracles 
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As discussed 4.2 (quality assessment), each SM and SLR was evaluated using a set of quality-related criteria used in earlier 
tertiary studies [6, 7, 13]. This set of criteria was defined by the Centre for Reviews and Disseminations (CDR) Database of 
Abstracts of Reviews of Effects (DARE) of the York University [36]. The criteria are based on four quality assessment 
questions: 

1. Are the review’s inclusion and exclusion criteria described and appropriate? 
2. Is the literature search likely to have covered all relevant studies? 
3. Did the reviewers assess the quality/validity of the included studies? 
4. Were the primary data/studies adequately described? 

The above questions were scored as suggested by Kitchenham et al. [6, 7]. For each study in our pool, the quality score was 
calculated by assigning {0, 0.5, 1} to each of the four questions and then adding them up, thus having a value in the range 
of (0, 4). Figure 8-(b) shows, as an individual-value plot, the annual trend of total quality score of SMs and SLRs, including 
average bars. As we can observe, the average quality score have been between 2 and 3 (out of 4) until 2014, but it has recently 
increased slightly Figure 8 (b).  

According to Kitchenham et al. [6, 7], SM and SLR studies should raise proper and useful RQs. In our analysis of the RQs, 
only SM and SLR studies were included. Regular surveys were excluded. We counted the number of RQs in each study and 
considered it as a rough measure of comprehensiveness of each study. However, we do realize that the number of RQs are 
largely affected by how ones structures the presentation of the results and whether one uses main RQ sub RQ type of 
structure.   In total, all the 14 SMs and 21 SLRs together investigated 190 RQs. On average, a SM or a SLR study had 5.4 
RQs. The two studies with the highest number of RQs were: a SM of web-application testing [18] (with 21 RQs) and a SM 
of graphical-user-interface testing [17] (with 20 RQs). Surprisingly we found two SLR studies which had not formally posed 
any RQs, but had rather conducted the review using an exploratory approach. They were: (1) a SLR on fault-based mutation 
testing techniques and tools for Aspect-J [63], and (2) a SLR on automated acceptance testing [64]. As we can notice Figure 
8 (c), the average annual numbers of RQs are gradually increasing, e.g., it reached 9 RQs in 2013. This suggest that SM and 
SLRs in this area are becoming more comprehensive.   
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(c) 

Figure 8- Quality, number of primary studies and number of RQs across the years 

6.4 RQ4: HIGHEST-CITED SECONDARY STUDIES, AND CITATION COMPARISON OF SECONDARY VERSUS PRIMARY 

STUDIES 

6.4.1 Highly-cited secondary studies 

Studying highest-cited papers in software engineering is becoming a popular topic, e.g., [65-67]. We were also curious to 
find the highest-cited secondary studies. To investigate number of citations we used two types of citation metrics for this 
purpose: (1) Absolute (total) number of citations to a paper since its publication, and (2) Average number of citations per 
year since publication of a paper. Compared to the total number of citations, the normalized metric essentially returns the 
average number of citations of a paper per year, since its publication year. Total and average-annual numbers of citations 
versus publication year of the secondary studies are shown as two scatter plots in Figure 9, in which each chart includes 
101 points corresponding to 101 secondary studies. The Y axes are shown in the log-scale for better visualization. 

  

Figure 9: Total and normalized average annual number of citations and of citations versus publication year of the 
secondary studies  

The lists of top-5 highly-cited secondary studies based on each of the two metrics are shown in Table 8 and Table 9. [S55] 
and [S64] are, respectively, the two highly-cited secondary studies based on the two metrics. [S55] is a survey on testing 
finite state machines published in 1996, and [S64] is a survey on search-based software test data generation. As we can see, 
in both top-5 lists, 9 out of the 10 cases are surveys while only one is an “orchestrated” survey. Thus, it seems that regular 
surveys are cited more in general compared to SLR and SM studies. 
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We should note, in the outset of our study, that reputation of the authors of a given paper could be a factor our analysis 
above. But quantifying reputation is not easy and discussing factors impacting the citation of a paper is outside the scope 
of our current paper and has been discussed in other studies, e.g., [68-70]. We thus only had two sources of quantified data 
to base our analysis upon: absolute and normalized # of citations, as we did in our recent bibliometric studies, e.g., [65, 71-
73]. 

Table 8: Top-5 highly-cited secondary studies based on total number of citations 

Reference  Paper title 
Secondary 
study type

Publication 
year 

Total number of 
citations 

Average-annual 
number of citations

[S55] 
Principles and methods of testing finite 

state machines: a survey 
Survey  1996  1,052  52.6 

[S64] 
Search‐based software test data 

generation: a survey 
Survey  2004  814  67.8 

[S28] 
An analysis and survey of the 

development of mutation testing 
Survey  2011  325  65.0 

[S36]  Combination testing strategies: a survey  Survey  2005  289  26.2 

[S59] 
Regression testing minimization, 

selection and prioritization‐a survey 
Survey  2012  264  66 

Table 9: Top-5 highly-cited secondary studies based on average-annual number of citations 

Reference  Paper title 
Secondary 
study type

Publication 
year 

Total number 
of citations 

Average-annual 
number of citations

[S64] 
Search‐based software test data generation‐a 

survey 
Survey  2004  814  67.83 

[S59] 
Regression testing minimization, selection 

and prioritization‐a survey 
Survey  2012  264  66 

[S28] 
An analysis and survey of the development 

of mutation testing 
Survey  2011  325  65 

[S55] 
Principles and methods of testing finite state 

machines‐a survey 
Survey  1996  1052  52.6 

[S30] 
An orchestrated survey of methodologies for 

automated software test case generation 

orchestrated 

survey 
2013  89  29.67 

6.4.2 Comparing citations to regular surveys, SMs and SLRs 

To our surprise, we found that regular surveys are cited far more often than SMs or SLRs. The descriptive statistics in Table 
10 show that the average number of citations for regular surveys is 11 per year while for SMs and SLRs numbers are much 
lower, only 3.0 and 4.4, respectively. Other descriptive numbers in the table as well as Figure 10 confirm this relationship. 
The statistical tests on Table 11 show that this difference is statistically significant. We discuss the possible reasons for this 
in Discussion (Section Error! Reference source not found..) 
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Figure 10: Box-plots of average normalized citations to regular surveys, SMs and SLRs 

Table 10: Descriptive statistics of the citation data for regular surveys, SMs and SLRs 

Metrics  Statistics 
Citation data sets

Regular surveys SMs SLRs 

All citations  Average 100.8 13.6 24.0

Median 27.5 3.0 6.0

Average  

citations per year 

Average 11.1  3.0  4.4 

Median 4.11  1  1.3 

Table 11: p-values of the Mann-Whitney test on the four normalized citation data sets for regular surveys, SMs and 
SLRs 

SMs SLRs

Regular surveys 0.009 0.014

SMs ‐  0.75 

SLRs ‐  ‐ 

6.4.3 Comparing citations between secondary and primary studies 

We wanted to compare citations to secondary studies versus citations to primary studies. One would expect that since 
secondary studies provide overview and trends on a subject area, more researchers read and cite to them, more compared 
to primary studies. Other authors have also worked on similar topics, e.g., [74]. 

For baseline analysis, we considered three other citation data sets that we had access to (i.e., the first author was involved 
in): (1) citations to the pool of papers in web testing [18], (3) GUI testing [17] and (4) UML-driven software performance 
engineering (UML-SPE) [25]. The latter citation data set (UML-SPE) has been included as a data set in a non-testing subject 
area to enable out-of-topic comparison of citation trends. 

We calculated and show in Table 12 the statistics of the four citation data sets. We can see that, in terms of both citation 
metrics (total number and average annual number of citations), citations to the secondary studies are higher than the papers 
in the pool of all three SM studies (web testing [18], GUI testing [17] and UML-SPE [25]). This suggests that the research 
community has already recognized the value of secondary studies. However, based on the Mann-Whitney statistical test 
results (shown in Table 13), the difference for none of the data sets is statistically significant.  
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Table 12: Descriptive statistics of the four citation data sets 

Metrics  Statistics 
Citation data sets

Secondary studies Web testing GUI testing  UML‐SPE 

All citations  Average  57.2 31.9 21.1 34.9 

Median  9  12  7  18.5 

Average  

citations per year 

Average  7.3  5.5  3.5  4.7 

Median  2.5  3  2  2.6 

Table 13: p-values of the Mann-Whitney test on the four normalized citation data sets 

  Web testing GUI testing UML‐SPE

Secondary studies 0.38  0.28  0.41 

Web testing  ‐ 0.20 0.83

GUI testing  ‐ ‐ 0.14

UML‐SPE  ‐  ‐  ‐ 

We visualize in Figure 11, as individual-value plots, values of both metrics for four citation data sets: (1) all 58 secondary 
studies analyzed in this article, (2) web testing [18], (3) GUI testing [17] and (4) UML-SPE [25]. All of the four distributions 
in both the individual-value plots are skewed toward the bottom, denoting that both total and also yearly-average citations 
are generally low for most of the papers in each of the four pools of papers. 

   

Figure 11: Individual-value plots showing the number of citations to the four pools of papers.  

7 DISCUSSIONS  

Section 7.1 discusses the implications of this tertiary study. Section 7.2 discussed potential threats to the validity of our 
study and steps we have taken to minimize or mitigate them. 

7.1 INTERPRETATIONS AND IMPLICATIONS  

7.1.1 Implications for the Industry (ISTQB syllabus) 

Figuring out the current level of testing knowledge in industry is not trivial as there are large fluctuations of knowledge 
level among test practitioners and organizations. We used the ISTQB foundation level syllabus [75] as a representative 
baseline of industry’s knowledge and expectations in testing and mapped our results back to this syllabus, as shown in 
Table 14. This syllabus undoubtedly has large impact on educating testers in the industry as according to ISTQB, over 
400,000 certificates based on the syllabus have been awarded as of 2016 [76]. We recognize that ISTQB has several additional 
syllabuses called the foundation extensions, advanced, and expert levels [77]. Detailed comparison to those is beyond the 
scope of this work.  We have chosen the foundation level as it is first the one taken by each tester, thus, it is also the most 
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widely used. We present two types of implications: (1) Areas that should be included or improved in the ISTQB syllabus; 
and (2) Areas where new secondary studies are needed to provide empirical evidence to the ISTQB syllabus.  

Areas that should be included in ISTQB are testing techniques which have gained high academic interests namely: 
combinatorial testing (pair-wise testing), search-based testing which currently is mostly popular in white-box testing, and 
mutation testing (see Section 6.1.1 for references). The test oracle problem should also be covered in the ISTQB syllabus in 
more detail, see [S95]. Testing using cloud computing resources could also be considered as part of the ISTQB syllabus [S10, 
S42]. Additionally, testing based on software requirements [S27] and the use of standards [S72] in testing could be more 
coherent as currently references to standards and requirements are scattered several places in the ISTQB syllabus.   

Several areas need to be covered by future secondary studies to support ISTQB syllabus, as listed next: 

 Test management, organization and monitoring did not have any secondary studies, perhaps due to not having 
enough primary studies. This topic lies in the intersection of two research disciplines software engineering and 
management sciences. Valuable secondary studies could be made for example on the role of independence in 
software testing, test exit criteria used in the industry, and the role of product risk in test management.  

 Two of the ISTQB’s seven principles of testing need more academic studies, e.g.., Principle 3: early testing, and 
Principle 5: “pesticide paradox”1. Furthermore, we think ISTQB should modify Principle #4 (Defect Clustering) to 
include the latest empirical knowledge of defect prediction, e.g., [78], as it currently contains information with 
questionable value. 

 Human factors or psychology of testing as it is called in ISTQB syllabus also raise for secondary studies in this area. 
For example, a tester’s mindset, or the best ways to provide criticism in an organization are topics testers’ faces on 
a daily basis in their work and there are not many academic studies on these topics.  

 Experience-based testing techniques or exploratory testing is also an area that exists in the syllabus but has no 
secondary studies. 

 Several papers on test automation and automation tools were found, but no paper focused in detail on the test 
automation tool adaption. This area becomes increasing important as the need for software test automation 
increases due to pressure to perform rapid or continuous releases.  

Table 14- Mapping of items in ISTQB foundation syllabus to our results (items in the gray background highlight the 
open needs for secondary studies) 

ISTQB foundation syllabus  Comment and References

Headings  Sub‐headings 

1. 

Fundamentals 

of Testing   

1.1 Why is Testing 

Necessary 

We did not expect to find studies on this topic. 

1.2 What is Testing?  

1.3 Seven Testing 

Principles  

  

1.4 Fundamental Test 

Process  

Source [S85] reviewed 23 test process models majority based on TMMi or TPI 

1.5 The Psychology of 

Testing  

 

1.6 Code of Ethics  We did not expect to find studies on this topic.  

2 Testing 

Throughout 

the Software 

Life Cycle 

2.1 Software 

Development Models  

One paper focused on software testing in Agile software development [S26] and other 

focused on Rapid Release cycle and software testing [S49].   

2.2 Test Levels  Many papers focused on Unit‐testing (or Component testing as it is called in ISTQB 

syllabus) [S1, S25, S39, S43, S98]. In the syllabus, TDD is part of Unit‐testing which 

                                                           

1 “If the same kinds of tests are repeated again and again, eventually the same set of test cases will no longer be able to 
find any new bugs. To overcome this Pesticide Paradox, it is really very important to review the test cases regularly and 
new and different tests need to be written to exercise different parts of the software or system to potentially find more 
defects” [68]. 
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explains the difference between Section 6.1.3. Integration testing was dealt in three 

papers [S13, S68, S91] and Acceptance testing in one paper [S31]. System testing is often 

implicit, thus, saying what papers focus on system testing is difficult.  

2.3 Test Types  Majority of papers focused on functional testing, but as with system testing this was 

often implicit.  Testing of non‐functional software characteristics was explicitly covered 

in two papers [S18, S73].  Regression testing was studied in 11 paper [S16, S23, S51, S53, 

S58, S59, S60, S61, S63 S76, S83] 

2.4 Maintenance 

Testing  

ISTQB considers maintenance testing, to be regression testing and new feature testing 

done for a new release of an existing product. Plenty of regression testing papers were 

found (see the above cell) but no paper on new feature testing or impact analysis for new 

releases. Three papers focused on test code engineering and test maintenance which can 

be considered as part of Maintenance Testing [S3, S67, S71]  

3 Static 

Techniques  

  ISTQB includes static techniques in their syllabus but such techniques were not part of 

our search scope. We found one source that considered how to combine static and 

dynamic quality assurance [S17]. 

4 Test Design 

Techniques 

4.1 The Test Development 

Process  

No papers focused on the broad topic of the test development process. Rather the articles 

studied more focused individual techniques   

4.2 Categories of Test 

Design Techniques 

Two papers had studied and compared several test design techniques [S16, S63].

4.3 Specification‐based 

or Black‐box 

Techniques 

Several papers in this area focused on UML and model‐based testing matching 

subsections 4.3.4 State Transition Testing and 4.3.5 Use Case Testing [S19, S22, S24, S35, 

S41, S44, S55, S68, S78, S82, S97]. One paper had focused on acceptance testing with 

decision tables [S31]. Additionally, the two studies focusing on several techniques 

provide relevant information for this topic [S16, S63]. Combinatorial testing had four 

papers [S4, S29, S30, S36] but to our surprise the topic is excluded from ISTQB syllabus. 

4.4 Structure‐based or 

White‐box Techniques 

The majority of the papers on white‐box testing focused on Search‐based testing where 

the goal is to automatically generate test data/input that covers 100% of the executions 

paths with the help of meta‐heuristic search [S18 S20 S46 S63 S64 S65 S77]. To our 

surprise ISTQB does not mention Search‐based testing at all. Furthermore, we found one 

paper studying coverage tools [S6]. Additionally, the two studies focusing on several 

techniques provide relevant information for this topic [S16, S63]. Two papers covered 

symbolic execution [S9, S30]  

4.5 Experience‐based 

Techniques 

 

4.6 Choosing Test 

Techniques 

No study had focused particularly on choosing test techniques. However, the two studies 

focusing on several techniques provide relevant information [S16, S63]. Also paper on to 

combining static and dynamic quality assurance techniques is relevant for this area [S17]. 

Additionally, papers focusing on particular SUT types, Section 6.1.2, may provide help in 

this area.  

5. Test 

Management 

5.1 Test Organization    

5.2. Test Planning and 

Estimation 

No paper had focused on this topic. Paper studying the how different techniques can 

reduce test effort is partially relevant [S57] 

5_3 Test Progress 

Monitoring and Control  

 

5.4 Configuration 

Management  

 

5.5 Risk and Testing   

5.6 Incident 

Management  

Defect reporting that is part of software testing progress has been studied in two sources 

[79, 80]. Yet, our search strings did not include these types of studies. 

6. Tool 

Support for 

Testing 

6.1. Types of Test Tools   Several papers reviewed different kind of tool support for testing [S1 S3 S6 S19 S29 S67 

S71 S73 S98]. Those tools include tools for unit‐testing [S1, S98], combinatorial testing 

[S29], and security [S98]  
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6.2. Effective Use of 

Tools: Potential 

Benefits and Risks  

Some studies had also focused on the benefits and drawbacks of tool usage [S31 ,32 ,S34]

6.3 Introducing a Tool 

into an Organization  

 

7.1.2 Implications for the software engineering education (based on SWEBOK guide) 

To provide implications for software engineering education, we mapped our findings to the Software Testing chapter of 
the Guide to the Software Engineering Body of Knowledge (SWEBOK) [81]. For example, the ACM graduate curriculum 
guidelines [82], is based on SWEBOK v3.0. It is difficult to quantify the impact of SWEBOK, however, it should form a 
common basis for the university education of software engineers worldwide. Thus, supporting SWEBOK with scientific 
studies can have far reaching implications.  Similar to the previous section, we present two types of implications for this 
case as well: (1) Areas that should be included or improved in the SWEBOK; and (2) Areas where secondary studies are 
needed to provide summarized empirical evidence to SWEBOK.  

Search-based testing is an area with numerous secondary studies [S18, S20, S30, S46, S64, S65], which is missing from 
SWEBOK. Using clouding computing in testing with two secondary studies [S10, S42], and given its importance in the 
future it, should perhaps be included in (next versions of) SWEBOK. During recent years, the software industry has mostly 
transferred to Agile methods and Rapid Release cycles that puts special pressure on software testing. Thus, we suggest that 
the impact of such processes on software testing should be included in SWEBOK Chapter dealing with Software Testing 
[S26, SS49]. Currently, such things exits only in Chapter 9 (Section 4.4. Agile methods). Similarly we believe that Software 
Testing standards [S72] should be covered in SWEBOK in more depth. 

We found that SWEBOK covers a larger set of topics than ISTQB foundation syllabus. This resulted in a higher number of 
topics that are not covered in the secondary studies. For details of missing (needed) secondary studies, we refer to Table 15.  
Next we highlight the areas which we consider the most important for improving the evidence of SWEBOK topics. 

 From Section 1.2 of SWEBOK: We observed that “testability” is missing in the pool of secondary studies. Given the 
importance of testability, such a secondary study could be highly valuable also to industry. 

 Section 2.2 of SWEBOK: Objectives of Testing have several sub-areas meriting secondary studies. For example, 
Alpha and Beta-testing are popular in the industry but even the primary studies of the topic are rare. A modern 
variant of Beta-testing namely A/B-testing could also be considered in that context. Furthermore, performance and 
stress testing is becoming more important as the majority of the systems run online and can exhibit large variation 
in the user-base.  

 Similar to the ISTQB syllabus, SWEBOK also included experience- and intuition-based testing techniques or 
Exploratory Testing. This is an area that has no secondary studies. Such study could also include error-guessing 
method as it is often done based on experience and intuition.  

 Similarly to ISTQB, SWEBOK has many test management topics residing under its Section 5 (Test Process). Again 
secondary studies could be made for example on the role of independence in software testing, test exit criteria used 
in the industry, and the role of product risk in test management.  

 The existing secondary studies have mostly focused on test-case design, test generation and execution. This leaves 
the need for secondary studies in the areas of test-environment development and setup, test results evaluation and 
reporting. 

Table 15- Mapped of Chapter 4 of the SWEBOK to our results (items in the gray background highlight the open needs 
for secondary studies) 

Testing topics in SWEBOK  Comment and References 

Headings Sub‐headings 
1. Software 

Testing 

Fundamentals 

1.1. Testing‐Related 

Terminology 

We did not expect to find  studies on this topic 

1.2. Key Issues  The number of papers per key issues varied. Test Selection Criteria (Section 1.2.1) is 

implicitly covered in regression testing papers that try to select optimal test set [S16, S23, 
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S51, S53, S58, S59, S60, S61, S63 S76, S83]. However, no study had this as their main topic. 

Testing effectiveness (1.2.2.) was studied in [S57] and the Oracle problem (1.2.4) in [S95].  

Yet there were areas with no papers namely: 1.2.3. Testing for Defect Identification, 1.2.5. 

Theoretical and Practical Limitations of Testing, 1.2.6. The Problem of Infeasible Paths, 1.2.7. 

Testability 

1.3. Relationship of 

Testing to Other 

Activities 

We found one source that considered how to combine static and dynamic quality 

assurance [S17], another one considered combining model‐checkers and testing [S93], 

paper on combining formal verification and testing [S41].  

We found no papers comparing Testing with Debugging (1.3.3) and Programming (1.3.4.) 

2. Test Levels  2.1. The Target of the 

Test 

Two papers focused on Unit‐testing (2.1.1) [S1, S98]. Integration testing (2.1.2) was dealt 

in three papers [S13, S68, S91]. System testing (2.1.3) is often implicit, thus, saying what 

papers focus on system testing in particular is difficult. 

2.2. Objectives of 

Testing 

Most popular testing objective was regression testing (2.2.5) [S16, S23, S51, S53, S58, S59, 

S60, S61, S63 S76, S83]. Acceptance testing had one paper [S31] like Security testing [S73], 

and non‐functional testing [S18].  

Areas with no studies were numerous: 2.2.2. Installation Testing 2.2.3. Alpha and Beta Testing, 

2.2.6. Performance Testing, 2.2.8. Stress Testing, 2.2.9. Back‐to‐Back Testing, 2.2.10. Recovery 

Testing, 2.2.11. Interface Testing,  

 

2.2.13. Usability and Human Computer Interaction Testing was out of our scope as was 

2.2.4. Reliability Achievement and Evaluation 

2.2.12. Configuration Testing knowledge needs could be partially filled with numerous 

product‐line testing papers: [S2, S7, S14, S50, S69, S70, S74, S79] 

3.  Test 

Techniques 

3.1. Based on the 

Software Engineer’s 

Intuition and Experience 

 

3.2. Input Domain‐

Based  

Two studies focusing on several techniques provide relevant information for this topic 

[S16, S63]. Combinatorial testing had three papers [S4, S29, S36]. 

3.3. Code‐Based 

Techniques 

The majority of the papers on white‐box testing focused on Search‐based testing where 

the goal is to automatically generate test data/input that covers 100% of the paths with 

meta‐heuristic search [S18 S20 S46 S63 S64 S65 S77]. To our surprise, SWEBOK does not 

mention search‐based testing at all. Furthermore, we found one paper studying coverage 

tools [S6]. Additionally, the two studies focusing on several techniques provide relevant 

information for this topic [S16, S63]. Two papers covered symbolic execution [S9, S30]. 

3.4. Fault‐Based 

Techniques 

Mutation testing was covered in several papers [S16, S21, S28, S48, S54, S63, S84]. 

However, no papers exists for fault‐guessing.  

3.5. Usage‐Based 

Techniques 

 

3.6. Model‐Based 

Testing Techniques 

Several papers in this area focused on UML and model‐based testing matching [S19, 

S22, S24, S35, S41, S44, S55, S68, S78, S82, S97]. One paper had focused on acceptance 

testing with decision tables [S31]. 

3.7. Techniques Based 

on the Nature of the 

Application 

Several papers were found focusing on different application types, see Section 6.1.2 

3.8. Selecting and 

Combining Techniques 

A set of paper considered multiple techniques [S16, S22, S30, S41, S63], yet the practicalities of 

combination of the techniques were not studied.  

4. Test‐

Related 

Measures 

4.1. Evaluation of the 

Program Under Test 

Our search string focused on testing and did not capture papers e.g. on reliability growth 

models [83], failure models [84], and other means of evaluating SUT. Thus, we cannot 

comment whether evidence is sufficient for this area.   

4.2. Evaluation of the 

Tests Performed 

The majority of the papers listed for SWEBOK section 3 can also be listed here. Search‐

based testing [S18 S20 S46 S63 S64 S65 S77], symbolic execution [S9, S30], mutation [S16, 

S21, S28, S48, S54, S63, S84], comparison and effectiveness of different techniques [S16, 

S17, S57, S63].  
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5. Test 

Process 

5.1. Practical 

Considerations 

Source [S85] reviewed 23 test process models majority based on TMMi or TPI. 

Additionally, one paper focused on software testing in Agile software development [S26] 

and other focused on Rapid Release cycle and software testing [S49].  Most frequently 

studied process area of SWEBOK has been Test‐Driven Development with 3 papers [S25, 

S39,S43]  

Areas with no studies were numerous 5.1.2. Test Guides 5.1.4. Test Documentation and Work 

Products 5.1.6. Internal vs. Independent Test Team 5.1.7. Cost/Effort Estimation and Test Process 

Measures 5.1.8. Termination.  

5.2. Test Activities Test‐case generation and execution had numerous papers as all papers listed in Section 

6.1.1 focused on one or both of those. Problem reporting and defect tracking are not 

captured by our search strings but evidence on them exits as well sources [79, 80]. 

However, no papers were found on topics 5.2.1. Planning 5.2.3. Test Environment Development 

5.2.5. Test Results Evaluation  

6. Software 

Testing Tools 

6.1. Testing Tool 

Support  

Some studies had also focused on the benefits and drawbacks of tool usage [S31, S32, S34]

6.2. Categories of 

Tools 

Several papers reviewed different kind of tool support for testing [S1, S3, S6, S19, S29, S67, 

S71, S73, S98]. Those tools include tools for unit‐testing [S1, S98], combinatorial testing 

[S29], and security [S98] 

7.1.3 Implications for the research community 

Our tertiary study could provide various benefits and have impactful implications for the research community, several of 
which are discussed next. One could use our classification to create most popular secondary study target in terms academic 
and general popularity. In terms of academic popularity, measured by the number of secondary studies, the most popular 
secondary studied could have a title as follows: Model-based Regression Testing of Web Services which would combine the 
most popular method, target and phase (Model-based, Web-services, and Regression testing). In terms of general popularity 
of the title could be: Testing Mobile applications with TDD at unit-testing phase level combining the most popular part measured 
with Google hits (TDD, Mobile, and Unit testing). However, that title contains a conflict since TDD is really a development 
phase practice and when following TDD the unit testing phase is actually embedded in to the development phase.  

Gaps to be covered in future works were related to comparisons, “How does X differ from Y?”, relationships “Are X and Y 
related?”, causality, “Does X cause (or prevent) Y?”, and comparative causality, “Does X cause more Y than does Z?”. For 
each question type less than 5 RQs were available. Additionally, no RQs attempted to cover highly ambitious interaction for 
causality, “Does X or Z cause more Y under one condition but not others?” Thus, we suggest that researcher go boldly for 
the more ambitious relationship and causality questions to have deeper knowledge in the area of software testing. Perhaps, 
less emphasis should given for the more simple questions related to base rate. However, the selected RQs of secondary 
studies are largely affected by the primary studies, thus, such a change is also needed in the primary study level as well.   

One could also speculate that perhaps the strict guidelines of SLRs and SMs wear out the writer and there is less intellectual 
effort put in such papers. Another reason could be that SMs and SLRs are often conducted with PhD students who are 
starting their careers and thus the output quality might not be high. It could also be that only individuals with enough 
academic successes and prestige are bold enough to do a regular surveys these days. Of course, those individuals often 
write high quality papers which lead to many citations. The presented reasons here are, of course, only speculations. 
Figuring out the reason for differences in citation behavior is an interesting future research topic. 

7.2 THREATS TO VALIDITY 

According to Petersen et al., similar to empirical studies, validity considerations are also applicable to SM and SLR studies 
[16, 30]. Similar to how we considered and mitigated the potential threats to validity in our previous SM and SLR studies 
[17-20, 23-26], we considered and mitigated them as follows. 

The main issues related to threats to validity of this tertiary study are inaccuracy of data extraction, and incomplete set of 
studies in our pool due to limitation of search terms, selection of academic search engines, and researcher bias with regards 
to exclusion/inclusion criteria. In this section, these threats are discussed in the context of the four types of threats to validity 
based on a standard checklist for validity threats presented in [85]. 
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Internal validity 

The systematic approach that has been utilized for article selection is described in Section 4. In order to make sure that this 
review is repeatable, search engines, search terms and inclusion/exclusion criteria are carefully defined and reported. 
Problematic issues in selection process are limitation of search terms and search engines, and bias in applying 
exclusion/inclusion criteria. 

Limitation of search terms and search engines can lead to incomplete set of primary sources. Different terms have been 
used by the author to point to a similar concept. In order to mitigate risk of finding all relevant studies, formal searching 
using defined keywords has been done followed by manual search in references of initial pool and in web pages of active 
researchers in our field of study. For controlling threats due to search engines, we have included comprehensive academic 
databases such as Google Scholar. Therefore, we believe that adequate and inclusive basis has been collected for this study 
and if there is any missing publication, the rate will be negligible.  

Applying inclusion/exclusion criteria can suffer from researchers’ judgment and experience. Personal bias could be 
introduced during this process. To minimize this type of bias, the authors used a joint voting mechanism to include/exclude 
papers in the pool. Also, the authors’ expertise and experience in various recent SM and SLR studies [17-20, 23-26] have 
been very helpful in this aspect. 

Construct validity 

Construct validities are concerned with issues that to what extent the object of study truly represents theory behind the 
study [85]. Threats related to this type of validity in this study were suitability of RQs and categorization scheme used for 
the data extraction. 

To limit construct threats in this study, the GQM approach is used to preserve the tractability between research goal and 
questions. Research questions are designed to cover our goal and different aspects of secondary studies in the area of 
software testing. Questions are answered according to a categorization scheme. For designing a good categorization 
scheme, we have adapted standard classifications from [16] and also have finalized the used schema through several 
iterative improvement process. 

Conclusion validity 

Conclusion validity of a SM study deals with whether correct conclusions are reached through rigorous and repeatable 
treatment. In order to ensure reliability of our treatments, the terminology of the defined schema was reviewed and 
iteratively improved by checking it against the standard terminology in software testing books. All the secondary studies 
were reviewed by one author and the extracted data were peer reviewed by the other author to mitigate bias in data 
extraction. Each disagreement was resolved by discussions and consensus among researchers.  

Following the systematic approach and described procedure ensured replicability of this study and assured that results of 
similar study will not have major deviations from our classification decisions. 

External validity 

External validity is concerned with to what extent the results of this tertiary study can be generalized. As described in 
Section 4, defined search terms in the article selection approach resulted in having all secondary studies written in English 
language; studies written in other languages were excluded. The issue lies in whether our selected works can represent all 
types of literature in the area of secondary studies in software testing. For these issues, we argue that relevant literature we 
selected in our pool contained sufficient information to represent the knowledge reported by previous researchers or 
professionals.  

Also, note that our findings in this study are mainly within the field of secondary studies in software testing. Beyond this 
field, we had no intention to generalize our results. Therefore, few problems with external validity are worthy of substantial 
attention. 
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8 CONCLUSIONS AND FUTURE WORK 

The goal of this tertiary study was to systematically map (classify) the state-of-the-art in secondary studies in the area of 
software testing, to find out the recent trends and directions in this field, and to identify opportunities for future research, 
from the point of view of researchers and practitioners in this area. 

Our study pool included a set of 101 secondary studies published in the area of software testing between 1994 and 2015. 
Our mapping data is available through an online publicly-accessible repository. The research volumes of knowledge in 
software testing is huge. Any newcomer or industrial participant is likely to experience difficulties in addressing it. Thus, 
we propose that tertiary studies can act as summarizing indexes to those people easing the way to find the most relevant 
information. Additionally, we suggest that tertiary studies can help in content selection for university level courses as 
ideally the contents should be based on the data (popularity of a particular area) rather than sole discretion of the course 
teacher. For example the second author has already used this study for such purpose when selecting teaching topics at the 
University of Oulu.  

Among our detailed findings are the following: (1) Model-based approach is the most popular testing method, web services 
are the most popular type of system under test (SUT), while regression testing is the most popular testing phase in terms of 
number of secondary studies. (2) When looking at popularity in terms Google hits we found Model-based testing is the 
most popular method, mobile application are the most popular target, and unit-testing is the most popular phase. (3) There 
is a need for more secondary studies in performance, load, mobile, non-automated (manual), security testing and TDD. (4) 
Albeit the systematic nature of SM and SLR studies, regular surveys are still being conducted and published. (4) The quality 
secondary studies is slowly increasing as the years go by. (5) We found that on average secondary studies receive more 
citations, however, the difference was not statistically significant. (6) We also found that regular surveys receive 
significantly more citations than SMs or SLRs but the reasons for this are unclear and need future studies. and (7) The 
secondary study with the highest number of citations (1,052 times) is a survey on methods of testing finite state machines, 
and has been published in 1996. 

There are several future work directions after this tertiary study. For example, similar to a tertiary study in general SE [8], 
we intend to conduct critical appraisal of SMs and SLRs in the software testing and other areas from the perspective of 
various aspects of SMs and SLRs, e.g., research questions. Also this tertiary study can be conducted in other sub-areas of 
SE, e.g., software maintenance and software requirements. We plan to conduct a separate tertiary study to synthesize all 
that empirical evidence. 

We also plan to extend and conduct further empirical cases to assess the benefits of this tertiary study to (young) researchers, 
e.g., PhD students, and practitioners. For example, we plan to conduct a survey study with our industry partners by 
providing to them the list of RQs in the secondary studies in a sub-area, e.g., web app testing, and asking them to evaluate 
the usefulness of the RQs which will help assess the “index” metaphor (this study acting as an index to the software testing 
field). Such an assessment will be quite similar to studies on practitioners’ perception of the relevance of software 
engineering research, e.g., [86]. 

To extend our initial analysis in RQ4, we plan to extend the analysis by running correlations between number of citations 
w.r.t. number of primary studies and quality measures of secondary studies. We may even be able to build a regression 
model to predict citations to secondary studies. 
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