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1. Introduction

Robotic systems which consist of robots, end effector, and fixtures holding parts are widely used in the processing and manufacturing industries to improve product quality [1–3]. Numerous manufacturing applications require robotic systems to be placed in production line that can lead to robot, end effector, and/or fixture failure. This can not only result in diminished product quality, but also cause harm to users and other objects in the workspace. In addition, it is difficult to repair failed robotic systems in dangerous environments. Hence, in some applications, it is important to design a control scheme to ensure that a robotic system can continue to reliably work in the presence of faults. A number of diagnostics approaches focus on diagnostics of end effector failures [4], fixture failure [5, 6], and/or robotics assembly system failures [7–11] based on in-line measurement of products [12]. However, there is an urgent need for diagnostics of robot operations under uncertainty and with minimum monitoring information needed.

Various fault diagnosis (FD) approaches for nonlinear and robotic systems have been studied over the last three decades. Model-based analytical redundancy schemes based on fault detection and isolation have previously been investigated [13, 14].

Using neural network (NN) learning, robust fault diagnosis methods have also been proposed [15–18]. However, the use of an NN observer does not guarantee finite time convergence. Hence, the performance of the NN-based FD system is somewhat weak. Due to its inherent robustness to system uncertainties and external disturbances [19, 20], the sliding mode technique has been used in the design of fault diagnostic observers [21–23]. However, a common drawback of the conventional sliding mode control (SMC) is the chattering phenomenon. To eliminate the chattering and obtain higher accuracy, high-order sliding mode (HOSM) techniques have been studied and applied for real applications. Unlike the classical SMC, which works on the time derivative of the sliding variable, HOSM works with discontinuous control acting on the high-order derivative. By moving the switching to the higher derivatives of the control, the control signal becomes continuous, so the chattering is eliminated. In another case, the main difficulty of other HOSMs, such as the suboptimal algorithm [24, 25], the twisting algorithm...
[26, 27], or the quasi-continuous [28, 29], is the necessity of using the first time derivative of the sliding variable. The super-twisting (STW) algorithm [30–37] does not require the time derivative of the sliding variable and is suitable for reconstruction of the velocities from the position information. For the states observer [28–30], the super-twisting HOSM observer has two inherent basic advantages [32–36]: (1) it provides the exact velocity estimation without filtration and (2) it allows the properties of equivalent control to be used to identify the unknown inputs. From the properties, super-twisting second-order sliding mode (STW-SOM) observers have been used in the design of fault diagnostic observers for mechanical systems [37]. However, using the STW-SOM observer, the unknown input is reconstructed from a discontinuous function, necessitating the application of a low-pass filter [37]. The application of the filter provides a time delay and error, which decrease the fault diagnosis performance. To address this problem, a super-twisting third-order sliding mode (STW-TOSM) observer [38–40] was applied to give both exact theoretical velocity estimations and an unknown input estimation without filtration for a spacecraft system.

In some robotic system applications, it is required that a fault should be automatically self-corrected after it is detected and isolated so as to enhance the system reliability and guarantee the control performance. This task is referred to as fault-tolerant control (FTC). In general, FTC systems can be divided into two categories [41, 42]: active and passive approaches. In passive FTC systems, one controller is used for both the normal case and the fault case without the need to detect the presence of a fault [43–45]. However, this approach requires partial knowledge of a possible system fault, so its use is limited in real applications. In an active system, FTC is designed based on fault information [15–18, 46–48]. FD is the first step to provide the fault information. The FTC scheme is then designed based on the obtained fault information in order to compensate for the effect of a fault in the system. For this reason, the system performance of the active FTC depends on the accuracy of the fault information that has been obtained. With the correct fault information, the performance of an active FTC system is more effective than that of a passive FTC system and hence is more desirable for practical applications. Conversely, incorrect fault information could lead to system instability and serious consequences.

Although many FTC schemes have been developed in the literature, to the best knowledge of the authors, there have been only minor FTC investigations for robotic systems, and most of these were designed based on modifications of the nominal computed torque controller (CTC) [27–29, 49]. The basic idea behind these approaches is to use a CTC along with estimated fault compensation, which is based on a feedback linearization technique. However, the use of CTC as a nominal controller has two major drawbacks in real robot applications [41, 44]. Firstly, it requires an exact model of the robot dynamics, which is usually impossible. Secondly, it is not robust to structured and unstructured uncertainties, which may result in poor performance. Therefore, these approaches do not compensate for the modeling uncertainty when designing the nominal controller for normal operation, although the uncertainty can be compensated when a fault occurs. Consequently, the tracking performance is decreased. In addition, these FTC schemes are designed based on the assumption that the velocity measurement is available. Unfortunately, the velocity measurement is obtained using tachometers, which are often contaminated by noise and increase the number of sensors that may reduce the control performance. Therefore, it is important to investigate an FTC scheme using correct fault information and with only a joint position measurement.

In this paper, a new FD and FTC scheme for uncertain robot manipulators with only a position measurement is presented based on super-twisting HOSM controller and observer to compensate both the uncertainties and faults and obtain fast convergence, high accuracy, and less chattering. For fault diagnosis, a STW-TOSM observer is designed. The obtained equivalent output injection (EOI) of the STW-TOSM observer is used to identify unknown faults, which can be used as residuals for the problem of fault detection and isolation. In the second part, a SMC is employed to design the FTC scheme. First, a passive FTC scheme that does not require the FD information is designed based on the estimated states and conventional SMC, and the disadvantage of this type of scheme is discussed. Then, in order to obtain better performance, an active FTC based on the estimated states, estimated faults, and a conventional SMC is designed. Compared to the passive FTC, the proposed active FTC has smaller control effort results, and the chattering phenomenon is much reduced. Furthermore, to alleviate the chattering and obtain higher accuracy, an STW-SOM controller is employed instead of the conventional SMC. The stability and convergence of the FTC system are demonstrated by the Lyapunov theory.

The remainder of this paper is organized as follows. In Section 2, the robot dynamics and faults are investigated, and problems are described. In Section 3, fault diagnosis schemes are designed based on the STW-TOSM observer. The proposed passive FTC and active FTC based on the STW-TOSM controller and the STW-TOSM observer are discussed in Section 4. The computer simulation results for a PUMA560 robot are given in Section 5 so as to verify the effectiveness of the proposed algorithm. Finally, the conclusions are presented in Section 6.

2. Problem Statements

Consider the robot dynamics described by

\[
\dot{q} = M^{-1}(q)(r - V_m(q, \dot{q}) \ddot{q} - F(\dot{q}) - G(q) - \tau_d) + \beta(t - T_f)\phi(q, \dot{q}, \tau),
\]

where \(q, \dot{q}, \ddot{q} \in \mathbb{R}^n\) are the vectors of joint positions, velocities, and accelerations, respectively, \(r \in \mathbb{R}^m\) is the torque produced by actuators, \(M(q) \in \mathbb{R}^{n \times n}\) is the inertia matrix, \(V_m(q, \dot{q}) \in \mathbb{R}^n\) are the Coriolis and centripetal torques, \(F(\dot{q}) \in \mathbb{R}^n\) is the friction matrix, \(\tau_d \in \mathbb{R}^n\) is a load disturbance matrix, \(G(q) \in \mathbb{R}^n\) is the gravity torque term, \(\phi(q, \dot{q}, \tau) \in \mathbb{R}^n\) is a vector composed of actuator faults and component faults,
\( \beta(t - T_f) \in \mathbb{R}^n \) represents the time profile of the faults, and \( T_f \) is the time of occurrence of the faults; that is,
\[
\beta_i(t - T_f) = \begin{cases} 
0 & \text{if } t < T_f \\
1 - e^{-\varphi_i(t - T_f)} & \text{if } t \geq T_f,
\end{cases}
\]
where \( \varphi_i > 0 \) represents the unknown fault evolution rate. A small value of \( \varphi_i \) characterizes a slowly developing fault, also called an incipient fault. For a large value of \( \varphi_i \), the profile of \( \beta_i \) approaches a step function that models abrupt faults. When \( \varphi_i \to \infty, \beta_i \) becomes a step function so that the incipient fault becomes an abrupt fault.

To simplify the subsequent design and analysis, (1) can be rewritten as
\[
\dot{q} = M^{-1}(q)(\tau - H(q, \dot{q})) + \Delta(q, \dot{q}, t) + \beta(t - T_f)\phi(q, \dot{q}, \tau),
\]
where \( H(q, \dot{q}) = V(q, \dot{q}) + G(q) \) and \( \Delta(q, \dot{q}, t) = M^{-1}(q)(-F(q) - \tau_d) \) represents the modeling uncertainty in the dynamic model of robot manipulators.

In this paper, we investigate two ideas for an uncertain robot manipulator with the dynamic model described in (3): first, we develop a STW-TOSM observer to estimate the system states and the fault information signals simultaneously. The fault information is then used for fault detection and isolation as well as fault accommodation. Second, we develop an active FTC scheme by using the estimated states, estimated faults, and an STW-SOSM controller to accommodate the effects of uncertainties and faults so as to stabilize and increase the tracking performance of the robot manipulator in both fault-free and fault operation modes. The basic idea of the design can be depicted in Figure 1. Here, the following assumptions are made.

**Assumption 1.** The modeling uncertainty is bounded such that
\[
\left\| M^{-1}(q)(F(q) + \tau_d) \right\| = \Delta(q, \dot{q}, t) \leq \Delta,
\]
where \( \Delta \) is a known constant.

**Assumption 2.** The unknown fault function is bounded as
\[
\|\phi(q, \dot{q}, \tau)\| < \bar{\phi},
\]
where \( \bar{\phi} \) is a known constant.

### 3. States Observer and Fault Diagnosis

**Observer Scheme Based on a Super-Twisting Third-Order Sliding Mode Observer**

In this section, the observer scheme that is used for both state observer and fault diagnosis based on STW-TOSM observer is described.

**3.1. Fault Diagnosis Scheme Based on a Super-Twisting Third-Order Sliding Mode (STW-TOSM) Observer.** With \( x_1 = q \in \mathbb{R}^n \) and \( x_2 = \dot{q} \in \mathbb{R}^n \), the robot dynamics expressed in (3) can be written in state-space form as
\[
\dot{x}_1 = x_2,
\]
\[
\dot{x}_2 = f(x_1, x_2, \tau) + \Delta(x_1, x_2, t) + \beta(t - T_f)\phi(x_1, x_2, \tau),
\]
\[
y = x_1,
\]
where \( f(x_1, x_2, \tau) = M^{-1}(q)(\tau - V_m(q, \dot{q})\dot{q} - G(q)) \).

We consider an STW-TOSM observer with the following form [38–40]:
\[
\dot{\tilde{x}}_1 = \tilde{x}_2 + \alpha_1\|x_1 - \tilde{x}_1\|^2/3 \text{sign}(x_1 - \tilde{x}_1),
\]
\[
\dot{\tilde{x}}_2 = f(\tilde{x}_1, \tilde{x}_2, \tau) + \alpha_1\|\tilde{x}_1 - \tilde{x}_2\|^1/2 \text{sign}(\tilde{x}_1 - \tilde{x}_2) + \tilde{z}_{\text{eq}},
\]
\[
\tilde{z}_{\text{eq}} = \alpha_0 \text{sign}(\tilde{x}_1 - \tilde{x}_2),
\]
where \( \alpha_0 \) is the sliding mode gain to be designed.

Substituting (6) into (7), the state estimation error is defined as
\[
\dot{\tilde{x}}_1 = \tilde{x}_2 - \alpha_2\|x_1 - \tilde{x}_1\|^2/3 \text{sign}(x_1 - \tilde{x}_1),
\]
\[
\dot{\tilde{x}}_2 = d(x_1, x_2, \tilde{x}_2) + \Delta(x_1, x_2, t) + \phi(x_1, x_2, \tau)
- \alpha_1\|\tilde{x}_1 - \tilde{x}_2\|^1/2 \text{sign}(\tilde{x}_1 - \tilde{x}_2) - \tilde{z}_{\text{eq}},
\]
where \( \tilde{x}_i = x_i - \tilde{x}_i \) (\( i = 1, 2 \)) and \( d(x_1, x_2, \tilde{x}_2) = f(x_1, x_2, \tau) - f(x_1, \tilde{x}_2, \tau) \). If we define \( F(x_1, x_2, \tilde{x}_2, \tau) = d(x_1, x_2, \tilde{x}_2) + \Delta(x_1, x_2, t) + \phi(x_1, x_2, \tau) \), based on Assumptions 1 and 2, there exists a constant \( f^* \) such that
\[
F(x_1, x_2, \tilde{x}_2, \tau) < f^*.
\]

Based on the analysis in [38–40], the sliding gains can be selected as \( \alpha_0 = 1.1 f^* \), \( \alpha_1 = 1.5(f^*)^1/2 \), and \( \alpha_2 = 1.9(f^*)^1/3 \) to guarantee the stability and convergence.

After convergence of the differentiator, the estimation states \( (\tilde{x}_1, \tilde{x}_2) \) converge to the true state \( (x_1, x_2) \), and the following equalities are satisfied:
\[
\Delta(x_1, x_2, \tau) + \phi(x_1, x_2, \tau) - \alpha_1\|\tilde{x}_1 - \tilde{x}_2\|^1/2 \text{sign}(\tilde{x}_1 - \tilde{x}_2) - \tilde{z}_{\text{eq}} = 0.
\]

When the differentiator converges to zero, the third term of (10) is equal to zero. The uncertainties and faults can then be reconstructed as
\[
\tilde{z}_{\text{eq}} = \Delta(x_1, x_2, \tau) + \phi(x_1, x_2, \tau).
\]
3.2. Fault Detection and Isolation Decision. The proposed STW-TOSM observer is able to detect system faults in the presence of uncertainties. The fault diagnosis system must be robust against system uncertainties but must also be sensitive to any fault. In this paper, the obtained EOI of the STW-TOSM in (7) is used as a residual to detect and isolate faults.

According to (2), \( \phi(q, \dot{q}, \tau) = 0 \) when \( t < T_f \), the system in normal operation. Then, from (11), \( \tilde{z}_{eq} = \Delta(q, \dot{q}, t) \), and from Assumption 2 we have

\[
\tilde{z}_{eq} = \Delta(x_1, x_2, t) \leq \tilde{z}_{th}.
\]

The threshold is chosen such that the residual can clearly distinguish between normal operation and fault operation. Because the residual \( \tilde{z}_{eq} \) is always smaller than \( z_{th} \) in normal operation, \( z_{th} \) is chosen as the threshold [47]. When a fault occurs, the residual \( \tilde{z}_{eq} = \Delta(x_1, x_2, t) + \phi(q, \dot{q}, \tau) > z_{th} \), and the fault is declared. Thus, fault is detected and isolated whenever the residual (\( \tilde{z}_{eq} \)) overshoots its corresponding threshold (\( z_{th} \)).

4. Sliding Mode Fault-Tolerant Control

In this section, two robust FTC schemes based on SMC are designed and analyzed. The goal of both active and passive FTC schemes is to achieve acceptable performance and stability for a healthy system as well as for a faulty system. First, a passive FTC scheme that does not depend on the fault diagnosis information is designed using the estimated states and a conventional SMC, and its disadvantage is discussed. Then, a new active FTC scheme is designed based on the estimated states, estimated faults, and conventional SMC. Finally, to reduce the chattering and obtain higher accuracy, an STW-SOSM controller is employed to replace the conventional SMC.

4.1. Passive FTC Based on the Estimated States and a Conventional Sliding Mode Controller. The objective of the passive FTC system design is to use a single fixed controller to accommodate all expected system faults.

From (3), when a fault occurs, the robot dynamics can be rewritten as

\[
\dot{x}_1 = x_2,
\]

\[
\dot{x}_2 = M^{-1}(x_1)u + g(x_1, x_2) + \Delta(x_1, x_2, t) + \phi(x_1, x_2, u),
\]

where \( u = \tau \) is the control input and \( g(x_1, x_2) = M^{-1}(x_1)(-V_m(q, \dot{q}) \dot{q} - G(q)) \).

Based on the sliding mode design procedure [19], the control system design includes two main steps. The first step involves constructing the desired sliding surface, which is chosen such that when it converges to zero, the desired control is achieved. The next step is to select a control law that forces the system state to reach the sliding surface in a finite amount of time. For the first step, we let

\[
e = x_1 - x_d
\]

and the sliding surface is selected as

\[
s = \dot{e} + \lambda e,
\]

where \( \lambda \) is a strictly positive constant. It is obvious that if the system state remains on the sliding surface, the desired control task \( e \rightarrow 0 \) can be achieved.

For the second step, to ensure that the trajectories of the system approach the sliding surface, in the presence of
According to the sliding mode design procedure, the SMC law for an uncertain robotsystem will be designed as

\[ u = u_{eq} + u_{u} + u_{f} \]  

(17)

where

\[ u_{eq} = M(x_1)(\dot{x}_d - \lambda(\dot{x}_2 - \dot{x}_d) - g(x_1, \dot{x}_2)), \]  

(18)

where \( \dot{x}_2 \) is the estimation of \( x_2 \), which can be obtained from the STW-TOSM observer-based states observer, and \( u_{u} \) is the term that compensates for the effect of the uncertainties. It is designed such that

\[ u_{u} = -M(x_1) \rho_{u} \text{sign}(s), \]  

(19)

where \( \rho_{u} \) is a constant chosen based on the upper bound of the modeling uncertainties; that is, \( \rho_{u} \geq \Delta \) [48].

And \( u_{f} \) is the term that compensates for the effect of the fault, and it is designed such that [48]

\[ u_{f} = -M(x_1) \rho_{f} \text{sign}(s), \]  

(20)

where \( \rho_{f} \) is a constant chosen based on the upper bound of the possible faults occurring in the system; that is, \( \rho_{f} \geq \phi \).

Remark 3. For a simple analysis, the passive FTC control scheme in (17) can be rewritten as

\[ u = u_{eq} + u_{uf}, \]  

(21)

where

\[ u_{uf} = u_{u} + u_{f} = -M(x_1) \rho_{uf} \text{sign}(s). \]  

(22)

The sliding gain is chosen such that \( \rho_{uf} = \rho_{u} + \rho_{f} \geq \Delta + \phi \).

4.2. Active FTC Based on Estimated State, Estimated Fault, and an STW-SOSM Controller. In this section, the proposed active FTC is described and compared with that of the passive conventional sliding mode FTC. The design procedure includes three steps (Figure 1). First, an STW-TOSM observer-based fault diagnosis scheme is developed to obtain the fault information. Then, the obtained fault information is used to compensate for the fault effect in the system by using a feedback control technique. Finally, the STW-SOSM controller is employed to compensate for the fault compensation error, to guarantee that the system is stable and to ensure finite time convergence.

4.2.1. Active FTC Based on Conventional Sliding Mode Control and Fault Estimation. According to the design procedure illustrated in Figure 1, the proposed active FTC is designed as

\[ u = u_{eq} + u_{c} + u_{s}, \]  

(23)
where $u_{eq}$ is designed as in (18) and is used to control the nominal system. $u_c$ is the compensated uncertainty and fault based on the obtained EOI of the STW-TOSM observer and $u_s$ is used to compensate for the STW-TOSM compensation error. These parameters are designed such that

$$u_c = -M(x_1) \tilde{z}_{eq}$$

(24)

and the parameter $u_s$ is designed such that

$$u_s = -M(x_1) \nu \text{sign}(s),$$

(25)

where $\nu$ is the sliding mode gain.

The derivative of the sliding surface is now obtained under the control input expressed in (23) as

$$\dot{s} = \dot{\varepsilon} + \lambda \dot{\varepsilon}$$

$$= M^{-1}(x_1)(u_{eq} + u_c + u_s) + g(x_1, x_2) + \Delta(x_1, x_2, t) + \phi(x_1, x_2) - \dot{x}_d + \lambda(x_2 - \dot{x}_d)$$

$$= M^{-1}(x_1)(u_c - \tilde{z}_{eq}) + \Delta(x_1, x_2, t) + \phi(x_1, x_2, u)$$

(26)

$$= M^{-1}(x_1)(u_s) - (\Delta(x_1, x_2, t) + \phi(x_1, x_2, u))$$

$$+ \Delta(x_1, x_2, t) + \phi(x_1, x_2, u)$$

$$= -\nu \text{sign}(s) + \epsilon_1 + \epsilon_2,$$

where $\tilde{\Delta}(x_1, x_2, t)$ and $\tilde{\phi}(x_1, x_2, u)$ are the uncertainty and fault estimations provided by the EOI of the STW-TOSM observer, respectively, $\epsilon_1 = \Delta(x_1, x_2, t) - \tilde{\Delta}(x_1, x_2, t)$ is the uncertainty estimation error, and $\epsilon_2 = \phi(x_1, x_2, \tau) - \tilde{\phi}(x_1, x_2, \tau)$ is the fault estimation error. Due to the ability of the STW-TOSM observer to be robust toward uncertainties and faults, the estimation errors are bounded such that $\epsilon_1 \leq \overline{\epsilon}_1$ and $\epsilon_2 \leq \overline{\epsilon}_2$.

To ensure that the sliding surface $s$ converges to zero, the sliding mode gain in (25) is chosen such that $\nu \geq \|\overline{\epsilon}_1 + \overline{\epsilon}_2\|$ [19, 48]. Because $\overline{\epsilon}_1 \ll \overline{\Delta} \text{ and } \overline{\epsilon}_2 \ll \overline{\phi}$, the sliding mode gains $\nu$ in the active FTC scheme (25) could be selected to be much smaller than those $\rho_{ef}$ in the passive FTC scheme (22) in Section 4.1. Consequently, the chattering generated by (25) is significantly decreased compared with that of (22). This means that when the fault information of the fault diagnosis observer is correct, the performance of the active FTC is better than that of the passive FTC.

4.2.2. Active FTC Based on a Super-Twisting Second-Order Sliding Mode Controller and Fault Estimation. Although the active FTC scheme in (23) can reduce the chattering due to the reduced sliding gain in the switching term, the use of the discontinuous sign function of the conventional SMC still generates chattering. To remove the chattering and to obtain higher accuracy, an STW-SOSM controller is designed to replace the conventional SMC. Because the super-twisting
The sliding gains are selected as follows to guarantee the stability and convergence [32, 50]:

\[ k_1 > \frac{5k_1 + 4\bar{\varepsilon}}{2k_1 - 4\bar{\varepsilon}} \bar{\varepsilon}, \]

and then the sliding surface \( s \) is stable and converges to zero in finite time.

**Remark 4.** Because \( \bar{\varepsilon} \) is the bound value of the STW-TOSM estimation error, we can determine this value based on experiments by observing the STW-TOSM estimation error. However, due to the estimation capability of the sliding mode observer, the observer error is usually very small. Thus, the sliding gains can be selected as a small value to guarantee the condition (30).

**Remark 5** (see [47]). No matter what the control input is, the STW-TOSM observer can obtain a finite time convergence [38–40]. This means that the controller and observer (7) can be designed separately. Therefore, if the stability of the observer and controller can be guaranteed separately, the closed loop observer-controller can be successfully applied without any stability problem.
5. Simulation Results

In order to verify the effectiveness of the proposed FD and FTC algorithm, its overall procedure is simulated for a PUMA560 robot in which the first three joints are used. The PUMA560 robot is a well-known industrial robot that has been widely used in industrial applications and robotic research. The explicit dynamic model and parameter values necessary to control the robot are given in [51].

The three-degree of freedom (3-DOF) PUMA560 robot is considered with the last three joints locked. A kinematic description of the robot is given in Figure 2. The uncertainties used in this simulation are as follows:

\[
F(\dot{q}) = \begin{bmatrix}
0.1\dot{q}_1 + 0.02 \sin (3\dot{q}_1) \\
0.2\dot{q}_2 + 0.2 \sin (2\dot{q}_2) \\
1.1\dot{q}_3 + 0.15 \sin (\dot{q}_3)
\end{bmatrix},
\]

\[
\tau_d = \begin{bmatrix}
0.2 \sin (\dot{q}_1) \\
0.1 \sin (\dot{q}_2) \\
0.15 \sin (\dot{q}_3)
\end{bmatrix}.
\]

MATLAB/Simulink is used to perform all of the simulations; the sampling time was set as \(10^{-4}\) s. An actuator fault is considered in the simulations because it represents one of the most serious failures and usually occurs in robotic systems.

In a robotic system, damage to the actuators can be caused by damage to an internal actuator, the power supply systems, or wirings. This class of failure can be described by the difference between the nominal torque \(\tau_0\) and the actual torque \(\tau\) acting at the robot joint; it can be expressed as [52]

\[
\tau(t) = \tau_0(t) + \delta \tau(t).
\]

The actuator fault \(\delta \tau(t)\) can be represented by the fault \(\phi(q, \dot{q}, \tau)\) in (1) as \(\phi(q, \dot{q}, \tau) = M^{-1}(q)\delta \tau(t)\). Consequently, the actuator fault estimation can be reconstructed from the EOI of the STW-TOSM observer as \(\delta \hat{\tau}(t) = M(q)\hat{\Sigma}_{eq}\), where \(\delta \hat{\tau}(t)\) is the estimation of the real actuator fault \(\delta \tau(t)\).

The simulations are divided into two sets to verify the capability of the proposed FD and FTC scheme, respectively. At first, we will illustrate the capability of the STW-TOSM observer in state estimation and fault detection and isolation.

The parameters of the STW-TOSM observer are chosen as \(\alpha_0 = 1.1L, \alpha_1 = 1.5L^{1/2}\), and \(\alpha_2 = 1.9L^{1/3}\), where the uncertainties and faults are assumed to be bounded by \(L = C = 15\). The states estimation and EOI of the STW-TOSM observer in normal operation are shown in Figures 3 and 4, respectively. As evident in Figure 3, the STW-TOSM observer provides exact velocity estimation. Additionally, the EOI of the STW-TOSM observer provides the exact uncertainty estimation without filtration, as shown in Figure 4. For this reason, it is used as the residual to detect and isolate the
Figure 7: The desired trajectories (dashed lines) and joint angles of the robot manipulator when an actuator fault $\delta \tau_1$ occurs under the Active CTC-FTC.

Figure 8: The desired trajectories (dashed lines) and joint angles of the robot manipulator when an actuator fault $\delta \tau_1$ occurs under the Active STW-SOSM-FTC.
faults. In normal operation $\phi(q, \dot{q}, \tau) = 0$ and $\hat{z}_{eq} = \tilde{\Delta}(q, \dot{q}, t)$, and then from (25) the thresholds are selected as shown in Figure 4 (dashed line). A fault is detected and isolated whenever the residual exceeds its selected thresholds.

To verify the capability of the proposed fault diagnosis scheme for fault detection and isolation as well as FTC, we supply an abrupt fault $\delta \tau_1$ at $t = 10$ s in the second actuator with magnitude $\delta \tau_1 = 15$ N. The response of the residuals under the effect of the given fault is illustrated in Figure 5. We can see that only the second residual overshoots the corresponding selected thresholds, which indicates that the fault occurred in the second actuator. Therefore, it can be concluded that the fault is correctly detected and isolated.

In the second phase of the simulation, the performance of the proposed active FTC is shown. The goal of the control system is to follow the desired trajectory $x_d = [x_{d1}, x_{d2}, x_{d3}]$ with $x_{d1} = \cos(t/5\pi) - 1$, $x_{d2} = \cos(t/5\pi + \pi/2)$, and $x_{d3} = \sin(t/5\pi + \pi/2) - 1$ as shown in Figure 6 (dashed line). In order to exhibit the superior performance of the proposed active FTC based on STW-SOSM (Active STW-SOSM-FTC), we compared it with the traditional CTC (without the uncertainty and fault compensation) and the active FTC based on a modification of the CTC (Active CTC-FTC) [3–6]. We then compared it with the passive FTC based on conventional SMC (Passive SM-FTC) and STW-SOSM control (Passive STW-SOSM-FTC) to show the capability of the active FTC compared with the passive FTC and the capability of the STW-SOSM controller compared with that of the conventional SMC.

Based on [15–18], the traditional CTC is designed as

$$\tau_0 = M(x_1) (\ddot{x}_d + K_P (x_d - x_1) + K_V (\dot{x}_d - \ddot{x}_2)) + H(x_1, \ddot{x}_2),$$

(33)

where $x_d$ is the desired trajectory and $\ddot{x}_2$ is the velocity estimation obtained by the STW-TOSM observer. When a fault occurs, a modified CTC is designed based on the feedback linearization technique to compensate for the effect of the fault. The CTC is designed as

$$\tau = \tau_0 + \tau_c,$$

(34)

with the fault compensation term

$$\tau_c = -M(x_1) \ddot{z}_{eq}.$$  

(35)

The parameters were chosen as $K_P = \text{diag}(15, 15, 15)$ and $K_V = \text{diag}(10, 10, 10)$. For the proposed Active STW-FTC system, the parameters were chosen to be $k_1 = 2$ and $k_2 = 2.5$. Assuming that the upper bound of the uncertainty and fault
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\caption{Comparison among traditional CTC, Active CTC-FTC, and Active STW-SOSM-FTC in terms of tracking error when an actuator fault $\delta \tau_1$ occurs.}
\end{figure}
is \( \mathcal{C} = \Delta + \phi = 16 \), the sliding mode gain of Passive SM-FTC is selected as \( \rho_{\text{SM}} = 18 \), and the parameters of STW for Passive STW-FTC are selected as \( C_1 = 18 \) and \( C_2 = 60 \).

When the robot is in normal operation at \( t < 10 \text{ s} \), the tracking performance of the conventional CTC controller is shown in Figure 6. Since the CTC controller does not have the ability to accommodate the actuator faults, when a fault occurs at \( t \geq 10 \text{ s} \), the trajectory tracking error becomes larger. The fault estimation generated by the EOI of the STW-TOSM observer is used for the design in FTC. The tracking performance of the Active CTC-FTC designed as in (34) is shown in Figure 7. Comparing Figure 7 with Figure 6 shows that the tracking performance is improved. Although the fault diagnosis observer scheme based on the STW-TOSM observer can obtain the fault estimation with a slight error, the Active CTC-FTC system needs time to obtain the fault estimation and time to reconfigure the controller that provides an error. This error can be compensated by the switching SMC in the Active STW-SOSM-FTC, and the result is shown in Figure 8. A comparison of Figure 8 with Figures 6 and 7 (and the detailed comparison tracking error graph in Figure 9) shows that the proposed Active STW-SOSM-FTC has less transient response and error than the nominal CTC and Active CTC-FTC in both fault-free and fault conditions.

The simulation comparison of the Active STW-SOSM-FTC with the Passive SM-FTC and Passive STW-SOSM-FTC in terms of the tracking error and the control effort is shown in Figures 10 and 11. From Figure 10, the chattering and error of the Passive STW-SOSM-FTC are much smaller compared with those of conventional Passive SM-FTC. This means that the STW-SOSM controller provides less chattering and obtains higher accuracy than the conventional SMC controller. On the other hand, the response time of the Passive STW-SOSM-FTC is faster and the tracking error is slightly
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Figure 10: Comparison among Passive SM-FTC, Passive STW-SOSM-FTC, and Active STW-SOSM-FTC in terms of tracking error when an actuator fault \( \delta_{f_1} \) occurs.
smaller than that of the Active STW-SOSM-FTC. However, the control efforts and the chattering of the Active STW-SOSM-FTC are much smaller than those of the Passive SM-FTC and Passive STW-SOSM-FTC, as shown in Figure 11.

Based on the results of the proposed Passive STW-SOSM-FTC and Active STW-SOSM-FTC, some discussions can be explored for the FTC system as follows. (1) In general, the passive FTC has a faster response time than the active FTC because the passive FTC does not need time to obtain the fault information. (2) With the correct fault information, the performance of the active FTC is better than that of the passive FTC. This is because the passive FTC has to deal with the worst-case fault situation in the design process.

6. Conclusion
A twofold approach was successfully proposed in this paper. In the first part, a fault diagnosis scheme based on the
STW-TOSM observer was designed. The equivalent output injection of the STW-TOSM observer, which exactly obtains the unknown input without filtration, was used as the residual for fault detection and isolation. A fault is detected and isolated whenever the residual exceeds its corresponding threshold. In the second part, an active FTC scheme based on a combination of the STW-TOSM observer and the STW-SOSM controller was designed. The proposed FTC scheme could accommodate not only the fault, but also the uncertainties, and it did not require a velocity measurement. The analysis and simulation results for a PUMA560 industrial robot verify that the proposed Active STW-SOSM-FTC has great fault tolerance capability and great robustness to external disturbances and system uncertainty.
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