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ABSTRACT
With the rapid growth of video data, video summarization technique plays a key role in reducing people’s efforts to explore the content of videos by generating concise but informative summaries. Though supervised video summarization approaches have been well studied and achieved state-of-the-art performance, unsupervised methods are still highly demanded due to the intrinsic difficulty of obtaining high-quality annotations. In this paper, we propose a novel yet simple unsupervised video summarization method with attentive conditional Generative Adversarial Networks (GANs). Firstly, we build our framework upon Generative Adversarial Networks in an unsupervised manner. Specifically, the generator produces high-level weighted frame features and predicts frame-level importance scores, while the discriminator tries to distinguish between weighted frame features and raw frame features. Furthermore, we utilize a conditional feature selector to guide GAN model to focus on more important temporal regions of the whole video frames. Secondly, we are the first to introduce the frame-level multi-head self-attention for video summarization, which learns long-range temporal dependencies along the whole video sequence and overcomes the local constraints of recurrent units, e.g., LSTMs. Extensive evaluations on two datasets, SumMe and TVSum, show that our proposed framework surpasses state-of-the-art unsupervised methods by a large margin, and even outperforms most of the supervised methods. Additionally, we also conduct the ablation study to unveil the influence of each component and parameter settings in our framework.
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• Computing methodologies → Artificial intelligence.
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1 INTRODUCTION
With the dramatic increase of the amount of video data, e.g., data from ubiquitous personal mobile phones or surveillance cameras, video summarization technique has attracted great attention recently. Video summarization aims to shorten the length of the input video while preserve enough information, which can still convey the whole storyline of the original video. It also can reduce tremendous human’s efforts to explore video content and save huge amount of storage.

Most methods [7, 24, 34, 48, 50, 51] try to solve the video summarization problem in a supervised way, which mainly formulate video summarization as a sequence labeling problem and utilize the recurrent neural networks, such as LSTM, to capture temporal dependencies. Though these supervised methods can utilize the ground truth information in order to achieve the state-of-the-art performance, the intrinsic issues of these approaches are two-fold: 1) It is time-consuming to get ground truth summaries since annotators can only outline a video after watching the whole video; 2) Ground truth summaries created by different annotators may vary a lot from different perspectives and understandings of the video. Therefore, unsupervised video summarization approaches [25, 52] become popular and highly demanded recently.

In this paper, we propose a novel yet simple unsupervised video summarization method with attentive conditional Generative Adversarial Networks. The most closest work to our proposed framework is [25], which first applies GAN to unsupervised video summarization in a straightforward way. In [25], SUM-GAN is proposed with an encoder-decoder based GAN framework, which encodes the raw video frames to a subset, i.e., the summaries, and then reconstructs the video from summaries for discriminator to distinguish. However, there are several issues in SUM-GAN and the other similar GAN-based approaches: 1) The mapping from original video to summaries is information lossy, thus the reverse mapping is not always feasible [49]. For example, the objects which are in discard frames but not in summary frames can not be reconstructed solely based on summary frames; 2) SUM-GAN is complicated to be optimized and the variational autoencoder part requires pretraining; 3) Long-range temporal dependencies along the whole video are not captured to obtain global understanding of the video. In contrast, we utilize the adversarial learning [8] to learn the frame-level importance scores without any label. The generator of our proposed GAN model utilizes BiLSTM [9] to produce temporal representations of raw frame features (i.e., extracted by convolutional neural networks [44]) and predicts frame-level importance scores via these temporal representations. Then the generator produces the weighted frame features based on the temporal representations
weighted by the importance scores as fake inputs for the discriminator to distinguish from the real inputs (i.e., raw frame features). By alternatively training the generator and the discriminator, we can minimize the distance between these two adversarial frame features and force the generator to produce reasonable frame-level importance scores while make generated weight frame features sufficiently similar to the raw frame features. The formulation of our GAN framework can solve the problems of information lossy mapping and the pre-training of VAE in SUM-GAN, since our framework maps raw frame features to weighted frame features to avoid sparse mapping and it does not contain the VAE part, thus it can be trained end-to-end. Additionally, we also utilize a conditional feature selector to provide conditional information for the GAN model to make it focus on more important subset frames of whole video frames motivated by [26, 43].

Moreover, as argued in [48], visually similar frames but with certain temporal distance should not be eliminated from the summaries. For example, in a football game, most penalty shootings are very similar in visual. But if these penalty shootings happen in different periods of the game, all of them should be kept in the final video summaries. Both SUM-GAN and several previous methods merely rely on LSTM to learn temporal dependencies among frames, which fails to learn long-range temporal dependencies of the whole video sequence as discussed in [40]. We are the first to introduce a multi-head self-attention module [39] to capture such long-range temporal dependencies between frames and ensure that the encoded temporal representations can contain enough temporal information of the whole video.

The contributions of this paper can be summarized as follows:

- We propose a novel yet simple unsupervised GAN framework for video summarization. The proposed GAN model can be easily extended to the conditional GAN model by utilizing conditional information provided by a conditional feature selector to focus on more important frames of the input video.
- To the best of our knowledge, we are the first to integrate the multi-head self-attention mechanism into a video summarization framework in order to capture long-range temporal dependencies.
- We surpass the state-of-the-art unsupervised methods by a large margin on two widely used datasets, i.e., SumMe and TVSum. Furthermore, our supervised variation also achieves competitive results comparing with recent approaches.

2 RELATED WORK

2.1 Video Summarization

The target of video summarization is to produce a shorter version of the original video which can still convey enough information as the original one and capture important events of the video. There are various ways to formulate the problem, such as video synopsis [33], time-lapses [15, 31], montage [16, 36] and storyboards [11, 12, 22, 23, 47]. Our work is closest to storyboards, which usually select a few video frames to summarize important events in the whole video.

Recently, deep learning based methods have achieved great improvement in video summarization. Zhang et al. [48] formulated the video summarization as a structured prediction problem and used BiLSTM to model long-range temporal dependencies among video frames. They further enhanced the LSTM-based model with a Determinant Point Process (DPP) to increase the diversity of summaries. To overcome the deficiency of the DPP which treats video frames as randomly permutable items, SeqDPP [7] proposed a probabilistic model for the selection of diverse sequential subsets, which can heed the inherent sequential structures in videos. DySeqDPP [24] enabled SeqDPP to learn to automatically infer the local diversity degree from the input video, by introducing a latent variable. Zhang et al. [49] proposed a semantic loss between an original video and the video subset to evaluate the quality of video summarization. Zhou et al. [52] applied reinforcement learning to video summarization by designing a new reward function, which jointly accounts for diversity and representativeness of the generated video summaries. H-RNN [50] utilized two layer RNNs to learn temporal dependency among video frames, where the first layer RNN encodes short video sub-shots and the second layer predicts the scores of these sub-shots based on the first layer output. HSA-RNN [51] extended H-RNN with adaptively detecting shot boundary in the first layer. FCNS [34] formulated the video summarization as a sequence labeling problem and established a connection between semantic segmentation and video summarization. They also used fully convolutional sequence models instead of recurrent models. MAVS [6] proposed a memory augmented network to facilitate global understanding of whole video frames and summarize the video. Vasudevan et al. [38] solved query-relevance video summarization by calculating query-relevance and summarizing videos using query-relevance, diversity and representativeness for optimization.

2.2 Generative Adversarial Networks

A Generative Adversarial Network (GAN) [8] usually consists of two components, a generator and a discriminator. Following the adversarial training manner, the generator tries to generate fake data to confuse the discriminator, while the discriminator is designed to distinguish between the real data and the fake one. Due to the merit of GAN, it has achieved great success in various image and video processing tasks, such as image super-resolution [21], text-to-image synthesis [43, 46], image-to-image translation [13] and video prediction [28]. Mirza et al. [29] extended GAN to a conditional model which can control the data generated by GAN via concatenating conditional information with inputs of both generator and discriminator. Mahasseni et al. [25] first utilized GAN to solve the video summarization problem. They proposed a model based on VAE [19] and GAN for unsupervised video summarization by selecting a subset of key frames. Unlike previous unsupervised approaches, we propose a self-attention based conditional GAN framework to directly minimize the distance between generated weighted frame features and the raw frame features.

2.3 Attention models

The attention mechanism is powerful for capturing global dependencies. It has been widely used in machine translation [2], image generation [10] and image caption generation [42]. Self-attention modules [39] compute the response at a position by attending all positions in the whole sequence. Vaswani et al. [39] achieved state-of-the-art results in machine translation using the self-attention module. Wang et al. [40] bridged the self-attention with more general
classes of non-local operations, which modeled spatial-temporal dependencies. Zhang et al. [45] utilized the self-attention mechanism to model long-range dependencies in an image and showed great success in image generation. Wu et al. [41] proposed a 3-D part alignment model to learn local features via the attention mechanism for video-based person reidentification.

There are several papers utilizing attention in the video summarization area. Previous papers [5, 27] adopted attention, which is calculated from low-level features (e.g., motion and saliency map), as a cue to summarize the video. But these methods only rely on low-level features and they do not take the temporal dependencies among frames into consideration. The recent deep learning based method [14] extended the attention mechanism in [2] to video summarization. However, the attention is only used to re-weight the frame features so that the model can focus on a subset of frames. In contrast, the motivation of our multi-head self-attention module is to capture long-range temporal dependencies, since such information is important for generating good summaries, e.g., some repeated actions in the video sequences. To our best knowledge, we are the first to utilize multi-head self-attention in video summarization, which captures the long-range temporal dependencies and facilitates our framework with global information of the video.

3 METHOD

Our proposed unsupervised framework consists of a generator and a discriminator, as illustrated in Figure 1. The generator tries to predict the frame-level importance score for each frame and produces weighted frame features (i.e., c f in Figure 1) based on temporal representations of raw frame features weighted by importance scores. Then, raw frame features (i.e., x in Figure 1) and weighted frame features are treated as real and fake inputs for the discriminator to distinguish. A multi-head self-attention module is introduced in this work to capture long-range temporal dependencies throughout the whole video sequence as a complementary guidance to the BiLSTM [9]. In order to make the GAN model focus on more important temporal regions of the whole video frames, we use selected features (i.e., c f in Figure 1) produced by the conditional feature selector as conditional input for the GAN model. We only use the feature descriptor and generator in inference, as shown by the light green box in Figure 1.

3.1 The GAN Framework and Loss

Our motivation is to train a network to identify the importance of different frames in a video, without providing any label. Thus, we utilize the adversarial learning method to provide guidance, i.e., a loss function, to help guiding the network to learn such importance score. The frame-level importance score reflects the likelihood that a frame should be included in the summary. Finally the summarization video can be generated based on the importance score. Additionally, we can extend the classical GAN model to the conditional GAN model [29] by utilizing selected features produced by the conditional feature selector depicted in section 3.3.

We first use a convolutional neural network (CNN) to extract visual features, i.e., raw frame features, from input video frames. Then, we feed the raw frame features to our GAN framework. We use two BiLSTMs [9] combined with two multi-head self-attention modules as the generator and the discriminator in our model. Raw frame features are fed into the generator, and the generator produces weighted frame features as the fake inputs for the discriminator to distinguish from real inputs (i.e., raw frame features). To provide enough conditional information for guiding the GAN training, we concatenate conditional features c f with the input and BiLSTM output of the generator. We also concatenate c f with both the real and fake inputs of the discriminator.

The generator and the discriminator are trained alternatively. The raw frame features and the weighted frame features from the generator are fed into the discriminator, and the loss is calculated to update the parameters of the discriminator. The same weighted frame features are fed into the discriminator to calculate the loss.

Figure 1: An overview of our proposed framework. When receiving a video, a CNN extracts frame feature vectors from the video for generator to predict frame importance scores which are used to generate summaries of the video via keyshot selection. The discriminator here tries to distinguish the output of generator and the raw frame features. The whole network is trained via adversarial loss without any labels. The multi-head self-attention module is described in section 3.2. The conditional feature selector is described in section 3.3. Best viewed in color.
and update the parameters of the generator. This process is repeated until the end of the training.

**Generator.** The generator G consists of one multi-head self-attention module and one BiLSTM model. The outputs of G are two branches. One branch is used to generate the weighted frame features, which have the same shape as the raw frame features. The other branch is connected with two fully connected layers and a sigmoid activation function (i.e., linear block in Figure 1) to obtain predicted frame-level importance scores.

More specifically, given raw frame features \( x = \{x_t : t = 1, ..., T\} \in \mathbb{R}^{T \times d} \) and conditional features \( cf = \{cf_t : t = 1, ..., T\} \in \mathbb{R}^{T \times d} \), with \( T \) being the number of input frames and \( d \) being the dimension of each frame feature, the concatenation of \( x \) and \( cf \) is fed into the generator. Temporal representations produced by the generator have the same shape as the raw frame features, denoted by \( f = \{f_t : t = 1, ..., T\} \in \mathbb{R}^{T \times d} \). We can obtain the normalized predicted importance scores \( s = \{s_t : s_t \in (0, 1), t = 1, ..., T\} \in \mathbb{R}^{T} \) by feeding temporal representations \( f \) concatenated with \( cf \) to fully connected layers. The weighted frame features produced by the generator are denoted as \( e = \{e_t : e_t = s_t \times f_t, t = 1, ..., T\} \in \mathbb{R}^{T \times d} \).

**Discriminator.** The discriminator D consists of one multi-head self-attention module, one BiLSTM model followed by two fully connected layers and a sigmoid activation function (i.e., linear block in Figure 1) to produce discriminator scores, i.e., labelling 1 for real inputs and 0 for fake inputs. Similar to the classical conditional GAN framework [29], we view the discriminator as a classifier which aims to distinguish raw frame features \( x \) and weighted frame features \( e \) conditioned on conditional features \( cf \). The function of discriminator here is to estimate the similarity between two features and force the generator to generate weighted frame features that are sufficiently similar to the raw frame features. Once the training completes, predicted the frame-level importance scores reflect the importance of frames in a video.

**Adversarial Loss.** The proposed framework adopts the original GAN loss [8] (i.e., sigmoid cross entropy loss) and applies spectral normalization [30] on fully connected layers of both the generator and the discriminator [20, 45]. Given raw frame features \( x \), conditional features \( cf \) and weighted frame features \( e \), the min-max adversarial learning loss is defined as

\[
\min_{G} \max_{D} L(G, D) = \mathbb{E}_{x, cf} [\log D(x, cf)] + \mathbb{E}_{x, cf} [\log(1 - D(G(x), cf))] \\
= \mathbb{E}_{x, cf} [\log D(x, cf)] + \mathbb{E}_{e, cf} [\log(1 - D(e, cf))].
\]  

(1)

During the training process, the generator \( G \) is trained by maximizing \( \log D(e, cf) \) instead of minimizing \( \log(1 - D(e, cf)) \) to avoid saturating gradients for the generator. The discriminator \( D \) and the generator \( G \) are alternatively updated. While updating \( D \), the parameters of \( G \) are reused. The objective function of discriminator \( D \) is defined as

\[
\min_{D} L(D) = -\left( \mathbb{E}_{x, cf} [\log D(x, cf)] + \mathbb{E}_{e, cf} [\log(1 - D(G(x), cf))] \right).
\]  

(2)

When updating the generator \( G \), the objective function of \( G \) is defined as

\[
\min_{G} L(G) = -\mathbb{E}_{x, cf} [\log D(G(x), cf)].
\]  

(3)

3.2 Multi-Head Self-Attention Module

To generate diverse and compact summary of a video needs global understanding of the whole video, thus information such as long-range temporal dependencies among frames is critical for video summarization. One of the challenges in video summarization is how to learn long-range temporal dependencies along the whole video sequence. Most video summary models [25, 48, 52] merely rely on recurrent units like LSTMs to capture such dependencies of a video. However, recurrent units are only able to process one local neighbourhood at a time [40]. Long-range temporal dependencies are obtained by repeatedly applying recurrent operations. Thus, recurrent units may fail to model long-range temporal dependencies of the whole video sequence. A multi-head self-attention module [39] computes the response at a position by attending all positions in the whole sequence, which provides information about how frames are related in a video. In this section, we introduce our frame-level multi-head self-attention module for video summarization, motivated by [39, 45].

The proposed multi-head self-attention module is shown in Figure 2. Each self-attention head performs the same operation. The reason for the use of multi-head here is that each head may attend different positions of the whole sequence, which provides more diverse temporal information. One thing should be noticed is that if the GAN model utilizes conditional features \( cf \), then the input features is the concatenation of \( x \) and \( cf \) with the shape \( T \times 2d \). However, the computation process is the same, thus we use raw frame
features $x$ as input to describe the module for simplicity. Given raw frame features $x$, we feed them to each head self-attention module. Raw frame features $x$ are first transformed to two feature spaces $f, g$ via fully connected layers to calculate the attention map. The attention map $a \in \mathbb{R}^{T \times T}$ is obtained via

$$a = \text{softmax} \left( \frac{f(x)g(x)^T}{d} \right),$$  \hspace{2cm} (4)$$

where $f(x) = xW_f, W_f \in \mathbb{R}^{d \times d'},$ and $g(x) = xW_g, W_g \in \mathbb{R}^{d \times d'}.$ $d' = d/h, d$ is the dimension of raw frame features $x$ and $h$ is the number of heads. The softmax operation is performed along each row.

To prevent dot products from growing too large, we scale dot products using the same way as [39]. Thus $a_{ij}$ in the attention map $a$ reflects how frame $i$ and frame $j$ are related in input frame features. The whole attention map can get the global information of the whole input sequence. The output feature matrix of each head is obtained by

$$\text{head}_i = a \ast k(x), i = 1, ..., h,$$  \hspace{2cm} (5)$$

where $k(x) = xW_k, W_k \in \mathbb{R}^{d \times d'}, \text{head}_i \in \mathbb{R}^{T \times d'}.$ The concatenation of each head is then linearly projected to get $o$, where $o = \text{Concat} (\text{head}_1, ..., \text{head}_h) W_d, W_d \in \mathbb{R}^{d \times d}$ and, $o \in \mathbb{R}^{T \times d}.$ The final output of the multi-head self-attention module is obtained by

$$y = o + x.$$  \hspace{2cm} (6)$$

### 3.3 Conditional Feature Selector

Since there always exist more important temporal regions of the whole video frames, it is beneficial for generating higher quality summary if the model can focus on such regions first and then generate more diverse summary. Motivated by utilizing attention as conditional information to guide GAN training [43], we select part of features from $o$ via L2-norm of these feature vectors [26] as conditional information of video to guide the GAN network focusing on more important subset frames of the whole video frames. The conditional feature selector only operates on raw frame features $x$ to produce conditional features $c$. Since this module has an overlap with multi-head self-attention module, some expressions in section 3.2 will be reused for simplicity.

More specifically, each head output $h_i$ is the re-weighted features obtained via the self-attention mechanism on each head, and the concatenation of $h_i$ after linear projection is the projected features $o$. Since $o$ has the shape as the raw frame features $x$ and reveals different important features of $T$ frames obtained by the self-attention mechanism, we select the $k$ frames in $o$ by the L2-norm along each row, denoted by $l \in \mathbb{R}^{T}$ in which

$$l_t = \|a_t\|_2 \in \mathbb{R}, t = 1, ..., T,$$  \hspace{2cm} (7)$$

with $\|\cdot\|_2$ denoting L2-norm. We select the $k$ frame features from $o$ which have the top-$k$ L2-norm in $l$. The $k$ selected indices $l = [l_1, ..., l_k]$ are used to select features from $o$, the final selected frame features is $c \in \mathbb{R}^{k \times d}$. However, in order to make the whole model mechanism, we use the $k$ indices to produce a boolean mask $m$ which has the same shape as $x$ with all ones in selected rows. Thus $c = m \ast o, c \in \mathbb{R}^{T \times d}.$ Once we get the selected frame features $c, c$ is fed into the GAN framework as conditional information to make the network pay more attention to these selected frames. Typically, the threshold parameter $k$ is determined by the final summary length of the original video. In this paper, we set $k = 0.15 \times T$, following the summary length is $15\%$ of the original video length used in previous papers by convention.

### 3.4 Supervised extension

We extend our unsupervised model to a supervised version by introducing a least square loss between predicted frame-level importance scores and ground-truth frame-level importance scores. It acts as the regularization when updating the generator, which is defined as follows

$$L_{reg} = \frac{1}{T} \sum_t \|s_t - g_t\|^2,$$  \hspace{2cm} (8)$$

where $s = \{s_t : t = 1, ..., T\} \in \mathbb{R}^T$ are predicted frame-level importance scores and $g = \{g_t : t = 1, ..., T\} \in \mathbb{R}^T$ are ground-truth frame-level importance scores.

### 4 EXPERIMENTAL RESULTS

#### 4.1 Evaluation dataset

We evaluate the performance of our proposed framework on two commonly used benchmark datasets, SumMe [12] and TVSum [35]. The SumMe dataset contains 25 diverse videos which include multiple events such as sports, holiday, and cooking, etc. These videos are mostly 1 minute to 6.5 minutes in length. The TVSum dataset contains 50 videos downloaded from YouTube in 10 categories. The video lengths vary from 1 to 5 minutes. Both datasets provide frame-level importance scores. In addition, we also use the YouTube [3] dataset and the Open Video Project (OVP) dataset [48] to augment the training data. The YouTube dataset contains 39 videos excluding cartoon videos and the OVP dataset contains 50 videos in different categories, e.g., documentary.

#### 4.2 Evaluation metrics and settings

By convention, we use key-shot-based F-score [48] as the metric to assess the similarity between automatically generated summaries and ground truth summaries. Denote $A$ as the generated key-shot summary, which contains less than 15% duration of the original video. Denote $B$ as the user-annotated key-shot summary. We first compute the precision and recall for $A$ against $B$ for evaluation according to the temporal overlap between two summaries, as follows

$$\text{Precision (P)} = \frac{\text{overlapped duration of A and B}}{\text{duration of A}},$$  \hspace{2cm} (9)$$

$$\text{Recall (R)} = \frac{\text{overlapped duration of A and B}}{\text{duration of B}}.$$  \hspace{2cm} (10)$$

Then, the final harmonic mean F-score can be obtained by

$$F = 2P \times R / (P + R) \times 100\%.$$  \hspace{2cm} (11)$$

Following [35, 48, 52], we convert frame-level importance scores to key-shot summaries for evaluation. In order to generate key-shot summaries from frame-level importance scores, we first use KTS [32] to temporally segment the video into disjoint intervals. Then, we compute the average score of each interval, and assign each frame in the interval with this average score. Finally, we rank
frames by their average scores and use knapsack algorithm to select frames so that the total length is under a threshold, usually 15% of the video length. In this way, we can get the key-shot summaries for the performance evaluation.

For a fair comparison and clear analysis, we highlight the differences of test methods and evaluation settings. For test methods, according to previous work, some randomly split the dataset to 80% videos for training and 20% videos for testing, and calculate the average F-score over multiple trials. This test method may cause overlap in testing videos of different trials. We name such test method according to the number of random splits, e.g., 5 Random, 10 Random, and Multiple Random. Meanwhile, we prefer the 5-fold cross validation (5FCV) test method. With 5FCV, the model can be evaluated on all videos of the dataset, which makes the results more reliable and reproducible for future comparison. The standard 5FCV is used as our default test method in the following discussion. For evaluation settings, similar to [25, 48, 52], we evaluate and compare our method with four different evaluation settings:

1. **Canonical.** We report the average F-score with 5FCV on each dataset individually.
2. **Augmented.** We augment each fold of 5FCV with the other three datasets during training.
3. **Transfer.** This challenging task is introduced by [48] to test the transferability of the model, which is relevant for practical applications. We train our model on three datasets and test our model on the remaining one, e.g., train on YouTube, OVP and TVSum, then test on SumMe.
4. **One-to-one Transfer.** Adopting the similar idea of “Transfer” evaluation setting, we denote the strategy of training the model only on one dataset, and test on the other datasets as One-to-one Transfer evaluation setting.

### 4.3 Implementation details

For fair comparison with other methods, the feature descriptor of each frame is extracted via the output of pool5 layer of GoogLeNet [37] model (1024-dimensions), pre-trained on ImageNet [4]. For the generator, we use one BiLSTM with 1024 hidden units followed by a 256-dimensional fully connected layer and a 1-dimensional sigmoid layer to get the predicted scores. For the discriminator, we use one BiLSTM with 512 hidden units followed by a 256-dimensional fully connected layer and a 1-dimensional sigmoid layer to get the discriminator scores. For both the generator and the discriminator, we apply spectral normalization [30] on fully connected layers. We implement our model using Tensorflow [1] and train the model on one GTX 1080Ti graphics card. We set the learning rate as 0.00004 for the discriminator and 0.00001 for the generator. We use Adam optimizer [18] with $\beta_1 = 0.5$ and $\beta_2 = 0.9$ for training.

### 4.4 Ablation study

In this section, we do various ablation analysis to evaluate the impact of different components and parameter settings of our unsupervised model on canonical evaluation setting.

#### The impact of different components of the framework

We first conduct ablation studies to unveil how different components influence the performance of the whole framework shown in Table 1. The different model settings are as followed:

- **ACGAN:** The proposed attentive conditional GAN model.
- **ACGAN$_{w/o-SA}$:** Drop the multi-head self-attention module (SA) in ACGAN.
- **ACGAN$_{w/o-CF}$:** Drop conditional feature selector (CF) in ACGAN.
- **ACGAN$_{w/o-(SA,CF)}$:** This is our GAN baseline without integrating multi-head self-attention module and conditional feature selector. We also denote this model as ACGAN$_{base}$ in the remaining paper for simplicity.

From Table 1, comparing ACGAN$_{w/o-SA}$, ACGAN$_{w/o-CF}$ and ACGAN$_{base}$, we observe that both the multi-head self-attention module and the conditional feature selector are important for our ACGAN model. The multi-head self-attention module facilitates BiLSTM by providing long-range temporal dependencies among frames. The conditional feature selector can help the ACGAN model by guiding it focusing on more important subset of all frames. For ACGAN$_{base}$, we notice that the multi-head self-attention module improves the performance on both datasets. However, ACGAN$_{w/o-SA}$ under-performs ACGAN$_{base}$ on TVSum dataset. The reason is that the conditional feature selector makes the model focus on subset of all frames which may decrease summary diversity. But this also reflects that we can control the GAN baseline ACGAN$_{base}$ with conditional information. When utilizing both modules, the multi-head self-attention module can force the model to generate more diverse summary and solve the problem introduced by the conditional feature selector. We use ACGAN$_{base}$ and ACGAN for comparisons with state-of-the-art methods.

#### The impact of the input video clip length versus the number of heads

We analyze how the performance of ACGAN is related to the length of the input video clip versus the number of heads in multi-head self-attention module and the conditional feature selector. For input video clip length, we choose $T=160$, $T=320$, $T=640$ and variable length (i.e., the length of original videos) for comparison under canonical evaluation setting. For the number of heads, we choose 1 head, 4 heads and 8 heads for comparison under canonical evaluation setting. From Table 2 and Table 3, we observe that for fixed input length, our model with different numbers of heads obtains best performance on two datasets when $T=320$. For variable input length, we notice that there exists performance degradation on both SumMe and TVSum datasets. The reason is that the model can get more complete information about the entire video when the input length is variable, however, this causes the size of attention map to change during the training process and the changing attention map cannot facilitate the whole model as well as the fixed input length. Therefore, in our model, we randomly select continuous 320 frames (i.e., $T=320$) in input video sequence for training; While for testing, we feed the whole video sequence to the network as other methods do for a fair comparison.

---

<table>
<thead>
<tr>
<th>Model</th>
<th>SumMe</th>
<th>TVSum</th>
</tr>
</thead>
<tbody>
<tr>
<td>ACGAN$_{base}$</td>
<td>43.7</td>
<td>57.6</td>
</tr>
<tr>
<td>ACGAN$_{w/o-SA}$</td>
<td>44.9</td>
<td>56.0</td>
</tr>
<tr>
<td>ACGAN$_{w/o-CF}$</td>
<td>44.2</td>
<td>57.8</td>
</tr>
<tr>
<td>ACGAN$_{w/o-(SA,CF)}$</td>
<td><strong>46.0</strong></td>
<td><strong>58.5</strong></td>
</tr>
</tbody>
</table>

**Table 1:** Performance (F-score, %) with our framework with different components on SumMe and TVSum.
Table 2: Performance (F-score, %) of ACGAN with different input video clip lengths versus different numbers of heads on SumMe dataset

<table>
<thead>
<tr>
<th>Number of heads</th>
<th>T=160</th>
<th>T=320</th>
<th>T=640</th>
<th>Variable length</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 head</td>
<td>43.1</td>
<td>44.4</td>
<td>43.8</td>
<td>43.6</td>
</tr>
<tr>
<td>4 heads</td>
<td>44.7</td>
<td>46.2</td>
<td>44.5</td>
<td>43.9</td>
</tr>
<tr>
<td>8 heads</td>
<td>44.4</td>
<td>46.0</td>
<td>45.8</td>
<td>44.2</td>
</tr>
</tbody>
</table>

Table 3: Performance (F-score, %) of ACGAN with different input video clip lengths versus different numbers of heads on TVSum dataset

<table>
<thead>
<tr>
<th>Number of heads</th>
<th>T=160</th>
<th>T=320</th>
<th>T=640</th>
<th>Variable length</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 head</td>
<td>55.4</td>
<td>55.9</td>
<td>55.7</td>
<td>55.4</td>
</tr>
<tr>
<td>4 heads</td>
<td>57.4</td>
<td>57.7</td>
<td>57.1</td>
<td>57.3</td>
</tr>
<tr>
<td>8 heads</td>
<td>58.0</td>
<td>58.5</td>
<td>57.4</td>
<td>57.7</td>
</tr>
</tbody>
</table>

Table 4: Performance (F-score, %) of our method and other unsupervised approaches on SumMe and TVSum. Our model performs the best on both datasets

<table>
<thead>
<tr>
<th>Model</th>
<th>SumMe</th>
<th>TVSum</th>
<th>Test methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Video-MMR[23]</td>
<td>26.6</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Vsumm[3]</td>
<td>33.7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Web image[17]</td>
<td>-</td>
<td>36.0</td>
<td>-</td>
</tr>
<tr>
<td>Co-artchetyal[35]</td>
<td>-</td>
<td>50.0</td>
<td>-</td>
</tr>
<tr>
<td>SUM-GAN_{dpp}[25]</td>
<td>39.1</td>
<td>51.7</td>
<td>5 Random</td>
</tr>
<tr>
<td>DR-DSN[52]</td>
<td>41.4</td>
<td>57.6</td>
<td>5FCV</td>
</tr>
<tr>
<td>SUM-FCN_{unsup}[34]</td>
<td>41.5</td>
<td>52.7</td>
<td>Multiple Random</td>
</tr>
<tr>
<td>ACGAN_{base}</td>
<td>43.7</td>
<td>57.6</td>
<td>5FCV</td>
</tr>
<tr>
<td>ACGAN</td>
<td>46.0</td>
<td>58.5</td>
<td>5FCV</td>
</tr>
</tbody>
</table>

Table 5: Performance (F-score, %) of our supervised method and other supervised approaches on SumMe and TVSum.

<table>
<thead>
<tr>
<th>Model</th>
<th>SumMe</th>
<th>TVSum</th>
<th>Test methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interestingness[12]</td>
<td>39.4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Submodularity[11]</td>
<td>39.7</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Summary transfer[47]</td>
<td>40.9</td>
<td>-</td>
<td>Multiple Random</td>
</tr>
<tr>
<td>Bi-LSTM[48]</td>
<td>37.6</td>
<td>54.2</td>
<td>-</td>
</tr>
<tr>
<td>DPP-LSTM[48]</td>
<td>38.6</td>
<td>54.7</td>
<td>-</td>
</tr>
<tr>
<td>SUM-GAN_{sup}[25]</td>
<td>41.7</td>
<td>56.3</td>
<td>5 Random</td>
</tr>
<tr>
<td>DR-DSN_{sup}[52]</td>
<td>42.1</td>
<td>58.1</td>
<td>5FCV</td>
</tr>
<tr>
<td>MAVS[6]</td>
<td>43.1</td>
<td>67.5</td>
<td>5FCV</td>
</tr>
<tr>
<td>DySeqDPP[24]</td>
<td>44.3</td>
<td>58.4</td>
<td>10 Random</td>
</tr>
<tr>
<td>SUM-FCN[34]</td>
<td>47.5</td>
<td>56.8</td>
<td>Multiple Random</td>
</tr>
<tr>
<td>SUM-DeepLab[34]</td>
<td>48.8</td>
<td>58.4</td>
<td>Multiple Random</td>
</tr>
<tr>
<td>ACGAN_{base-supp}</td>
<td>44.8</td>
<td>58.3</td>
<td>5FCV</td>
</tr>
<tr>
<td>ACGAN_{sup}</td>
<td>47.2</td>
<td>59.4</td>
<td>5FCV</td>
</tr>
</tbody>
</table>

MARS on TVSum. It is worth noting that these methods mainly achieve great performance improvement only on one dataset but perform much worse on the other dataset while our method can provide reasonable performance improvement on both datasets. Furthermore, we can also observe that both of our unsupervised model ACGAN from Table 4 and supervised GAN baseline ACGAN_{base-supp} outperform most of the supervised methods, as shown in Table 5.

Transfer and augmented results. We also compare the performance in augmented and transfer evaluation settings of our model ACGAN against other unsupervised approaches, as shown in Table 6. We observe that our unsupervised method achieves the best performance under transfer evaluation setting on both datasets. For augmented evaluation setting, our model also achieves the highest F-score on SumMe but underperforms SUM-GAN_{dpp}[25] slightly on TVSum. We conclude two reasons: 1) SUM-GAN_{dpp} uses the 5 Random test method, i.e., randomly splitting the dataset and reporting the average F-score, while we use 5FCV, which generally results in lower performance, but is more reliable and reproducible. 2) SUM-GAN_{dpp} uses heavy regularization, e.g., dpp and repelling, to provide additional information with more data.

In order to further evaluate the transfer ability of ACGAN, we perform experiments on One-to-one Transfer evaluation setting, as shown in Table 7. We find our model achieves appealing performance in various dataset combinations. We notice that as the training dataset gets larger, the performance on the target dataset also improves. For example, when the model is trained on YouTube (39 videos), or OVP (50 videos), or TVSum (50 videos), and tested on SumMe, the results are 42.6%, 43.9% and 44.0%, respectively. Notice that OVP and TVSum contain more videos than YouTube (50 for OVP or TVSum, versus 39 for YouTube). Such appealing property proves that our model is useful for practical applications. For example, we may utilize lots of unlabeled data and obtain reasonable performance in fully unsupervised manner on the target dataset which the model did not see before.

4.6 Qualitative results

Video summaries. We visualize the ground truth importance scores and selected frames of our model in Figure 3 to give an intuitive understanding of our model. All four variants of our model...
Figure 3: Video summaries generated by different variants of our approach of video 18 in TVSum. The grey bars show the ground truth importance scores, the colored areas are the selected frames by different models. The F-scores (%) of each model are shown below each image. Best viewed in color.

Table 6: Performance (F-score, %) of our unsupervised method and other unsupervised approaches under Augmented (A) and Transfer (T) evaluation settings on SumMe and TVSum.

<table>
<thead>
<tr>
<th>Model</th>
<th>Test methods</th>
<th>SumMe</th>
<th>TVSum</th>
</tr>
</thead>
<tbody>
<tr>
<td>SUM-GAN_{dpp}[25]</td>
<td>5 Random</td>
<td>43.4</td>
<td>-</td>
</tr>
<tr>
<td>DR-DSN[52]</td>
<td>5FCV</td>
<td>42.8</td>
<td>42.4</td>
</tr>
<tr>
<td>ACGAN</td>
<td>5FCV</td>
<td>47.0</td>
<td>44.5</td>
</tr>
</tbody>
</table>

Table 7: Performance (F-score, %) of our unsupervised model using different combinations of training and testing datasets, on One-to-one Transfer evaluation setting.

generate high quality summaries of this video despite small variations. The generated summaries are diverse and they capture almost all peak regions of the ground truth scores. The supervised model (see Figure 3(a)) benefits from the labels, and generates higher quality summaries as well as capturing peak regions of the ground truth scores better than other unsupervised variations, especially at the end of the video.

Selected indices of the conditional feature selector. We also use selected indices \( \hat{l} \) as the frame-level importance scores, i.e., label selected indices with 1 and others with 0, to generate the summary. An illustration can be found in Figure 4. From Figure 4(a), we find that we can still generate reasonable summary even directly using the selected indices \( \hat{l} \). In contrast, the generated summary in Figure 4(b) is more diverse than that in Figure 4(a). At first, the selected conditional features make the model focus on peak regions of the ground truth scores. In later frames, the multi-head self-attention mechanism captures long-range temporal dependencies along the whole video frames and forces the model to generate more diverse summary, reflecting the storyline of the original video more completely.

Figure 4: Video summaries generated by the selected indices in the multi-head self-attention module (see (a)) and the original frame-level importance scores (see (b)) of video 15 in TVSum dataset. Grey bars show the ground truth importance scores, while the colored areas are the selected frames. The F-scores (%) are shown below each image. Best viewed in color.

5 CONCLUSION

This paper presents an unsupervised attentive conditional generative adversarial network for video summarization. The generator predicts frame-level importance scores and produces weighted frame features. The discriminator tries to distinguish the weighted frame features and the raw frame features. The model is trained in an adversarial manner to minimize the distance between the weighted frame features and the raw frame features. A conditional feature selector is proposed to provide conditional information for the GAN model to make it focus on more important temporal regions of the whole video frames. Moreover, the multi-head self-attention module is incorporated to both generator and discriminator due to its ability for capturing long-range temporal dependencies. Experimental results show our model outperforms the other state-of-the-art unsupervised approaches on two benchmark datasets by a large margin. The supervised variation of our model also achieves competitive results comparing with recent approaches.
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