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Security and Energy Harvesting
for MIMO-OFDM Networks

Tiep M. Hoang, Ahmed El Shafie, Daniel B. da Costa, Trung Q. Duong, Hoang Duong Tuan, and Alan Marshall

Abstract—We consider a multiple-input multiple-output
(MIMO) orthogonal frequency-division multiplexing (OFDM)
network in which a source node, Alice, communicates with an
energy-harvesting destination node, Bob, in the presence of a
passive eavesdropper. To secure the wireless transmission, Alice
generates a hybrid artificial noise (AN) in both frequency and
time domains. Moreover, in order to collect more energy, Bob
splits the received signal power of the cyclic prefix of each OFDM
block. We then propose two non-convex optimization problems
to balance both the need for security and the need for harvesting
energy at Bob. While one considers maximizing the secrecy rate,
the other approach aims at maximizing the harvested energy.
Path-following algorithms of low computational complexity are
developed and evaluated. Our numerical results show the gain
of our proposed scheme and the effectiveness of our proposed
algorithms.

Index terms—MIMO, OFDM, SWIPT, security, energy
harvesting, hybrid artificial noise, path-following algorithms

I. INTRODUCTION

Over the past decade, wireless security has been widely
investigated since wireless networks are vulnerable to passive
eavesdropping [2]–[5]. Harvesting energy in secure wireless
networks has also drawn the research community’s attention
recently [6]–[8]. Obviously, considering wireless security and
energy-harvesting is generally more challenging than consid-
ering each problem separately [7], [9], [10].

Many works have examined the impact of secrecy pa-
rameters on the harvested energy and clarified the role of
energy-harvesting parameters on the physical-layer security
performance. For example, [11] considered a relaying network
and then designed beamforming vector and time-switching
(TS) coefficient to maximize secrecy rate subject to energy-
related constraints. Moreover, [12] focused on minimizing the
transmit power subject to rate-related constraints and con-
sidered power-splitting (PS) protocol instead of TS protocol.
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Using the TS protocol for energy-harvesting and using game
theory to cope with jamming attacks, the authors of [13]
evaluated the secure performance of a wireless secret key
generation system. The results in [14] indicated that the secure
performance of a relaying network would be improved by us-
ing a TS-based relaying protocol (instead of merely processing
information). Both the TS and PS protocols were discussed
in [15] with the emphasis on protecting a relaying network.
Furthermore, security and energy-harvesting for orthogonal
frequency-division multiplexing (OFDM) systems were also
simultaneously studied in previous works [16]–[18]. However,
the proposed systems in [16] and [18] were single-input single-
output (SISO) systems, while [17] had to invoke a jammer to
cope with information leakage. Moreover, the methodologies
used in these works might not be extended to more general
cases such as multiple-input multiple-output (MIMO). Having
said that, the idea of using OFDM to simultaneously im-
prove security level and received energy in these works is
worth our consideration. For instance, [18] took advantage
of cyclic prefix, which is one of the most characteristics of
the OFDM technique, to improve the energy harvested at the
intended energy-harvesting user. Apart from the linear energy-
harvesting (EH) model, several non-linear EH models are
studied in [19]–[21]. In [19], the authors maximize the sum
throughput and the minimum individual throughput based on
the constraints of time and power allocation. From a hardware
design perspective, the authors in [20] and [21] consider
power conversion/transmission efficiency in connection with
EH circuits. Especially, the EH model in [21] includes the
sensitivity and saturation threshold of EH circuits. Such non-
linear EH models are relatively practical, but applying them to
secure wireless systems is really challenging. To simplify the
analysis, we choose to use a linear EH model as in most of
the existing works. Hence, the topic of non-linear EH models
is out of the scope of our paper.

Among the aforementioned works, our paper is closely
related to [18]. In [18], the authors considered a SISO-
OFDM simultaneous wireless information and power transfer
(SWIPT) in the presence of a passive eavesdropper. As an
extension of [18] to the MIMO case, this work considers
a MIMO-OFDM SWPIT system. Noticeably, [18] suggests
a non-convex problem for the trade-off between information
security and energy-harvesting, but cannot solve it through
any analytical methodology. In other words, the approach in
[18] is unable to apply to similar works. In contrast, this
paper provides a computational framework for resolving non-
convex problems relating to the trade-off between security and
energy-harvesting. Following that, we face the challenges in
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transforming non-convex problems into convex approxima-
tion ones1. More specifically, to address these non-convex
optimization problems, we develop path-following iterative
algorithms, which iteratively improve feasible points for the
original non-convex problems. Thereby, we obtain at least
a sub-optimal solution to each of the proposed problems. It
should also be noted that this paper simultaneously discusses
the frequency-domain artificial noise (freq. AN) design and
the time-domain artificial noise (temporal AN) design. This
type of hybrid AN was out of the scope of [11], [12], [14],
[16]–[18], [22]. Although the hybrid AN design was proposed
in [23], the topic of energy-harvesting was not considered.
On the contrary, we take into account security and energy-
harvesting, then resolving the trade-off problem between these
two aspects. Our contributions can be summarized as follows:
• We propose a secure MIMO-OFDM SWIPT scheme in

which the source node, Alice, employs a hybrid AN
strategy to guarantee secure transmissions. In addition,
a legitimate destination employs energy-harvesting cir-
cuitry to gather energy (see Fig. 1). We turn the process
of removing the cyclic prefix into the process of harvest-
ing energy, thereby improving the amount of achievable
energy at the intended user.

• We consider two different optimization approaches. First,
we maximize the secrecy rate of the system subject
to the constraints of energy. Second, we maximize the
harvested-energy rate at the legitimate energy-harvesting
receiver subject to security constraints. As previously
mentioned, we handle non-convex optimization problems
by developing path-following algorithms to reach at least
sub-optimal solutions.

• We quantitatively evaluate the system performance in
terms of security and energy-harvesting, respectively.
Through numerical results, the impact of system param-
eters is evaluated.

The remainder of this paper is organized as follows: Sec-
tion II presents the system model and the specific setups at
transceivers. Section III presents achievable secrecy rate and
its lower bound. In Section IV, the total amount of harvested
energy and its lower bound are derived. The two different max-
imization problems (i.e., maximizing the achievable secrecy
rate and maximizing the harvested energy) are suggested in
Section V. The numerical results and conclusions are provided
in Sections VI and VII, respectively.

Notation: Cm×n denotes the set of all complex matrices of
size m-by-n. <{·} and ={·} denote the real and imaginary
parts of a complex number. [·]m,n denotes the (m,n)th entry
of a matrix. (·)∗, (·)> and (·)† denote the conjugate, trans-
pose and Hermitian operators, respectively. trace {·} denotes
the sum of the diagonal entries of a matrix. (A)⊥ is an
orthonormal basis for the null space of some matrix A, i.e.,
A(A)⊥ = 0. ‖.‖ denotes the Euclidean norm of a vector.
The expectation is denoted by E {·}. z ∼ CNn (0,Σ) denotes
a complex Gaussian random vector z ∈ Cn×1 with mean 0

1As aforementioned, the SISO-OFDM in [18] does not provide any frame-
work to transform non-convex problems into convex programming problems
and thus, its approach fails to deal with the MIMO-OFDM case.

and covariance matrix Σ ∈ Cn×n. Moreover, z ∼ CN
(
0, σ2

)
denotes a complex Gaussian random variable with zero-mean
and covariance σ2. blkdiag {·} denotes a block diagonal
matrix with its diagonal elements being matrices. The operator
resize
i→j

{a} resizes the vector a = [a1, . . . , ai, . . . , aj , . . . , aM ]

to the vector a′ = [ai, . . . , aj ].

II. SYSTEM MODEL

In this section, we respectively present the system model
and the specific setups at all nodes. The considered system
consists of one source node (Alice), one energy-harvesting
node (Bob), and one eavesdropper (Eve). Alice first converts
the frequency-domain signals into the time-domain signals
using an N -point inverse fast Fourier transform (IFFT), and
then inserts a cyclic prefix (CP) of Ncp length into the
beginning of each OFDM block. Let NA, NB and NE be the
number of antennas at Alice, Bob and Eve, respectively.

A. The Injection of Freq. AN and Temporal AN at Alice

Let an ∈ CNA×1 and Bn be, respectively, the beamforming
vector of subcarrier n and the frequency-domain AN precoding
matrix of subcarrier n. The frequency-domain symbol vector,
corresponding to the nth subcarrier, can be written as

sn = anxn + Bndn,

where xn ∈ C is the frequency-domain symbol and dn is the
injected freq. AN vector. To maximize the interference at Eve,
dn is generated to be independent of dm if n 6= m. Moreover,
each entry in dn is a complex Gaussian random variable with
zero mean and covariance σ2. The size of Bn and that of dn
will be determined later in Section II-D; however, the product
Bndn must be a vector, which lies in CNA×1.

As such, the frequency-domain symbol vector over all
subcarriers can be written as

s ,
[
s>1 , s

>
2 , . . . , s

>
N

]>
= Xa + Bd (1)

where

X = blkdiag {INAx1, INAx2, . . . , INAxN} ,

a =
[
a>1 ,a

>
2 , . . . ,a

>
N

]>
B = blkdiag {B1,B2, . . . ,BN} , (2)

d =
[
d>1 ,d

>
2 , . . . ,d

>
N

]>
. (3)

Remark 1. The covariance matrix of s can be calculated as:

E
{
ss†
}

= E
{
Xaa†X†

}
+ E

{
Bdd†B†

}
= σ2

0blkdiag {W1,W2, . . . ,WN}+ σ2BB† (4)

where Wn , wnw†n , wn ,
√

pn
σ2
0
an and pn , E

{
|xn|2

}
.

Note that σ2
0 is a constant, which is used to adjust the range

of the ratio (pn/σ
2
0).

In order to convert the array {sn}n=1,...,N into the
time-domain signal, Alice uses the IFFT matrix F†A =(
F† ⊗ INA

)
∈ CNAN×NAN with F ∈ CN×N . Note that

the (p, q)th element of F ∈ CN×N takes the value of
[F]p,q =

√
(1/N) exp (−j2πpq/N). After the conversion,
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Fig. 1. System model.

Alice inserts a CP of Ncp samples into the beginning of that
IFFT signal by using the following CP insertion matrix:

Tcp
A =

[[
0NANcp×NA(N−Ncp), INANcp

]>
, INAN

]>
.

As such, the transmitted signal in the time domain can be
expressed as:

s̃cp = Tcp
A F†As. (5)

Let d̃ be the injected temporal AN vector, and let Q be the
temporal AN precoding matrix. By adding s̃cp and Qd̃, we
obtain the transmitted signal in the time domain, i.e.,

s̃ = s̃cp + Qd̃ = Tcp
A F†As + Qd̃. (6)

Note that the size of Q and the size of d̃ will be determined
later in Section II-D. However, each entry of the vector d̃ will
be assumed to obey CN

(
0, σ̃2

)
.

Remark 2. The covariance matrix of the time-domain signal
s̃ can be calculated as:

E
{
s̃s̃†
}

= Tcp
A F†A

(
σ2
0ww† + σ2BB†

)
FA(Tcp

A )† + σ̃2QQ†

= σ2
0

[
Tcp

A F†Aww†FA(Tcp
A )† + Λ

]
(7)

where

Λ =
(
σ2/σ2

0

)
Tcp

A F†ABB†FA(Tcp
A )† +

(
σ̃2/σ2

0

)
QQ†

and
w ,

[
w>1 , . . . ,w

>
N

]>
.

Then, the average power of the time-domain signal s̃ is

E
{
‖s̃‖2

}
= trace

{
E
{
s̃s̃†
}}

= σ2
0 trace

{
Tcp

A F†Aww†FA (Tcp
A )
†

+ Λ
}

= σ2
0

[∥∥∥Tcp
A F†Aw

∥∥∥2 + trace {Λ}
]
. (8)

Denote PA as the power budget of Alice. A power constraint
is imposed on the signal s̃ as follows:

E
{
‖s̃‖2

}
≤ PA ⇔

∥∥∥Tcp
A F†Aw

∥∥∥2 ≤ PA
σ2
0

− trace {Λ} . (9)

B. Information Processing at Eve

Eve first removes the CP from her received time-domain
OFDM signal by multiplying by the following CP removal
matrix:

Rcp
E =

[
0NEN×NENcp , INEN

]
.

Then, a FFT algorithm is applied to convert the time-domain
signals to the frequency-domain signals. This FFT algorithm is
performed by multiplying the FFT matrix FE = (F⊗ INE) ∈
CNEN×NEN . As such, the frequency-domain received signal at
Eve can be given by

yE = FERcp
E

(√
βEAH̃cp

EA

)
s̃ + FEz̃E

=
√
βEAFERcp

E H̃cp
EATcp

A F†As

+
√
βEAFERcp

E H̃cp
EAQd̃ + FEz̃E (10)

where βEA represents the impact of the large-scale fading,
H̃cp

EA ∈ CNE(N+Ncp)×NA(N+Ncp) represents the small-scale
fading, and H̃cp

EA represents the time-domain channel impulse
response (CIR) matrix of the Eve-Alice link. Meanwhile,
z̃E ∈ CNEN×1 is the additive white Gaussian noise (AWGN)
vector with each element distributed as CN

(
0, σ2

0

)
.

We assume that there are LEA = L paths between Eve and
Alice. Note that the multi-path delay spread is equal to (L−1).
In order to avoid inter-block interference at a legitimate user,
it is required that the CP length is larger or equal to the multi-
path delay spread, i.e., Ncp ≥ L−1. Also note that Alice is not
aware of the Eve’s presence; thus, the setting Ncp ≥ L− 1 is
not originally intended for Eve, but rather for Bob. In practice,
Ncp is often assigned some fairly large number so that it will
be able to cover most channels.

For the lth (l ∈ {0, 2, . . . , L − 1}) path between Eve and
Alice, we denote GEAl ∈ CNE×NA be the time-domain fading
channel matrix. According to [24], [25], H̃cp

EA is a block
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circulant matrix and takes the following form:

GEA1 . . . OEA OEA . . . GEA2

...
. . .

...
...

...
...

GEAL . . . GEA1 OEA . . . OEA

OEA . . . GEA2 GEA1 . . . OEA
...

...
...

...
. . .

...
OEA . . . OEA OEA . . . GEA1


where OEA , 0NE×NA .

Defining HEA , FERcp
E H̃cp

EATcp
A F†A and using the property

of a circulant matrix,2 we can express HEA ∈ CNEN×NAN as
a block-diagonal matrix, i.e.,

HEA = blkdiag {HEA1 , . . . ,HEAn , . . . ,HEAN } (11)

where HEAn =
∑L
l=1 GEAle

−j2πn(l−1)/N represents the fre-
quency response of the Eve-Alice link at the nth subcarrier.
Finally, (10) is rewritten as:

yE =
√
βEAHEAs + FE

[√
βEARcp

E H̃cp
EAQd̃ + z̃E

]
=
√
βEAHEA diag(a) [ x1, . . . , x1︸ ︷︷ ︸

NA elements

, . . . , xN , . . . , xN︸ ︷︷ ︸
NA elements

]
>

+
√
βEAHEABd + FE

[√
βEARcp

E H̃cp
EAQd̃ + z̃E

]
. (12)

Let yEn be the nth subcarrier received signal. The elements
in yEn are also the entries in yE , beginning at index (n −
1)NE + 1 and ending at index nNE. We have

yEn = resize
(n−1)NE+1→nNE

{yE}

=
[
0NE×(n−1)NE INE 0NE×(N−n)NE

]︸ ︷︷ ︸
,CEn

yE

=
√
βEACEnHEA (Xa + Bd)

+ CEnFE

[√
βEARcp

E H̃cp
EAQd̃ + z̃E

]
=
√
βEAHEAnanxn +

√
βEAHEAnBndn

+
√
βEACEnFERcp

E H̃cp
EAQd̃ + CEnFEz̃E (13)

where the last equality is obtained by using block matrix
multiplication to shorten the first term CEnHEAXa and the
second term CEnHEABd.

C. Information Processing and Energy Harvesting at Bob

Similar to the previous sub-section, the channel between
Alice and Bob is a MIMO frequency selective fading channel
with LBA paths. For simplicity, we also assume LBA = L. For
the lth path between Bob and Alice, GBAl ∈ CNB×NA is the
time-domain fading channel matrix.

The employment of OFDM at Alice leads to the fact that
each MIMO-OFDM transmission block can be viewed as N
parallel frequency-domain MIMO channels. If Bob does not

2If a square matrix C is circulant, then it can be diagonalized by the FFT
matrix F and the IFFT matrix F†, i.e., FCF† is a diagonal matrix [25].

adopt any energy-harvesting scheme, the received frequency-
domain signal at Bob (say yB,∅) would be formulated exactly
the same way we attained (10)–(12), i.e.,

yB,∅ = FBRcp
B

(√
βBAH̃cp

BA

)
Tcp

A F†As

+ FB

[
Rcp

B

(√
βBAH̃cp

BA

)
Qd̃ + z̃B,∅

]
=
√
βBAHBAs + FB

[√
βBARcp

B H̃cp
BAQd̃ + z̃B,∅

]
(14)

where βBA represents the impact of the large-scale fading,
H̃cp

BA ∈ CNB(N+Ncp)×NA(N+Ncp) represents the small-scale
fading, and H̃cp

BA represents the time-domain CIR matrix of
the Bob-Alice link. In (14), z̃B,∅ ∈ CNBN×1 is the AWGN
vector with each element distributed as CN

(
0, σ2

0

)
, the CP

removal matrix at Bob is Rcp
B =

[
0NBN×NBNcp , INBN

]
, and

HBA is defined as

HBA , FBRcp
B H̃cp

BATcp
A F†A

= blkdiag
{

HBA1 , . . . ,HBAn , . . . ,HBAN

}
(15)

with HBAn =
∑L
l=1 GBAle

−j2πn(l−1)/N .
Bob is assumed to adopt the PS SWIPT scheme, the

received signal yB will be derived in a slightly different way.
Obviously, we have yB 6= yB,∅. A detailed description of
information processing and energy-harvesting at Bob will be
presented below.3

• The time duration of an OFDM block is divided into
three smaller portions: the first portion is from 0 to
τ cp = Ncpτs, the second portion is from τ cp to τ cp +Kτs
(with K ∈ {1, . . . , N}), and the remaining part is from
τ cp + Kτs to the end of the OFDM block duration
(i.e., Nτs). Herein, τs represents the sampling time (the
sampling rate is thus equal to 1/τs).

• The first portion is to remove the CP from the received
time-domain OFDM signal at Bob. In other words, the
first NBNcp elements of the vector H̃cp

BAs̃ are not be
treated as information elements and will not go through
any information processing. Instead, these elements are
employed for the purpose of harvesting energy. Thus, the
energy harvested by Bob can be calculated as follows:

Ecp = ητ cp
E

{∥∥∥∥ resize
1→NBNcp

{√
βBAH̃cp

BAs̃
}∥∥∥∥2

}
(16)

where η ∈ [0, 1] is the energy conversion effi-
ciency of the energy-harvester circuit, and Ccp ,[
INBNcp 0NBNcp×NBN

]
• During the second portion, Bob uses the PS SWIPT

scheme to decode information and harvest energy si-
multaneously. More specifically, the obtained signal is
divided into two streams based on a PS coefficient
ρ ∈ (0, 1]. For information processing, the received power
of one stream will be multiplied by the coefficient ρ.
Given that the multiplication of the received power by ρ
is equivalent to the multiplication of noise by 1/ρ, we

3In [18], only SISO channels and temporal AN were discussed. In contrast,
our work extends SISO channels to MIMO channels and yet, the injection of
additional frequency-domain AN is also taken into account.



5

can express the received signal in the frequency domain
(after the FFT operation) as follows:

yB,1

= resize
1→NBK

{
FBRcp

B

(√
βBAH̃cp

BA

)
s̃ +

1
√
ρ
FBz̃B,1

}
= C1

[√
βBAFBRcp

B H̃cp
BAs̃ +

1
√
ρ
FBz̃B,1

]
=
√
βBAC1HBAs

+ C1FB

[√
βBARcp

B H̃cp
BAQd̃ +

1
√
ρ
z̃B,1

]
(17)

where C1 ,
[
INBK 0NBK×NB(N−K)

]
and z̃B,1 ∈

CNBN×1 is the AWGN vector with each element dis-
tributed as CN

(
0, σ2

0

)
. In parallel, for energy-harvesting,

the remaining stream will be transformed into energy. The
harvested energy during this portion is given by

EPS = η (Kτs) (1− ρ)

× E

{∥∥∥∥ resize
1→NBK

{
Rcp

B

(√
βBAH̃cp

BA

)
s̃
}∥∥∥∥2

}
. (18)

Different from yB,1 in (17), the term
resize
1→NBK

{
Rcp

B

(√
βBAH̃cp

BA

)
s̃
}

in (18) is the signal
which does not go through information processing (thus,
there is no noise term) as well as FFT operation.

• During the third/last portion, Bob processes the signal in
the same way as Eve does. Given that there are NB(N −
K) samples left for this portion, the received signal from
time τs +Kτs to time Nτs can be written as:

yB,2 = resize
NB(K+1)→NBN

{√
βBAHBAs

+ FB

(
Rcp

B

(√
βBAH̃cp

BA

)
Qd̃ + z̃B,2

)}
=
√
βBAC2HBAs

+ C2FB

[√
βBARcp

B H̃cp
BAQd̃ + z̃B,2

]
(19)

where C2 ,
[
0NB(N−K)×NBK INB(N−K)

]
and z̃B,2 ∈

CNBN×1 is the AWGN vector with each element dis-
tributed as CN

(
0, σ2

0

)
.

In short, the received signal yB =
[
y>B,1,y

>
B,2

]>
at Bob can

be given by

yB =

[
C1

C2

]√
βBAHBA (Xa + Bd)

+

[
C1

C2

]
FBRcp

B

(√
βBAH̃cp

BA

)
Qd̃

+

[
C1FB 0NBK×NBN

0NB(N−K)×NBN C2FB

] [ 1√
ρ z̃B,1

z̃B,2

]
(a)
=
√
βBAHBA (Xa + Bd)

+
√
βBAFBRcp

B H̃cp
BAQd̃ + CBAz̃B (20)

where (a) is obtained by defining

CBA ,

[
C1FB 0NBK×NBN

0NB(N−K)×NBN C2FB

]
,

z̃B ,

[ 1√
ρ z̃B,1

z̃B,2

]
∼ CN2NBN (0,J)

with J =

[
(1/ρ)σ2

0INBN 0NBN

0NBN σ2
0INBN

]
,

and using the fact that
[
C1

C2

]
≡ INBN . The covariance matrix

of CBAz̃B can be calculated as follows:

CBAJC†BA =

[
(1/ρ)σ2

0C1FBF†BC†1 0

0 σ2
0C2FBF†BC†2

]
=

[
(1/ρ)σ2

0INBK 0
0 σ2

0INB(N−K)

]
(21)

where the last equality follows that FBF†B = INBN , C1C
†
1 =

INBK and C2C
†
2 = INB(N−K).

Let yBn be the nth subcarrier received signal. We have

yBn = resize
(n−1)NB+1→nNB

{yB}

=
[
0NB×(n−1)NB INB 0NB×(N−n)NB

]︸ ︷︷ ︸
,CBn

yB

= CBnyB. (22)

D. AN Design at Alice to Cancel Interference at Bob

As seen in (20), the presence of AN terms d and d̃ causes
interference at Bob. To cancel the interference, Alice can
design B and Q subject to{

HBAB = 0

Rcp
B H̃cp

BAQ = 0
. (23)

Using (2) and (15), we can find out the solution B to the
equation HBAB = 0 as follows:

HBAB = 0⇔ blkdiag {HBA1B1, . . . ,HBANBN} = 0

⇔ Bn = H⊥BAn , ∀n ∈ {1, . . . , N}. (24)

Now it is obvious that B = blkdiag {B1, . . . ,BN} =

blkdiag
{

H⊥BA1
, . . . ,H⊥BAN

}
is a matrix with NAN rows and

(NA − NB)N columns due to Bn ∈ CNA×(NA−NB). The
existence of B, in general, depends on the existence of all
elements {Bn}Nn=1. Each Bn exists if and only if its second
dimension is positive, i.e.,

NA −NB > 0⇔ NB < NA. (25)

Likewise, we deduce Q ∈ CNA(N+Ncp)×(NA(N+Ncp)−r) with
r = rank

(
Rcp

B H̃cp
BA

)
= min{NBN,NA(N + Ncp)}. For the

existence of Q, it is required to have the condition NA(N +
Ncp)− r > 0, which leads to

r = NBN ⇔ NBN < NA(N +Ncp). (26)

Note that once (25) has been satisfied, (26) will be satisfied as
well. Thus, the case of NA > NB is taken into account in this
paper. Then, we will be able to design Bn ∈ CNA×(NA−NB),



6

TABLE I
A TABLE OF FREQUENTLY-USED SYMBOLS.

Parameters Physical Meanings
GBAlB

∈ CNB×NA The time-domain fading channel matrix corresponding to the lBth path between Bob and Alice, for given lB ∈
{1, . . . , LBA}.

GEAlE
∈ CNE×NA The time-domain fading channel matrix corresponding to the lth path between Eve and Alice, for given lE ∈

{1, . . . , LEA}.

HBAn =
∑LBA
l=0 GBAle

−j2π nl
N The frequency response of the Bob-Alice link at the nth subcarrier, for given n ∈ {1, . . . , N}.

HEAn =
∑LEA
l=0 GEAle

−j2π nl
N The frequency response of the Eve-Alice link at the nth subcarrier, for given n ∈ {1, . . . , N}.

Ncp The CP length. To prevent Bob from being affected by inter-block interference, it is required to have Ncp ≥
LBA − 1.

T
cp
A The CP insertion matrix at Alice.

R
cp
B and R

cp
E The CP removal matrices at Bob and at Eve, respectively.

F†A =
(
F† ⊗ INA

)
The N -point IFFT matrix at Alice.

FB =
(
F⊗ INB

)
The N -point FFT matrix at Bob.

FE =
(
F⊗ INE

)
The N -point FFT matrix at Eve.

an ∈ CNA×1 The beamforming vector corresponding to subcarrier n.
Bn = H⊥BAn

The frequency-domain AN precoding matrix corresponding to subcarrier n.
dn ∈ C(NA−NB)×1 The injected frequency-domain AN vector corresponding to subcarrier n. Each entry obeys CN

(
0, σ2

)
.

Q =
(
R

cp
B H̃

cp
BA

)⊥
The temporal AN precoding matrix.

d̃ ∈ C(NA(N+Ncp)−NBN)×1 The temporal AN vector. Each entry obeys CN
(
0, σ̃2

)
.

dn ∈ C(NA−NB)×1, Q ∈ CNA(N+Ncp)×(NA(N+Ncp)−NBN) and
d̃ ∈ C(NA(N+Ncp)−NBN)×1.

Substituting (23) into (20) and (22), we can rewrite

yB =
√
βBAHBAXa + CBAz̃B

=
√
βBAHBA diag (a) [ x1, . . . , x1︸ ︷︷ ︸

NA elements

, . . . , xN , . . . , xN︸ ︷︷ ︸
NA elements

]
>

+ CBAz̃B (27)

and

yBn =
√
βBACBnHBAXa + CBnCBAz̃B

(a)
=
√
βBAHBAnanxn + CBnCBAz̃B (28)

where (a) is obtained by using block matrix multiplication to
calculate the product CBnHBAXa. The covariance matrix of
CBnCBAz̃B can be calculated as:

CBn

(
CBAJC†BA

)
C†Bn = (1/%n)σ2

0INB

where %n =

{
ρ if 1 ≤ n ≤ K
1 if K + 1 ≤ n ≤ N . (29)

For readability, we present a table of symbols, Table I, at
the top of the next page.

III. ACHIEVABLE SECRECY RATE

In this section, we formulate the achievable secrecy rate,
which is the lower-bound of the capacity difference between
the Bob-Alice link and the Eve-Alice link.

A. Mutual Information between Bob and Alice

Let IBAn (yBn ;xn) (or simply IBAn ) be the mutual infor-
mation of the nth MIMO-OFDM subcarrier between Bob and

Alice. From (28), IBAn (yBn ;xn) (in nats/OFDM block) can
be expressed as [26]:

IBAn (yBn ;xn) ≡ IBAn

= ln det

(
INB +

(√
βBAHBAn

)
anE

{
|xn|2

}
a†n

×
(√

βBAHBAn

)†(σ2
0

%n
INB

)−1)

= ln

(
1 +

∥∥√βBAHBAnwn

∥∥2
(1/%n)

)
(30)

where wn ,

√
E{|xn|2}

σ2
0

an =
√

pn
σ2
0

an.

Let IBA (yB; {xn}n=1,...,N ) (or simply IBA) be the total
mutual information of the MIMO-OFDM subcarriers between
Bob and Alice. From (27), we have [27]

IBA = ln det
(
INBN +

√
βBAHBA diag (a)

× diag ( p1, . . . , p1︸ ︷︷ ︸
NA elements

, . . . , pN , . . . , pN︸ ︷︷ ︸
NA elements

)

×
(√

βBAHBA diag (a)
)† (

CBAJC†BA

)−1 )
(a)
= ln det

(
INBN + blkdiag

(
%1βBAHBA1W1HBA1

†,

. . . , %NβBAHBANWNHBAN
†
))

=

N∑
n=1

IBAn (31)

where (a) is obtained by using (21) and the substitu-
tions of HBA = blkdiag

{
HBA1 , . . . ,HBAN

}
and Wn =

(pn/σ
2
0)ana†n.
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B. Mutual Information between Eve and Alice

From (13), the mutual information (in nats/OFDM block)
of the nth MIMO-OFDM subcarrier between Eve and Alice
can be expressed as follows:

IEAn (yEn ;xn) = IEAn

= ln det
(
INE +

(√
βEAHEAn

)
anE

{
|xn|2

}
a†n

×
(√

βEAHEAn

)† (
σ2
0Ξn

)−1 )
= ln

(
1 + βEAw†nH†EAnΞ−1n HEAnwn

)
(32)

where

Ξn , (σ2/σ2
0)βEAHEAnBnB†nH†EAn

+ CEn

[
(σ̃2/σ2

0)βEAEE† + INEN

]
C†En ,

E , FERcp
E H̃cp

EAQ.

Note that Ξn is a positive definite matrix we can make singular
value decomposition Ξn = VnDnV†n with a nonegative
diagonal matrix Dn and unitary matrix Vn. Then

Ξ−1n = VnD−1/2n

(
VnD−1/2n

)†
and IEAn in (32) is expressed as

IEAn = ln
(

1 + βEAw†nH†EAnVnD−1/2n

×
(
D−1/2n V†nHEAnwn

))
= ln

(
1 +

∥∥∥√βEAD−1/2n V†nHEAnwn

∥∥∥2) . (33)

Meanwhile, the total mutual information IEA (in nat-
s/OFDM block) of all MIMO-OFDM subcarriers between Eve
and Alice can be deduced from (12) as follows:

IEA = ln det
(
INEN +

√
βEAHEA diag(a)

× diag ( p1, . . . , p1︸ ︷︷ ︸
NA elements

, . . . , pN , . . . , pN︸ ︷︷ ︸
NA elements

)

×
(√

βEAHEA diag(a)
)† (

σ2
0Ξ
)−1 )

(a)
= ln det

(
INEN + blkdiag

{
βEAHEA1W1H

†
EA1

Ξ−11 ,

. . . , βEAHEANWNH†EAN
Ξ−1N

} )
=

N∑
n=1

IEAn (34)

where

Ξ =
σ2

σ2
0

βEAHEABB†H†EA +
σ̃2

σ2
0

βEAEE† + INEN

= (σ2/σ2
0)βEAblkdiag

{
HEA1B1B

†
1H
†
EA1

,

. . . ,HEANBNB†NH†EAN

}
+ (σ̃2/σ2

0)βEAEE† + INEN

= blkdiag {Ξ1, . . . ,ΞN} .

The equality (a) is obtained by using the fact that Ξ−1 =
blkdiag

{
Ξ−11 , . . . ,Ξ−1N

}
.

IV. HARVESTED ENERGY

In this section, we present the total energy that Bob harvests
during the first and second portions.

Firstly, the harvested energy during the first portion can be
calculated from (16) as follows:

Ecp = ητ cpβBA trace

{
CcpH̃cp

BAE
{
s̃s̃†
}(

CcpH̃cp
BA

)†}
= ητ cpσ2

0

[ ∥∥∥√βBAΥcpTcp
A F†Aw

∥∥∥2
+ trace

{
Υcp (βBAΛ) (Υcp)

†
}]

(35)

where Υcp = CcpH̃cp
BA. Secondly, from (18) we can also

calculate the harvested energy during the second portion as
follows:

EPS = η (Kτs) (1− ρ)βBAE

{∥∥∥∥ resize
1→NBK

{
Rcp

B H̃cp
BAs̃
}∥∥∥∥2

}
= ηKτs(1− ρ)βBA

× trace

{
C1R

cp
B H̃cp

BAE
{
s̃s̃†
}(

C1R
cp
B H̃cp

BA

)†}
= η (Kτs) (1− ρ)

× σ2
0

[ ∥∥∥√βBAΥPSTcp
A F†Aw

∥∥∥2
+ trace

{
ΥPS (βBAΛ)

(
ΥPS)†}] (36)

where ΥPS = C1R
cp
B H̃cp

BA. Then, the total harvested energy
can be given by

Etotal (ρ,w) = Ecp + EPS

= σ2
0

[
− ρE1 + E2 +

∥∥∥√βBAΓ1w
∥∥∥2

+ (1− ρ)
∥∥∥√βBAΓ2w

∥∥∥2 ]
= σ2

0

[
−ρE1 + E2 +

∥∥∥√βBAMw
∥∥∥2 − ρ∥∥∥√βBAΓ2w

∥∥∥2]
(37)

where

E1 = ηKτstrace
{

ΥPS (βBAΛ)
(
ΥPS)†} , (38a)

E2 = E1 + ητ cptrace
{

Υcp (βBAΛ) (Υcp)
†
}
, (38b)

Γ1 =
√
ητ cp ΥcpTcp

A F†A, (38c)

Γ2 =
√
ηKτs ΥPSTcp

A F†A, (38d)

M = M† =
(

Γ†1Γ1 + Γ†2Γ2

)1/2
. (38e)

V. TRADE-OFF PROBLEM FORMULATION

This section tackles the trade-off problems between the
secure performance and the total harvested energy. Such trade-
off problems will be presented in terms of optimization prob-
lems. For the purpose of comparing the performance of the
system, we propose the following two maximization problems:
• Maximizing the difference

∆ (ρ,w) = IBA − IEA =

N∑
n=1

IBAn −
N∑
n=1

IEAn (39)
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subject to Etotal-based and power-based constraints.
Herein, it must be noted that the achievable secrecy rate
Rsec will be calculated as

Rsec = max{0,∆ (ρ,w)}. (40)

Due to this relation, we only need to focus on ∆ (ρ,w)
rather than Rsec. In short, our first problem is to

maximize
ρ,w

∆ (ρ,w) (41a)

subject to Etotal (ρ,w) ≥ E0, (41b)
and (9). (41c)

• Maximizing the total harvested energy Etotal (ρ,w) sub-
ject to ∆-based and power-based constraints. In particu-
lar, our second problem is to

maximize
ρ,w

Etotal (ρ,w) (42a)

subject to ∆ (ρ,w) ≥ ∆0, (42b)
and (9). (42c)

Note that E0 in (41b) and ∆0 in (42b) are the desired energy
and the desired secrecy rate, respectively. These two quantities
reflect the quality-of-service of our secure scheme, and their
values are pre-determined.

A. Inner Convex Approximations for Non-convex Problems

The optimization problems (41) and (42) are non-convex
because both the objective function ∆ (ρ,w) in (39) and the
objective function Etotal (ρ,w) in (37) are not concave, while
both constraint (41b) and constraint (42b) are not convex. To
address (41) and (42) we will employ inner convex approxi-
mation at each iteration. Let (ρ(κ),w(κ)) be a feasible point
for (41) or (42), which is found at the (κ− 1)th iteration. At
the κth iteration, we will
• Approximate ∆ (ρ,w) in (39) by a lower bounding con-

cave function ∆
(κ)
lower (ρ,w), which matches with ∆ (ρ,w)

at
(
ρ(κ),w(κ)

)
, i.e.

∆(ρ,w) ≥ ∆
(κ)
lower(ρ,w) ∀ (ρ,w) (43)

and
∆(ρ(κ),w(κ)) = ∆

(κ)
lower(ρ

(κ),w(κ)). (44)

• Approximate Etotal(ρ,w) in (37) by a lower bound-
ing concave function E(κ)lower (ρ,w), which matches with
Etotal (ρ,w) at

(
ρ(κ),w(κ)

)
, i.e.

Etotal(ρ,w) ≥ E(κ)lower(ρ,w) ∀ (ρ,w), (45)

and
Etotal(ρ

(κ),w(κ)) = E(κ)lower(ρ
(κ),w(κ)). (46)

• Innerly approximate the nonconvex constraints (41b) and
(42b) by the convex constraint

E(κ)lower (ρ,w) ≥ E0, (47)

and
∆

(κ)
lower (ρ,w) ≥ ∆0, (48)

respectively. Indeed, it follows from (43) and (45) that
any feasible point for the convex constraint (47) ((48),
resp.) is also feasible for the nonconvex constraint (41b)
((42b), resp.).

Proposition 1. Let x ∈ C, x̄ ∈ C, y > 0 and ȳ > 0. The
inequality

ln

(
1 +
|x|2

y

)
≥ ln

(
1 +
|x̄|2

ȳ

)
− |x̄|

2

ȳ

+ 2
<{x̄∗x}

ȳ
− |x̄|2

ȳ (ȳ + |x̄|2)

(
y + |x|2

)
(49)

holds true [9]. The RHS of (49) is a concave function [28].

Proposition 2. For x > 0 and x̄ > 0, the inequality

ln(1 + x) ≤ ln(1 + x̄)− x̄

1 + x̄
+

x

1 + x̄
(50)

always holds true. The RHS of (50) is a convex function of x.

Note that (50) holds true because its RHS is the first-order
Taylor approximation of its left hand side (LHS), which is a
concave function [28].

1) Obtaining ∆
(κ)
lower (ρ,w) : Applying Proposition 1 to

IBAn in (30) yields

IBAn ≥ ln

1 +

∥∥∥√βBAHBAnw
(κ)
n

∥∥∥2
1
/
%
(κ)
n


−

∥∥∥√βBAHBAnw
(κ)
n

∥∥∥2
1
/
%
(κ)
n

−

∥∥∥√βBAHBAnw
(κ)
n

∥∥∥2 ( 1
%n

+
∥∥√βBAHBAnwn

∥∥2)
1
/
%
(κ)
n

(
1
/
%
(κ)
n +

∥∥∥√βBAHBAnw
(κ)
n

∥∥∥2)
, f (κ) (wn, %n)

=

{
f (κ) (wn, ρ) if 1 ≤ n ≤ K
f (κ) (wn, 1) if K + 1 ≤ n ≤ N (51)

At the same time, applying Proposition 2 yields

IEAn ≤ ln

(
1 +

∥∥∥√βEAD−1/2n V†nHEAnw(κ)
n

∥∥∥2)

−

∥∥∥√βEAD
−1/2
n V†nHEAnw

(κ)
n

∥∥∥2
1 +

∥∥∥√βEAD
−1/2
n V†nHEAnw

(κ)
n

∥∥∥2
+

∥∥∥√βEAD
−1/2
n V†nHEAnwn

∥∥∥2
1 +

∥∥∥√βEAD
−1/2
n V†nHEAnw

(κ)
n

∥∥∥2
, g(κ+1) (wn) . (52)

Using (39), (51) and (52), the concave function

∆
(κ)
lower (ρ,w) =

K∑
n=1

f (κ) (wn, ρ) +

N∑
n=K+1

f (κ) (wn, 1)

−
N∑
n=1

g(κ) (wn) (53)
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satisfies (43) and (44) and thus is qualified as a lower bounding
approximation of ∆lower(ρ,w).

2) Obtaining E(κ)lower (ρ,w) : Let M =
[m1,m2, . . . ,mNAN ] with mi being the ith column of
M. One can derive the following inequality:

‖Mw‖2 = ‖M†w‖2 =

NAN∑
i=1

∣∣∣m†iw∣∣∣2
≥ 2

NAN∑
i=1

<
{

(m†iw
(κ))∗(m†iw)

}
−
∥∥∥M†w(κ)

∥∥∥2
, (1/βBA)ð(κ+1) (w) (54)

over the trust region

2<
{

(m†iw
(κ))∗(m†iw)

}
− |m†iw

(κ)|2 > 0, i = 1, . . . , NAN.

(55)
Substituting (54) into (37), we can obtain

Etotal (ρ,w)

≥ σ2
0

[
−ρE1 + E2 + ð(κ+1) (w)− ρ

∥∥∥√βBAΓ2w
∥∥∥2]

= σ2
0

[
E2 + ð(κ+1) (w)−

∥∥∥∥[ √
E1√

βBA Γ2w

]∥∥∥∥2
/
ρinv

]
, E(κ)lower (1/ρinv,w) (56)

where

ρinv ,
1

ρ
≥ 1, (57)

verifying (45) and (46), making E(κ)lower (1/ρinv,w) qualified as
a lower bounding approximation of Etotal (ρ,w).

3) Algorithms and convergence: At the κ-th the iteration
we solve the following convex optimization problems to
generate the next feasible point

(
ρ
(κ+1)
inv ,w(κ+1)

)
for (41) and

(42), respectively:

maximize
ρinv,w

∆
(κ)
lower (1/ρinv,w) (58a)

subject to E(κ)lower (1/ρinv,w) ≥ E0, (58b)
(9), (55), (57) (58c)

and

maximize
ρinv,w

E(κ)lower (1/ρinv,w) (59a)

subject to ∆
(κ+1)
lower (1/ρinv,w) ≥ ∆0, (59b)

(9), (55), (57). (59c)

Note that the convex constraints (58b) and (59b) correspond
to the convex constraints (47) and (48), respectively. Further-
more, we have

∆
(κ)
lower(1/ρ

(κ+1)
inv ,w(κ+1)) > ∆

(κ)
lower(1/ρ

(κ)
inv ,w

(κ)) (60)

where (1/ρ
(κ+1)
inv ,w(κ+1)) is the optimal solution of (58) and

(1/ρ
(κ)
inv ,w

(κ)) is a feasible point for (58), which together with
(43) and (44) yield

∆lower(1/ρ
(κ+1)
inv ,w(κ+1)) ≥ ∆

(κ)
lower(1/ρ

(κ+1)
inv ,w(κ+1))

> ∆
(κ)
lower(1/ρ

(κ)
inv ,w

(κ)),
(61)

Algorithm 1 Path-following algorithm for (41)
1: Initialization: Set κ = 0 with an initial feasible point{

ρ
(0)
inv ,w

(0)
}

for (41) (see Appendix A).

2: repeat

3: At the (κ + 1)th iteration, solve the inner convex ap-
proximation problem (58) to obtain the optimal values
ρ
(κ+1)
inv and w(κ+1) of variables ρinv and w, respectively.

4: Reset κ := κ+ 1.

5: until
∣∣∣∣∆(κ+1)

lower

(
1

ρ
(κ+1)
inv

,w(κ+1)

)
−∆

(κ)
lower

(
1

ρ
(κ)
inv

,w(κ)

)∣∣∣∣
converges.

6: return (ρ∗,w∗) =
(

1
/
ρ
(κ+1)
inv ,w(κ+1)

)
as the desired

feasible point for (41).

Algorithm 2 Path-following algorithm for (42)
1: Initialization: Set κ = 0 with an initial feasible point{

ρ
(0)th
inv ,w(0)th

}
for (42) (see Appendix B).

2: repeat

3: At the (κ + 1)th iteration, solve the inner convex ap-
proximation problem (59) to obtain the optimal values
ρ
(κ+1)
inv and w(κ+1) of variables ρinv and w, respectively.

4: Reset κ := κ+ 1.

5: until
∣∣∣∣E(κ+1)

lower

(
1

ρ
(κ+1)
inv

,w(κ+1)

)
− E(κ)lower

(
1

ρ
(κ)
inv

,w(κ)

)∣∣∣∣
converges.

6: return (ρ∗,w∗) =
(

1
/
ρ
(κ+1)
inv ,w(κ+1)

)
as the desired

feasible point for (42).

i.e. (1/ρ
(κ+1)
inv ,w(κ+1)) is a better feasible point than

(1/ρ
(κ)
inv ,w

(κ)) for (41). Therefore, Algorithm 1, which gen-
erates the sequence {(1/ρ(κ)inv ,w

(κ))}, at least converges to a
locally optimal solution of (41) [9, Proposition 2]).

Analogously, Algorithm 2 at least converges to a locally
optimal solution of (42). Once initialized from an initial
feasible point, both algorithms converge after a few iterations
for a given error tolerance.

Convergence: The problem (58) includes two variables ρ
and w. Given that w is a vector of NAN complex elements,
the total number of scalar variables is equal to 2NAN + 1.
Herein, the real part and the imaginary part of each complex
element in w are considered as independent variables. The
number of quadratic constraints is equal to ε1 = 2. Thus,
the per-iteration computational complexity of Algorithm 1 is
O
(
(2NAN + 1)2ε2.51 + ε3.51

)
[29, Ch. 10]. Likewise, Algo-

rithm 2 is also invoked to resolve (59). With 2NAN+1 distinct
variables and ε2 = 2 quadratic constraints, the per-iteration
cost is O

(
(2NAN + 1)2ε2.52 + ε3.52

)
.

VI. NUMERICAL RESULTS

In this section, we provide numerical results to evaluate
the performance of proposed maximization problems. More
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particularly, we draw the average curves of the achievable
secrecy rate Rsec (ρ,w) = max{0,∆ (ρ,w)} and the total
harvested energy Etotal (ρ,w) over numerous realizations of
βBA, βEA, {GBAl}

N
l=1 and {GEAl}

N
l=1.

While the realization of
{
βBA, {GBAl}

N
l=1

}
implies the

instantaneous observation of the channel between Alice and
Bob, the realization of

{
βEA, {GEAl}

N
l=1

}
corresponds to

instantaneous observation of the Alice-Eve channel at the
time of measurement. Note that Algorithm 1 and Algorithm
2 are conducted in the case that βBA, βEA, {GBAl}

N
l=1 and

{GEAl}
N
l=1 are given. Let {ρ?,w?} be one of the feasible

solutions after running Algorithm 1 (or Algorithm 2). Then,
our goals are to evaluate

Ravr
sec = E{GBAl

}Nl=1,{GEAl
}Nl=1
{Rsec (ρ∗,w∗)} ,

Eavr
total = E{GBAl

}Nl=1,{GEAl
}Nl=1
{Etotal (ρ∗,w∗)} .

In short, the use of Algorithm 1 (or Algorithm 2, respectively)
to solve (58) (or (59), respectively) yields a certain point
{ρ?,w?}. Then, the substitution ρ = ρ?,w = w? into the
expressions of Rsec and E will yield the instantaneous values at
the time of measurement. Generating sufficiently large number
of realizations of βBA, βEA, {GBAl}

N
l=1 and {GEAl}

N
l=1, we

can calculate the average values for the secrecy rate and
harvested energy.

In simulation, the time-domain fading channel matrices
GBAl and GEAl can be assumed to be symmetric complex
Gaussian random variables. More particularly, we assume
GBAl ∼ CN (0, 1) and GEAl ∼ CN (0, 1) for ∀l ∈ {1, . . . , L}.
The values of βBA and βEA rely on the rule of power
degradation and the shadowing fading effect. For instance,
if the distance between two transceivers is below 50 meters,
the path loss can be around −90 dB. That may lead to
βBA = 10(−90+SBA)/10, and βEA = 10(−90+SEA)/10 where SBA
and SEA represent the shadowing. For simplicity, let us set
SBA = SEA = 10. Other simulation parameters are as follows:
Ncp = 3, NA = 6, NB = 3, NE = 4, L = 3, σ2

0 = −80 dBm,
τs = 0.1 s, η = 80%, ∆0 = 0, and E0 = 20 σ2

0 .
Fig. 2 illustrates the convergence rate for each of the

proposed algorithms. It is not surprising that Algorithm 1
and Algorithm 2 converge within only 2 iterations because
of the fact that (58) and (59) contain only quadratic and linear
constraints.

Fig. 3 shows the relation between Ravr
sec and N . The largest

value of Ravr
sec is obtained at N = 11 in the case of Algorithm 1.

Meanwhile, Ravr
sec takes the largest value at N = 9 subcarriers

in the case of Algorithm 2. The curve of Algorithm 1 shows an
uptrend with N ∈ {5, . . . , 11} but start a strong downtrend at
N = 12. While the curve of Algorithm 2 is in an uptrend
with N ∈ {5, . . . , 9}, then slightly reducing at N = 10,
increasing at N = 11 before reducing again at N = 12.
Lastly, on average, Algorithm 1 provides higher secrecy rate
than Algorithm 2.

In Fig. 4, the relation between Eavr
total and N is illustrated. We

can see that Algorithm 1 is better than Algorithm 2 in terms
of energy-harvesting. In fact, Eavr

total in Algorithm 1 is higher
than Eavr

total in Algorithm 2 by the amount of above 30σ2
0 at each

value of N ; however, the values of Eavr
total in both algorithms are
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Fig. 2. The convergence rate of the proposed algorithms. Other parameters:
N = 10, K = 2, and {PA, σ2, σ̃2} = {30, 10, 10} dBm.
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Fig. 3. The achievable secrecy rate Rsec as a function of the number of
subcarriers N . Other system parameters: K = 2 and {PA, σ2, σ̃2} =
{30, 10, 10} dBm.

nearly the same at N = 12. For Algorithm 1, Eavr
total increases

with N ∈ {5, 6, 7} and decreases with N ∈ {8, . . . , 12}. As
for Algorithm 2, Eavr

total reaches a peak of Eavr
total = 384σ2

0 when
N = 9.

In order to achieve the balance between Ravr
sec and Eavr

total,
we observe Figs. 3–4 and suggest using either N = 8 for
Algorithm 1 or N = 9 for Algorithm 2. Note that the system
parameters used in these two figures are the same. Also in
Figs. 3–4, the gap between the two algorithms tends to become
closer when N increases. The curves are not increasing/de-
creasing monotonic, but they fluctuate with respect with N .

In Fig. 5, the relation between Ravr
sec and K is shown. Ravr

sec
in Algorithm 1 reaches the highest peak at K = 2 and
then steadily goes down; while Ravr

sec in Algorithm 2 always
decreases with all values of K. When compared with each
other, the first proposed algorithm shows its superiority over
the other at K = {1, . . . , 4}, and both of algorithms reduce to
zero at K = {7, 8}. The curves in Fig. 5 suggest choosing a
small value of K to gain a satisfactory amount of the average
secrecy rate.

In Fig. 6, the relation between Eavr
total and K is depicted.

Once again, Algorithm 1 is superior to Algorithm 2 at all
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Fig. 4. The ratio of total harvested energy Eavr
total to σ2

0 as a function
of the number of subcarriers N . Other system parameters: K = 2 and
{PA, σ2, σ̃2} = {30, 10, 10} dBm.

integer values of K, although the formulation of Algorithm 2
is inherently intended for maximizing the harvested energy. In
reality, Algorithm 2 sometimes results in the instantaneously
harvested energy better than Algorithm 1 at some realization of
channels; however, on average, Eavr

total in Algorithm 2 is much
lower than Eavr

total in Algorithm 1. Noticeably, even when we
make use of the PS SWIPT scheme for all NBN informative
samples by setting K = N = 8, the amount of harvested
energy is not really among the highest ones, e.g. Eavr

total at K = 8
is worse than at K = {2, 3, 4}.

It can be seen from Figs. 5–6 that Algorithm 1 brings about
much better system performance than Algorithm 2 in terms of
both security and energy. Thus, we suggest using Algorithm
1 with the used parameters. Once Algorithm 1 has been used,
the best value of K is K = 2 because this value can lead to
a good balance between highly achievable Ravr

sec and Eavr
total, i.e.,{

Ravr
sec,
Eavr

total
σ2
0

}
≈ {14.7 nats/OFDM block, 407.8} at K = 2.

Fig. 7 shows that Algorithm 1 is superior to Algorithm 2 in
terms of security in both considered sub-cases of. Regarding
Algorithm 1, the changes in values are quite significant with
PA ∈ (21, 28) dBm. Meanwhile, Algorithm 2 shows the
slight difference between two sub-cases. When considering
the first sub-case, one can see that the secure performance
of Algorithm 1 is only slightly lower than Algorithm 2 at
moderate PA ∈ (23, 25) dBm, but it is much higher than
Algorithm 2 at high PA. For the second sub-case, Algorithm
1 is almost better than Algorithm 2 at all values of PA.

Fig. 8 shows that Eavr
total increases with PA. Besides, the

achieved values of Eavr
total in case 1 (with σ̃2 = 0 dBm) are

lower than those in case 2 (with σ̃2 = 3 dBm). Interestingly,
we can see that the larger σ̃2 (i.e., the more power we spend
on generating the temporal AN d̃), the more energy Bob can
harvest. From Figs. 7–8, one can see that the difference in
performance between Algorithm 1 and Algorithm 2 expands
when PA increases.

Both Fig. 9 and Fig. 10 confirm the superiority of Algorithm
1 over Algorithm 2 in terms of security and harvested energy,
especially at high PA. Moreover, Fig. 9 shows that the
secure performance is not proportional to σ2. This means that
assigning more power to the frequency-domain AN may not
help improve security level. While the energy efficiency seems

1 2 3 4 5 6 7 8
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Fig. 5. The achievable secrecy rate Rsec as a function of the parameter K.
Other system parameters: N = 8 and {PA, σ2, σ̃2} = {30, 10, 10} dBm.
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Fig. 6. The ratio of total harvested energy Eavr
total to σ2

0 as a function of
the parameter K. Other system parameters: N = 8 and {PA, σ2, σ̃2} =
{30, 10, 10} dBm.

to be proportional to the increase in σ2 as shown in Fig. 10.
When comparing Figs. 8 and 10, it is observed that in terms of
energy, the power allocation for σ2 (see Fig. 10) brings about
worse performance than the power allocation for σ̃2 (see Fig.
8) does. This observation implies that instead of increasing σ2

by the amount of 4 dBm, it is preferable to increase σ̃2 by the
amount of 3 dBm.

VII. CONCLUSIONS

In this paper, we have analyzed a MIMO-OFDM SWIPT
network and proposed two types of maximization problems
to improve secrecy rate and harvested energy, respectively.
Two path-following iterative algorithms of low computational
complexity have been also provided to solve two different non-
convex problems, whereby the sub-optimal solutions (ρ∗,w∗)
have been given. The impact of other key parameters, related
to the aspects of security and energy-harvesting, have been also
evaluated through numerical results. Overall, we observed that
the system performance is not proportional to N , K, σ2 and
σ̃2; thus the choice of these parameters will pose challenges
to designers. In contrast, the system performance is enhanced
with the increase in the power budget PA. Moreover, it will
be the responsibility of designers to choose the most suitable
algorithm, because each algorithm results in a different per-
formance. With the used parameters in this paper, we suggest
using Algorithm 1 because it is superior to Algorithm 2 in
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Fig. 7. The ratio of total harvested energy Eavr
total to σ2

0 as a function of
the parameter PA. Two sub-cases are considered. In the first sub-case, we
set {σ2, σ̃2} = {−2, 0} dBm. The second sub-case, we set {σ2, σ̃2} =
{−2, 3} dBm. Other system parameters: N = 7 and K = 3.
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Fig. 8. The ratio of total harvested energy Eavr
total to σ2

0 as a function of
the parameter PA. Two sub-cases are considered. In the first sub-case, we
set {σ2, σ̃2} = {−2, 0} dBm. The second sub-case, we set {σ2, σ̃2} =
{−2, 3} dBm. Other system parameters: N = 7 and K = 3.

resolving the trade-off problem between security and energy-
harvesting. In the future, it is worth considering the impact of
non-linear EH models on the secure performance of MIMO-
OFDM SWIPT networks since such models reflect better the
practical utility of EH circuits/receivers. Borrowing the idea of
using machine learning and EH history to predict renewable
energy generation trends [30], we can also consider making
predictions about the amount of information leakage for future
work.

APPENDIX

A. Locating an initial feasible point for (41)

A feasible point for (41) must satisfy (41b) and (41c).
Due to the non-convexity of (41b), we invoke once again
the inner convex approximation by replacing Etotal (ρ,w) with
E(ϑ+1)

lower (1/ρinv,w) at the (ϑ + 1)th iteration. In parallel, the
accompanying constraint (55) (in which κ must be replaced
with ϑ) are needed. In short, a feasible point for (41) can be
found by solving the following inner convex approximation
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Fig. 9. The ratio of total harvested energy Eavr
total to σ2

0 as a function of
the parameter PA. Two sub-cases are considered. In the first sub-case, we
set {σ2, σ̃2} = {−2, 0} dBm. The second sub-case, we set {σ2, σ̃2} =
{2, 0} dBm. Other system parameters: N = 7 and K = 3.
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Fig. 10. The ratio of total harvested energy Eavr
total to σ2

0 as a function of
the parameter PA. Two sub-cases are considered. In the first sub-case, we
set {σ2, σ̃2} = {−2, 0} dBm. The second sub-case, we set {σ2, σ̃2} =
{2, 0} dBm. Other system parameters: N = 7 and K = 3.

problem:

maximize
ρinv,w

1 (62a)

subject to E(ϑ+1)
lower (1/ρinv,w) ≥ E0, (62b)

(9), (55), (57) (62c)

at the (ϑ + 1)th iteration. The above-proposed problem is to
find an initial feasible point for Algorithm 1, but this problem
itself requires an initial point to run. To find its own initial
point, we simply find (ρinv,w) satisfying (9), (55) and (57).

B. Locating an initial feasible point for (42)

Similar to Appendix A, at the (ϑ+ 1)th iteration, we need
to solve the following inner convex approximation problem to
find an initial feasible of (42):

maximize
ρinv,w

1 (63a)

subject to ∆
(ϑ+1)
lower (1/ρinv,w) ≥ ∆0, (63b)

(9), (57). (63c)
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