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Abstract:

Context: Software testing is an important and costly software engineering activity in the industry. Despite the efforts of the software testing research community in the last several decades, various studies show that still many practitioners in the industry report challenges in their software testing tasks.

Objective: To shed light on industry’s challenges in software testing, we characterize and synthesize the challenges reported by practitioners. Such concrete challenges can then be used for a variety of purposes, e.g., research collaborations between industry and academia.

Method: Our empirical research method is opinion survey. By designing an online survey, we solicited practitioners’ opinions about their challenges in different testing activities. Our dataset includes data from 72 practitioners from eight different countries.

Results: Our results show test management and test automation are considered the most challenging among all testing activities by practitioners. Our results also include a set of 104 concrete challenges in software testing that may need further investigations by the research community.

Conclusion: We conclude that the focal points of industrial work and academic research in software testing differ. Furthermore, the paper at hand provides valuable insights concerning practitioners’ “pain” points and, thus, provides researchers with a source of important research topics of high practical relevance.
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1. Introduction

Software testing is an important phase of software engineering to ensure developing high-quality software [1]. Even if the body of knowledge and the research literature in software testing are vast [3], still, there is a high industry need for more improvements in effectiveness and efficiency of software testing [4]. While industry and academia are working on their software testing activities in a mostly disjoint manner [5], it is often not clear what major challenges the industry is experiencing that needs more research effort from the academic community [5].

Furthermore, understanding specific challenges of the industry in software testing is regularly mentioned as an important issue in expanding the contributions and impact of software testing research in general, e.g., [6]. Based on the above background and motivations, the goal of this study is to explore and characterize industry’s challenges in software testing, and the topics that industry would like to suggest as potential research topics to academia. For this purpose, we developed an online survey and a classification of testing activities (i.e., test-case design and test execution) and solicited practitioners’ opinions on the challenges they face in those testing activities.

The contributions of this article are four-fold:

1. characterizing the level (extent) of industry’s challenges in different test activities;
2. in-depth analyses and classification of the reported challenges;
3. a set of concrete research challenges in software testing as observed by industry; and
4. a comparison of the reported industrial challenges versus the focus of academic contributions in recent years.

Results of our study will benefit researchers and practitioners alike. As a synthesis of practitioners’ opinion, researchers will benefit by better understanding industry’s challenges in software testing and possibly plan to conduct some of their research activities in the context of those challenges (topics). Practitioners will benefit from the results (level of challenges and concrete challenges) by getting an overview of the state of practice and also state of challenges in the industry, and for managers which are looking for topics, which need further improvements in their test teams and/or more training of their test engineers.

The remainder of this article is organized as follows: Section 2 presents the background and related work. Section 3 describes the goal and the research method used in this study. Section 4 presents the analysis and the results. Finally, Section 5 concludes the study and states the directions of future work.

2. Background and related work

In the Software Engineering (SE) literature in general, many papers have looked into industry’s challenges, e.g., [7-11]. The study [7] explored the challenges of adopting Model-Driven Engineering (MDE) in industry based on experience in two large software companies. A workshop was held in 2003 [8] to explore the challenges of software industry globalization. An experience report [9] explored and reported challenges of software verification and validation in the space industry, in the context of two companies in the European space industry.

Various books and papers have also talked about the challenges and successes of industry in conducting software testing. Three test managers from Microsoft published a book in 2008 about “How we [they] test software at Microsoft” [12]. The book reported the testing practices and challenges in that company. Some of the reported challenges we as follows: (1) growing number of tests as a software under test evolves: “With each wave, most old tests carry forward and many new tests are added.”; (2) “with a massive number of testers spread throughout the world, the challenge [of organizing the testers] at Microsoft is monumental”; and (3) the widespread challenges of developing test oracles.

A similar 2012 book was written by testers in Google, entitled: “How Google tests software” [13]. It also reported about testing practices and challenges in that company.
Furthermore, there is a very large amount of discussions about challenges in software testing in the grey literature among practitioners. A Google search for “challenges software testing”, as of this writing (September 2018), returned about 185 million hits. The auto-complete feature of Google also suggested interesting phrases about this subject, as shown in Figure 1. On this topic, there have been recent discussions in the SE community about using practitioners’ opinions, mentioned in the grey literature, as a source of knowledge and evidence for SE research [14-16].

![Google search results for challenges software testing](image)

**Figure 1- Discussions about challenges in software testing in the grey literature**

Cem Kaner, who is a software testing researcher and advocate [17], summarized the fundamental challenges in software testing as follows: “(1) Complete testing is impossible; (2) Testers misallocate resources because they fall for the company’s process myths; (3) Test groups operate under multiple missions, often conflicting, rarely articulated; and (4) Test groups often lack [enough] skilled programmers, and a vision of appropriate projects that would keep programming testers challenged”.

An IEEE Software paper entitled “Software testing and industry needs” [18] gathered the opinions of five "renowned" experts in software testing in response to the following question: Does the practice of software testing effectively meet industry needs? One of the interesting highlights from the paper was as follows: “Effective testing is a quest and, like any quest, includes intellectual challenge, passionate debate, and the excitement of discovery”. Another co-author of the paper explored the reasons behind why deployment (transfer) of research results in software testing in (to) practice has not been widespread. She argued that: “On one side, practitioners, who are chronically short of time or resources, tend to perceive systematic testing as a luxury. On the other, testing impacts the whole life cycle, because any testing technique presupposes adequate preparation, modeling, and documentation”, thus those could be seen as some challenges of testing in practice.

A survey on software testing practices in Canada, executed in 2010, was reported in [11], which was based on data from 246 practitioners. One question of the survey was: “Challenges posed [by practitioners] for the research community”, which gathered 63 data points (challenges) from the practitioners, e.g., “Automated GUI testing tools are not stable”, “[How to determine the right] automation scope”, “[need for] better techniques/metrics for deciding what should be tested”, and “complexity of maintaining and documenting test plans and test results”.

To characterize industry’s challenges in SE and software testing, and to bring industry and academia closer together, the authors and their collaborators have published several papers so far, e.g., [4, 19-21], which relate to the study reported in this paper. This article is another step in that line of work by the authors. In [19], we reported our experience, success stories and challenges in 10 industry-academia collaborations (IAC) projects in software testing conducted in two different countries (Canada and Turkey). The study in [22] reported an empirical analysis of challenges, patterns and anti-patterns in a set IAC projects in SE. The study was based on opinion survey data from practitioners and researchers.

In [20], we presented an experience report to help systematically selecting the “right” topics for IACs in software testing, in the context of an IAC involving one industrial partner and one research team. The topic-selection process involved interaction with company representatives in the form of both multiple group discussions and separate face-to-face meetings while utilizing grounded-theory to find (converge to) topics which would be ‘interesting’ and useful from both industrial and academic perspectives.
A paper, published in the "Future of Software Engineering" conference in 2007, talked about "achievements, challenges, and dreams" in software testing research [23]. However, it contained almost no discussion of challenges specific to industry. Three authors from the Airbus Group reported in [24] the challenges in testing of autonomous systems. They especially highlight that the challenge to test autonomous systems "to ensure their safe and fault-free behavior is not solved yet".

Another paper explored the challenges of mobile testing in software industry using agile methods [25]. It compiled the following general challenges: Limited capabilities and device evolution; Many standards, protocols and network technologies; Variety of different platforms; Publication approval on various app stores; Specific users’ needs and Short time to meet market requirements.

Challenges of motivating software testing personnel were explored in another paper [26]. The paper [27], written by a practitioner, discussed challenges of industrial-strength model-based testing. The challenges listed in the study included: (1) conformance in the synchronous deterministic case; (2) conformance in presence of non-determinism; (3) requirements tracing to the model; (4) automated compilation of traceability data; and (5) test case selection according to criticality.

A group of authors form academia and industry (from the Thales Group) [28] presented the testing challenges of maritime safety and security systems-of-systems. The paper discussed that a first group of testing challenges is raised by the need of accepting the integration of such large systems, and the ability to reconfigure them at runtime. A second group of testing challenges comes from the fact that, generally, not all the sub-systems are designed along the same kind of architecture (e.g. client-server vs. publish-subscribe architecture).

Authors in [29] and [30] reported the experiences and challenges of introducing risk-based testing in an industrial project, on a Web-based application part of a large information system. The challenges reported were rather quite fine-grained and specific, e.g., since the application’s architecture was composed by a hierarchical component structure, the risk ratings were most often subjective estimates and the interview participants felt not confident to express these estimates on a more fine-grained scale other than high, medium or low. The paper reported in [31] explored the challenges of testing services and service-centric systems.

In summary, we should highlight that in almost all the above papers, discussions were purely based on authors’ opinion and not evidence-based by systematically gathering and analyzing data from industry as done in this paper.

To characterize what industry wants from academia in software testing, we reported the results of an opinion survey in [4], which included data from 28 practitioners. The current article is a major extension of [4], both in terms of the size of the dataset and also the coverage of research questions (to be discussed in Section 3.1). The current article is also related to our experience report in [20], in which practitioners challenges in testing, gathered via group discussions and separate face-to-face meetings in the context of one industrial partner, were analyzed using grounded-theory, to systematically select the “right” topics for IACs in software testing. In this article, instead of one industrial partner, we aim to gather industrial challenges in testing from a larger population of practitioners.

3. Research goal and method

This section presents the study’s goal, research questions studied and outlines the research method implemented for this study.

3.1 Goal and research questions

The goal of this study is to explore and characterize industry’s challenges in software testing, so as to be able to identify areas which may need further work by researchers, and to encourage more collaborations with the industry on real industrial needs in testing. This “exploratory” study aims at identifying research topics of practical relevance to inspire and strengthen IACs in software testing.

We should emphasize that we are not conveying in any way that researchers should abandon “basic research” in software testing, and to only focus and work on industrial challenges in software testing. We believe that there is value for both basic research and (industry-driven) applied research in software testing and in SE in general [32]. Basic research is fundamental,
foundational, theory-oriented and curiosity-driven, while applied research is practical, goal-directed, solution-oriented, and mission-driven [32].

This issue was also discussed in a 2016 book entitled “The new ABCs of research: achieving breakthrough collaborations” [32] which advocated for more IACs in all areas of science. One quote in that book stated that: “Combining applied and basic research produces higher impact research, compared to doing them separately”. We believe that applied and basic research in software testing can be indeed combined and identifying industry’s challenges is an important step for doing so.

Based on the above goal, we raise and investigate the following research questions (RQs):

- **RQ 1:** Challenges in test activities:
  - RQ 1.1: To what extent do practitioners experience challenges in different test activities?
  - RQ 1.2: Does more work experience of a given practitioner in software testing lead to “less” challenges faced by him/her in test activities?

- **RQ 2:** Classification and root-cause analysis of challenges:
  - RQ 2.1: What is the nature of challenges? How many of the reported challenges are related to lack of knowledge/training, resource constraints and how many are “real” research challenges? We have observed in our past IAC projects [19] that some of the practitioners’ challenges are simply due to lack of knowledge/training, e.g., when a tester does not know about a particular black-box test-design technique, while some challenges are due to resource constraints, e.g., when a test team does not have the time to conduct systematic test-case design. Finally, some challenges are real research challenges, i.e., those which require research efforts to solve the problem, e.g., when a test team cannot figure out when (in the software development lifecycle) and what (which test cases) to automate in testing [33, 34].
  - RQ 2.2: What are the concrete software testing challenges experienced by practitioners? For this RQ, we synthesize the challenges reported using the findings of RQ 2.1 and present them as a list of suggested research topics.

- **RQ 3:** How do industrial challenges relate to the recent focus of the academic community? It would be interesting to assess the relationship between industrial challenges and the recent focus of the academic community, as to see the extent of overlap between them.

As discussed above, the current article is an extension of an earlier conference paper [4], in terms of coverage of RQs: that paper [4] only covered RQ 1.1 and only presented the “raw” data for RQ 2 without classifying the challenges and determining their nature (challenges due to lack of knowledge, training, low maturity or awareness about testing, due to resource constraints, versus concrete/real software testing research challenges), as we reported in Section 4.3. However, RQ 1.2, RQ 2.2 and RQ 3 cover new material added in this article. Furthermore, we extended related work and provide a more in-depth discussions throughout the article and especially also in Section 4.5.

### 3.2 Research method

To address the study’s goal and research questions, we designed and conducted an online opinion survey to collect the opinions from practitioners.

In designing the survey, we benefitted from the survey guidelines in SE, e.g., [35, 36]. We followed the recommended guidelines from [35] for the following aspects of the survey process: (1) identify the research objectives, (2) identify & characterize target audience, (3) design sampling plan, (4) design & write questionnaire, (5) pilot test questionnaire, (6) distribute questionnaire, and (7) analyze results and write the article. We also used the recommendations from [37, 38] with respect to characterizing units of observation, units of analysis, establishing the sampling frame and recruitment strategies. For designing and conducting the opinion survey, we also relied on our experience in designing and conducting surveys in the past, e.g., [10, 11].

In Section 3.2.1, we provide an overview of the survey instrument used, and in Section 0, we provide details about the data collection procedure and give an overview of the study’s population.
3.2.1 The survey instrument

Table 1 provides an overview of the questionnaire, including question categories and the answer types. Since this survey addresses practitioners, we kept the number of questions to a minimum to ensure getting as many responses as possible [35]. The questionnaire has three question categories. In the first category, we asked the participants to provide demographic and background information (questions D1 and D2).

Table 1-Questionnaire used for the survey.

<table>
<thead>
<tr>
<th>Group</th>
<th>Question number</th>
<th>Question text</th>
<th>Answer type</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demographics (D)</td>
<td>D1</td>
<td>What is your country of work/residence?</td>
<td>List of countries</td>
</tr>
<tr>
<td></td>
<td>D2</td>
<td>How many years of work experience do you have in software testing (such as 1,2,..)?  (was added in phase 2)</td>
<td>Integer</td>
</tr>
<tr>
<td>Challenges in testing (Q)</td>
<td>Q1</td>
<td>What is the level of challenge that you have in each of the following types of testing activities, in which you would consider collaborations with software testing researchers? (descriptions are provided below, see Table 2)</td>
<td>5-point Likert Scale</td>
</tr>
<tr>
<td></td>
<td>Q2</td>
<td>Please list your concrete challenges in “Test-case design (criteria-based)”</td>
<td>Free text</td>
</tr>
<tr>
<td></td>
<td>Q3</td>
<td>Please list your concrete challenges in “Test-case design (based on human expertise)”</td>
<td>Free text</td>
</tr>
<tr>
<td></td>
<td>Q4</td>
<td>Please list your concrete challenges in “Test scripting”</td>
<td>Free text</td>
</tr>
<tr>
<td></td>
<td>Q5</td>
<td>Please list your concrete challenges in “Test execution”</td>
<td>Free text</td>
</tr>
<tr>
<td></td>
<td>Q6</td>
<td>Please list your concrete challenges in “Test evaluation”</td>
<td>Free text</td>
</tr>
<tr>
<td></td>
<td>Q7</td>
<td>Please list your concrete challenges in “Test-result reporting”</td>
<td>Free text</td>
</tr>
<tr>
<td></td>
<td>Q8</td>
<td>Please list your concrete challenges in “Test management”</td>
<td>Free text</td>
</tr>
<tr>
<td></td>
<td>Q9</td>
<td>Please list your concrete challenges in “Test automation”</td>
<td>Free text</td>
</tr>
<tr>
<td></td>
<td>Q10</td>
<td>Please list your concrete challenges in “Other testing activities”</td>
<td>Free text</td>
</tr>
<tr>
<td>Feedbacks (F)</td>
<td>F1</td>
<td>Please feel free to indicate any comments or suggestions that you may have</td>
<td>Free text</td>
</tr>
</tbody>
</table>

The actual research questions (Section 3.1) of our study are addressed in the second question category, which includes 10 questions (Q1-Q10). Question Q1 is concerned with a set of test activities and the challenges participants face in these activities. As shown in Table 2, we synthesized a set of nine test activity types by reviewing popular textbooks on software testing, e.g., [39], guidelines of industry certification bodies on testing, e.g., the International Software Testing Qualifications Board (ISTQB; [40]), discussions with several senior test engineers in industry, and also our recent systematic mapping studies, e.g., [41].

For each activity type, the questionnaire asked participants to rate the level of challenge and the need for collaborations with academics (researchers) on a 5-point Likert scale (rubric), which was defined as follows:

- 0 = No challenges at all and thus no need for collaborations with academia (we are doing very well)
- 1 = Some challenges in the testing activity
- 2 = Average level of challenges in the testing activity
- 3 = Many challenges
- 4 = Lots of challenges (collaborations with academia needed)

Having rated the level of challenges, questions Q2-Q10 asked the participants for concrete challenges for each specific activity types. This detailed information was used to collect specific research topics in the nine test activities that practitioners wanted to pose for the research community. The last question category asked the participants to provide feedback if they had any (question F1).
Table 2-Overview of the test activity type evaluated in the survey

<table>
<thead>
<tr>
<th>No.</th>
<th>Activity Type</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Test-case design (criteria-based)</td>
<td>Designing test suites (set of test cases) or test requirements to satisfy coverage criteria, e.g., line coverage</td>
</tr>
<tr>
<td>2</td>
<td>Test-case design (based on human expertise)</td>
<td>Designing test suites (set of test cases) based on human expertise (e.g., exploratory testing) or other engineering goals</td>
</tr>
<tr>
<td>3</td>
<td>Test scripting</td>
<td>Documenting test cases in manual test scripts or automated test code</td>
</tr>
<tr>
<td>4</td>
<td>Test execution</td>
<td>Running test cases on the software under test (SUT) and recording the results</td>
</tr>
<tr>
<td>5</td>
<td>Test evaluation</td>
<td>Evaluating results of testing (pass or fail), also known as test verdict</td>
</tr>
<tr>
<td>6</td>
<td>Test-result reporting</td>
<td>Reporting test verdicts and defects to developers, e.g., via defect (bug) tracking systems</td>
</tr>
<tr>
<td>7</td>
<td>Test management</td>
<td>Encompasses activities related to test management, e.g., planning, control, monitoring, etc.</td>
</tr>
<tr>
<td>8</td>
<td>Test automation</td>
<td>Automating any test activity</td>
</tr>
<tr>
<td>9</td>
<td>Other testing activities</td>
<td>Includes activities other than those discussed above, e.g., regression testing, and test prioritization</td>
</tr>
</tbody>
</table>

When designing the survey, we were aware of common threats to internal validity in surveys [35, 36], e.g., (1) Lack of a common understanding of the questions among subjects; (2) Bias introduced by researchers in selection of or framing of the questions (for instance, leading questions, omissions, and so forth); (3) Insufficient questions to test consistency for constructs across multiple questions; (4) Ordering of the questions [42]. We took the following decision w.r.t. each of them, with the goal of reducing their negative impacts on internal validity.

To ensure that our survey subjects (participants) would come to a common understanding of the survey questions, we made sure the questions were grounded in conventional software-testing concepts that practitioners were more likely to relate to and understand. This was achieved by using the terminology and concepts used/defined in popular textbooks on software testing, e.g., [39] as discussed above, and also the guidelines of industry certification bodies on testing, e.g., ISTQB [40]. Furthermore, to ensure the quality and clarity of the survey questions, we piloted the questionnaire with five test engineers in the industry. All five of them mentioned that the questions and the terminology used were already clear. One feedback that we received during the piloting phase was to provide a brief explanation of the concepts for each survey question, which we took into account to improve the questionnaire accordingly. We provided the short definitions as a reminder to prevent potential confusions about terminology and to ensure that participants clearly understood the questions. We show a partial screenshot of the finalized online survey in Figure 2, in which the reader can see the brief explanations.

The second common threat in the above list is possible (unwanted) bias introduced by researchers in selection of or framing of the questions. An online article in Wikimedia [43] highlights the importance of suitable framing of survey questions as follows: “When people misunderstand survey questions, they often don’t answer them the way the survey creator intended. By the time the survey creator realizes this, it’s usually too late”. Two example suggestions provided in [43] are: “When asking multiple-choice questions, make sure you provide choices for all the major types of answers you expect to receive, at the right level of specificity”, and “Ask open-ended questions in a way that encourages people to elaborate, rather than give one word answers”. By keeping our questions short but concise, we believe we framed the questions with good quality. We ensured designing the wording of our questions in “neutral” tones, e.g., “What is the level of challenge that you have in each of the following types of testing activities?”. By this, we wanted to ensure that respondents would fairly provide the actual level of challenges that they have been experiencing in their test activities.

Another design issue (trade-off) for the survey was its length versus having multiple questions for the same construct, which could increase the survey’s reliability” [36] (the third common threat in the above discussion). As we discussed above, since this survey addresses practitioners, we kept the number of questions to a minimum to ensure getting as many responses as possible [35]. Thus, we designed the survey instrument to be short, which is an advantage in obtaining compliance but we understood the drawback that it lacked multiple questions for the same construct. A standard test of question reliability is Cronbach’s alpha [36], or the correlation among responses to the related questions. We were aware of that the inability to apply these metrics would limit the internal validity, but in the context of this trade-off, we decided to keep the number of questions to a minimum to ensure getting as many responses from practitioners as possible.
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The last common threat in the above list is the ordering of the questions, a topic about which specific papers have been published, e.g., [42, 44]. The expression “order effect” refers to the well-documented phenomenon that different orders in which the questions (or response alternatives) are presented may influence respondents’ answers [44]. This issue was not complex to decide for us since we essentially had three groups of questions, the last being just a feedback, leaving us with two main question groups only (demographics, and challenges in testing), as shown in Table 1. Most SE surveys start with demographics questions thus most respondents are quite used to seeing demographics questions first. Thus, we followed this routine. The next issue was to decide on the suitable order of questions in the “challenges in testing” group. We had in this group a question asking for the level of challenges for each type of test activity, and the second sub-group asking concrete challenges for each type of test activity. The design was again quite straightforward since it was logical to first ask the more general Likert-scale questions on the level of challenges, and then the concrete challenges for each type of test activity.

![Challenges in testing](image)

Figure 2- A screenshot of the online survey, which shows the explanations of the concepts provided to respondents, to ensure a common understanding of the questions

After careful design of the survey based on the above discussions, we implemented the questionnaire of Table 1 in the Google Forms online tool and then proceeded to data collection, which we discuss next.

### 3.2.2 Data sources and data collection

We executed the survey in two rounds (phases). The first round was executed during Fall 2016 and the second round was executed during Fall 2017. Compared to phase #1 of the survey, we added one extra question in phase #2 to improve the aspects that we gathered the opinions about: years of work experience in software testing.

The sampling method used for the survey was “convenience sampling”, which is the most widely used survey approach in SE [45]. Albeit its drawbacks, as a non-probability sampling method, convenience sampling has been used in many studies.
and has been found an acceptable approach [46], e.g., in our previous Canada-wide surveys [47, 48] and also by other researchers, e.g., [49]. In convenience sampling, “Subjects are selected because of their convenient accessibility to the researcher. These subjects are chosen simply because they are the easiest to obtain for the study. This technique is easy, fast and usually the least expensive and troublesome. ... The criticism of this technique is that bias is introduced into the sample.” [50]. In all forms of research, it would be ideal to test the entire population or a large ratio of it, but in most cases, the population is just too large that it is impossible to include every individual. The challenges are to identify the target population and obtain a suitable random sample. Albeit its drawbacks and bias in the data, this does not mean that convenience sampling is generally inappropriate. For example, Ferber [51] refers to the exploratory, the illustrative, and the clinical situations in which convenience sampling may be appropriate. Convenience sampling is also common in other disciplines such as clinical medicine and social sciences. We realize and acknowledge that while convenience sampling could have some limitations, however given its wide-spread use in the literature, its advantages [45], and the limitation of our resources in this project to conduct more sampling approaches, we decided to use it in our data collection.

We sent invitations to testing practitioners in our contact network. We also posted messages in our social media (Twitter) profiles. In total, we received 28 responses in the first round of the survey, as reported and analyzed in [4], and 30 additional responses were received in the second round of the survey’s execution. We did not use “snowball” sampling [35] in our data collection, since it could potentially amplify bias in sampling. Snowball sampling is a non-probability sampling technique where existing study subjects recruit future subjects from among their acquaintances [35]. To prevent this bias, we did not explicitly ask the respondents to also forward our survey invitation in their networks.

To complement the data that we gathered from the online survey, we augmented the dataset with data from one additional data source. Two of the authors have been involved in a set of 14 IAC projects recently [19], in which concrete industrial challenges were identified and solved via joint IAC projects. Based on these 14 IAC projects, we created 14 data points and added them to the dataset. Using qualitative coding [52], we mapped the challenges addressed in these projects to our classification of test activities as listed in Table 2. For example, given a project with the following need: “Need for a systematic approach to decide what test cases to automate in software testing”, we mapped it to test activities “Test automation” and “Test management”, with Level-of-Challenge=3 in the Likert scale (out of 4). Needless to say, for the 14 data points generated from those 14 projects, we only filled the dataset under the challenges-in-testing columns (see the questionnaire design in Table 1), and left the demographics (D) and feedbacks (F) sections empty. Such an approach did not have any negative impact on the survey data, since the challenges-in-testing columns were consider the must-to-fill columns and the other columns were also used as optional data. We show in Table 3 the characteristics of the 14 IAC projects and the data points generated from them. Readers can follow how we have derived the level of challenges (Likert scale 0-4) from the industrial need of each project.

In total, we collected 72 (28+30+14) data points from the two survey phases and our past IAC projects, as discussed above. We believe that the multiple data sources provide different angles on industry’s challenges in software testing as well as external (generalization) validity of our dataset and the study [53] as findings are drawn not from one data source only, but from a variety of inputs.

To provide full traceability, replicability and transparency, the full versions of the survey questions (for both phases) can be found online in [54] and [55]. The dataset can also be found online in [56].

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>CA5-testing-Pason</td>
<td>Need for a systematic approach to CA5-testing-Pason</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3-Three selected examples from the 14 IAC projects and the data points generated from them (when a cell is empty, the corresponding level of challenge is 0)
4. Results and analysis

This section presents the study’s results. We first provide an overview of the demographics, followed by the elaboration of the research questions, recommendations, and a discussion of the potential threats to validity.

4.1 Demographics

The question D1 asked for the respondent’s country of residence to get a sense of the distribution (and the representativeness) of our dataset. Figure 3 shows the answers per country represented in the dataset. In total, we see that eight countries are present in our dataset, and that the authors’ countries of residence have influenced the geographical composition of the dataset. In our past surveys on testing practices in Canada and Turkey [10, 11], and by comparing them to results of other surveys in the literature (e.g., [57, 58]), we have not observed major differences in the general profiles of software testing communities and their challenges in different countries. Hence, we consider the dataset sufficiently representative in terms of general challenges in software testing.

![Figure 3- Breakdown of data points by countries](image)

The question D2 of the survey (Table 1) asked for the respondent’s years of work experience in software testing. Figure 4 shows the histogram of data points regarding this question. As we can see, the majority of the respondents have between 5 and 15 years of work experience. Four respondents had more than 20 years of experience. Thus, we can say that the pool of respondents provides a good mix of both junior and senior software testers.
4.2 RQ 1: Challenges in test activities

In the following, we discuss the research questions 1.1 and 1.2.

4.2.1 RQ 1.1: Level of challenges in test activities

For RQ 1.1, we analyzed the level of challenge for each test activity type. Figure 5 shows the histograms of the level of challenges for each type of test activity. Figure 5 provides the distribution including the mean (average) and the median for each type of test activity (only for illustrative purposes).

Figure 4- Breakdown of data points by years of work experience in software testing
Note that, only for illustrative purposes, we converted the 5-point Likert scale values into numerical values in the range from 0 to 4 in Figure 5. Since we are dealing with ordinal variables in this case (the Likert scale), we were aware of the nature of ordinal variables and limitation of analysis using these qualitative data. As it has been widely discussed in the literature and the statistics community, e.g., in [59], when dealing with ordinal variables, analysis using average alone is usually not appropriate, and is only permissible with certain caveats, e.g., when the ordinal data are normally distributed. But as we can see in Figure 5, the ordinal data in our case are not normally distributed.

The widely-accepted recommendation in the statistics community is to “use the mode for nominal data, the median for ordinal data, and the mean for metric data” [60]. To analyze the level of challenges in an aggregated manner, we calculated the average (mean), median and mode values for level of challenges, and show them in Figure 6.

In Figure 5 and Figure 6, the average values of challenges in all test activity types are between [0.76, 1.83] (out of 4) and their median values are all either 1 or 0. This shows that, for most of the test activity types, the majority of the respondents reported low levels of challenges (i.e., see the number of ‘0’ and ‘1’ entries in the histograms). Furthermore, we observe that all histograms in Figure 5 tend to be left skewed. We argue that a combination of the following possibilities plays a role in this outcome:

1. Relatively high technical maturity/capability of respondents and their teams in the testing activities;
2. Simplicity of testing tasks in their contexts; and/or:
3. Respondents being unaware of having challenges or unaware of being able to conduct testing in a more effective/efficient manner

While any of the above possibilities may play a role, we elaborate on each of the above possibilities next. As one would expect, there is a wide spectrum of technical maturity/capability among different test engineers, teams and companies, e.g., [61]. Even, there are systematic approaches to measure test maturity in the industry [62], using models such as Test Maturity Model integration (TMMi) [63]. Thus, it is natural to see some respondents reporting no or low level of challenges and some report high level of challenges in their testing projects (possibility 1. above).

Furthermore, industrial domains, contexts and complexity of SUTs vary among different practitioners, e.g., testing a mobile app game would perhaps be less complex than testing a safety-critical control system. Such factors would expectedly impact the level of challenges among different respondents (possibility 2. above).

Another possibility (3. above) could be that a tester would be unaware of having challenges, due to not having a chance to do self-reflection on her/his technical activities, or unaware of the existence of better test approaches for conducting testing in a more effective/efficient manner.

When we look at the data for different types of test activities in Figure 5 and Figure 6, we see that test management, automation and “other” test activities have been generally rated higher by practitioners concerning the level of challenges; compared to the other activity types test-case design, scripting, execution, evaluation (the test oracle problem) and test-result reporting. We provide next some explanations for the differences among the levels of challenges for different types of test activities.

Test execution is seen less of a challenge, since one can assume that the more mature testing is, the more automated it is and, thus, test execution becomes less challenging for a practitioner. In the presence of test automation, the challenge usually “shifts” from the actual test execution to test scripting, i.e., how to best “program” the test scripts and to co-maintain them as the SUT changes, a topic which has been phrased as “test-code engineering” [64].

Test scripting is technically separate from test-case design, but in industry, as per observations of authors, most practitioners conduct test-case design while implementing test scripts. As studies such as [65] have shown, most practitioners know the names of most test-case design techniques, but many cannot or, even if they can, do not apply them (rigorously), which indicates a general lack of knowledge, lack of awareness regarding systematic test-case design techniques, or lack of resources to apply them. For example, test-design techniques such as search-based testing and mutation testing are novel.
test design technologies, but as per our international experience [19, 66], they have limited usage in industry in general. Other studies have also identified such as phenomenon, e.g., [5, 67].

As test automation is a key aspect of agile software development practices, many practitioners automate their test suites to meet short delivery cycles [68, 69]. Even if a practitioner has many years of experience in test automation, the problem cannot be viewed as fully solved from a practitioner’s point of view, since many challenges remain in the “full” automation of all test activities for a given SUT. Practitioners may especially perceive test automation as challenging as it is quite technically compared to many other test activities. The high degree of technicality also implies that test automation is also a relative dynamic area because the underlying system and test technologies as well as the system itself continuously change. Furthermore, the ever increasing amount of automated test cases induces additional changes, for instance to prioritize test cases and to handle test case dependencies.

Figure 6 - Average (mean), median and mode values for level of challenges (max=4)

4.2.2 RQ 1.2: Impact of work experience on observing challenges

For RQ 1.2, we were curious to see if there are any correlations among a practitioner’s level of challenge with her/his years of work experience in testing. The expectation is that with more years of work experience in testing, a typical tester is expected to gain more experience/knowledge about testing and thus faces less challenges. We aggregated all the level of challenges on the nine test activity types (see Table 2) for a respondent to a single measure by summing up all the nine challenge values. Since each challenge level in each test activity type could be between 0 and 4, the sum values could be between 0 and 36. Figure 7 shows the correlation of the sum of challenges with the number of years of work experience. Only 27 of the respondents provided their years of work experience and thus Figure 7 shows 27 data points.

In Figure 7, we also show the quadratic fit (regression) curve, and the correlation values and the respective p-values using both Pearson and Spearman correlation. Since one of the variables (sum of challenges) is an ordinal data, the Spearman Rho should be mainly used for correlation analysis. Although the points are not clearly scattered on a line or a curve, we can see that the regression fit curve indicates a slight decrease of the sum of challenges with increasing work experience, which is supported by a weak negative correlation (-0.06 and -0.13 for the two correlation metrics) between the sum of challenges and the years of work experience in testing. When starting as a software tester, an engineer usually observes a certain number of challenges, as in every new field. However, even experienced testers still observe challenges, but to a slightly lower
extent. This seems like an interesting finding because it suggests that day to day work of software tester does not generally provide the necessary conditions for improving expertise. This is where academic assistance might fill the gap, e.g., by education, corporate training or via industry-academia collaborations in software testing [19].

Figure 7 - Correlations between level of challenges versus years of work experience

4.3 RQ 2: In-depth analysis of challenges and their nature

For RQ 2, we raised two sub-questions, which are analyzed and addressed next. In RQ 2.1, we classify the (raw) reported challenges into several categories, e.g.: (1) those related to lack of knowledge/training, (2) resource constraints, and (3) “real” research challenges. In RQ 2.2, we synthesize and present the concrete research topics posed by industry.

4.3.1 RQ 2.1: Classification of challenges

Once we had the dataset, we looked at the raw reported challenges and noticed that, as expected, different respondents have used different terminologies in reporting their challenges. The reported data were qualitative, and thus, we had to properly process and synthesize the qualitative data before reporting.

To process and classify the reported challenges, we used qualitative coding [52], which is the widely-used approach to process qualitative data. In our process, we conducted “open” and “axial coding” [52]. Through qualitative coding, the following classifications “emerged” from the reported challenges: (1) concrete/real software testing research challenges; (2) non-technical challenges or challenges outside testing; and (3) unclear responses, too generic, or not challenges really. We furthermore classified non-technical challenges or challenges outside testing into these sub-categories: (1) challenges due to lack of knowledge, training, low maturity or awareness about testing, (2) challenges due to resource constraints, (3) technical challenges outside testing (e.g., requirements), and (4) other challenges. Qualitative coding of the reported challenges was conducted by one researcher and then peer reviewed by all other involved researchers (authors). There were very few disagreements which were discussed until consensus was reached for all cases.

To provide insights on how we conducted the qualitative coding, we provide a few examples next. For the challenges under the test scripting activity type, one respondent had provided: “We are not mature enough with [test script] documentation. Not managed properly. It would be nice to get additional manpower to help”. To us that statements were clearly not real software testing research challenges. We thus classified them as follows: “We are not mature enough with [test script] documentation. Not managed properly.” was moved to the category: “Due to lack of knowledge, training, low maturity or
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awareness”. Furthermore, we moved the provided challenge: “It would be nice to get additional manpower to help” to the category: “Due to resource constraints”.

Another example for our qualitative coding approach is as follows: one respondent had provided the following comment under challenges for test-case design (criteria-based): “Communication between developers and clients can be a problem”. This phase to us clearly was not a real software testing research challenge. We thus moved it under the classification of non-technical challenges outside testing.

Based on the result of our qualitative coding process, we provide the breakdown of the challenge categories in Figure 8. In total, 168 challenge items were provided by the 72 data points, i.e., a single data point provided by a practitioner could contribute zero or many challenges. From the 168 reported challenges and respective explanations, we could classify 104 (61.9%) as concrete/real software testing research challenges in one of the nine test activities and 44 (26.2%) as challenges outside testing (see Figure 8). The remaining 20 items were no real challenges.

As shown in Figure 8, 44 out of 168 challenges (26.2%) were classified as challenges outside testing. Of those challenges, 29 were identified reporting challenges due to lack of knowledge and training, as for instance stated by the participants: "Project managers lack basic knowledge about and are unaware of test automation", "We are not mature enough with test documentation", ":[Test process] not managed properly", "we need expertise in automated software testing", "there is a need of education of developers and testers", "Basically [most] practitioners are uneducated in testing", and "People know the theory and name of test design techniques, but very few can translate this into an applicable automated test".

It is unquestionable that SE education (e.g., [70-72]) and software testing education and training (e.g., [73-75]) have been important and active areas of research and practice. However, from our dataset, we can infer that, still, the community sees the need for better software testing education and training, as many practitioners still admit to not have reached high test maturity in their teams, which is mostly due to lack of education and training. There are large international associations working on such activities, such as the International Software Testing Qualifications Board (ISTQB; [40]), but more effort regarding education and training is needed; ideally by integrating testing education into modern SE and computer science curricula as well as by making testing knowledge accessible to practitioners, e.g., via online courses.
Another five statements from the challenges outside testing reported challenges due to resource constraints, such as: "It would be nice to get additional manpower to help [in testing]", "Time is a problem. So if the academia can help with even quicker [test] processes, it would be great", "Insufficient time allowed [for testing]", and "Testing team not given sufficient time".

Eight statements from the challenges outside testing were identified reporting technical challenges outside testing (e.g., requirements): "Poor (low quality) requirements", "compromising between the stakeholders", "Bad shaped requirements affect the test-case design and the processes", "User stories or requirements sometimes are not testable", and "understanding and improving testability on various levels and artifacts". Finally, two statements reported non-technical challenges outside testing, specifically: "Test politics (resistance among testers and developers)", and "Communication between developers and clients can be a problem".

Of the reported challenges, 20 (11.9%) were unclear responses, too generic, or not challenges at all, which we grouped in their respective group, e.g., “Finding good oracles w.r.t. requirements”, “Customers don't want to pay for tests”, “Acceptance Testing, and Behavior-Driven Development”, “We need help in creating a general structure that is able to get a superior view about the whole”, and “Non-functional tests approaches. Better metrics in test”.

Once we partitioned the set of reported challenges, we had the set of reported concrete research challenges, which we report next.

4.3.2 RQ 2.2: The set of reported concrete research challenges

As discussed above, we looked at the type/nature for each of the 168 reported challenges and their explanations. In total, we classified 104 (61.9%) under real software testing research challenges using the nine test activity types (Figure 8). Classification shows that the top-3 challenging areas are: (1) test automation (reported by 22 data points), (2) challenges in the group of “other” testing areas (reported by 16 data points), and (3) test management and test-design (each in 12 data points). In general, we saw that the higher level of challenges each participant had reported, the more concrete research challenges she/he reported.

Table 4 provides a subset of the research topics posed by industry for each test activity type. Note that, for brevity, we provide only a subset of the topics in Table 4, while the entire list of all the posed research topics is available in the online dataset [54]. As we can see, a variety of research topics is suggested by practitioners, e.g., reusable test-case design, and optimizing the number of test cases. We would like to invite the research community to consider this list as catalog for potential topics to work on. However, on many of these topics research has already been performed. Is it has also be further investigated why the available research results are not accessible or not applicable for practitioners.

<table>
<thead>
<tr>
<th>Test activity</th>
<th>Example research topics suggested</th>
</tr>
</thead>
<tbody>
<tr>
<td>Test-case design</td>
<td>• Need for better test-case data generator tools</td>
</tr>
<tr>
<td>(criteria-based)</td>
<td>• Need to check redundancy among test cases</td>
</tr>
<tr>
<td></td>
<td>• What is the minimum test that can test the maximum number of requirements when we have a reasonably mature platform?</td>
</tr>
<tr>
<td></td>
<td>• Reusable test-case design</td>
</tr>
<tr>
<td>Test-case design</td>
<td>• Dependence of quality of exploratory testing on human testers</td>
</tr>
<tr>
<td>(human expertise)</td>
<td>• Exploratory testing is hard to document or track</td>
</tr>
<tr>
<td></td>
<td>• How to ensure that exploratory testing captures all test cases systematically?</td>
</tr>
<tr>
<td></td>
<td>• We face challenges when dealing with manual test data because a manual tester obviously does not use the system (exactly) the same way every time.</td>
</tr>
<tr>
<td></td>
<td>• Exploratory testing need to be better defined and studied closer to see what it actually can contribute in for example integration testing</td>
</tr>
<tr>
<td></td>
<td>• The whole topic of exploration [exploratory testing] is not embraced enough by academia; exploration is much more motivating and seems to have much better results than scripted test cases yet is seen as a &quot;toy method&quot;.</td>
</tr>
<tr>
<td>Test scripting</td>
<td>• Need for automated unit-test code-generation based on source-code</td>
</tr>
<tr>
<td></td>
<td>• Need for better tool support for automated test-script generation form test specification</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Test activity</th>
<th>Example research topics suggested</th>
</tr>
</thead>
</table>
| Test execution | • Need for domain-specific languages (DSL) to simplify documenting manual test cases  
• Help is needed for writing mock-driven unit tests (which are tedious [to write])  
• Lean test documentation, document-less test documentation (video, audio etc.), efficient test code generation, reusable test code  
• [Automated] set up of embedded devices and test environment; virtualization of devices and environment; simulation of environment  
• Immaturity of tools for test execution for real-time embedded systems (issues such as time-deterministic execution)  
• Lots of efforts for setting up test environments for the same SUT for different clients  
• It is hard to involve external resources and people [in test execution]. Only if they have experience from the same field, it is useful.  
• Execution related to massive variation of test environment is a huge problem for many industries. There is an "explosion" of configurations here. In that aspect, there is much to do for researchers.  
• Test environment setup has been always a big issue for test engineers. Some standards and operation procedures are needed to improve the process |
| Test evaluation | • Automating test oracles for embedded software systems  
• Automation tools don't always provide the expected output. It is difficult to evaluate upon wrong [unreliable] outputs  
• Test verdicts are hard to be determined when results are analogue, varied or non-functional requiring pure analytic  
• Need for test oracle for complex systems such as GPS software  
• Need for approaches based on machine learning in test evaluation  
• How to process massive amounts of log data and automatically detect potential unknown functional and non-functional problems in regression testing |
| Test-result reporting | • Complexity of maintaining and documenting test results  
• Need for better metrics, and better visualisation in support of test-result reporting  
• Test Reports should have more Key Performance Indicator (KPI)'s beyond test results  
• Visual display of test results |
| Test management | • Need for better coordinating of testing with Release Management ROI calculation  
• Need for better test-related management reports  
• Which tests to select for each stage of development project to balance test effort and finding defects early?  
• Objectively assessing the effectiveness and efficiency of test management  
• Test size and effort estimation  
• Figuring out what test approach is relevant  
• Help in prioritising tests  
• Need for test process maturity assessment and improvement  
• Better techniques/metrics for deciding what should be tested  
• Determining the value of testing vs. cost of testing |
| Test automation | • Maintenance of test automation  
• Need for test automation across the entire test process (not just execution)  
• How to make test automation more reliable?  
• How to compare different test frameworks?  
• How can one determine automation scope?  
• Tools are not easily customizable  
• What is the right amount of automation? |
| Other testing challenges | • Regression testing of complex legacy software  
• Design testability  
• Need for more effective tool-support for traceability analysis, especially test artifacts, in embedded software  
• Fidelity of testing when compared to actual, real world use (e.g., it passed all the tests, but *still* failed in the field)  
• How to make legacy code more testable  
• SW visualization in support of testing (e.g., of data and control flow), Heat mapping/visualization of test cases and code coverage for xUnit based test frameworks such as Google Test |

4.4 RQ 3: Industrial challenges versus the recent focus of the academic community

The aim of RQ 3 was to “contrast” industrial challenges versus the research focus of the academic community in recent years.
To be able to address RQ 3 in a quantitative manner, we used the data for the level of challenges of different test activities in industry (RQ 1.1) as one source. To contrast that data, we needed a dataset to quantify the level of activity by academia on different test activities, i.e., how much challenge industry has on test automation versus how much academia has focused on test automation. Since testing is a large research field and clearly several thousand papers that have been published in this area [76, 77], we did not see any data source providing such metrics for us. As a proxy, we had access to data from two systematic mapping studies in two sub-areas of software testing: web application testing [41] and testing embedded software [78], as the first author was involved in those studies. These two systematic mapping studies had done classifications of all papers published on those sub-areas of software testing w.r.t. different test activities, thus we could use them. Although these two datasets were not perfect (ideal) since the level of activity by academia on different test activities in these two particular sub-areas of software testing may be different from the entire field of software testing. However, we still think these two proxy datasets provide an interesting snapshot.

We considered the number of papers studied in each of the mapping studies [41, 78], for each of the nine test activity types (see Table 2) as a proxy to quantitatively measure the level of recent focus of the academic community.

We compared the normalized level of challenges for each test activity type (as the quantitative proxy of level of industrial challenges) to the number of papers metrics taken from these two systematic mapping studies [41, 78], which is illustrated in Figure 9 using two scatter plots. The X-axes in both cases represent the normalized level of challenges for each test activity type (max=1.0, as calculated in Section 4.2.1) and the Y-axes are the number of papers concerning the test activity types in the two domains (web application testing [41] and testing embedded software [78]).

Note that there are slight differences between the classifications used in the two previous studies and the article at hand: the “Test scripting” and “Test-result reporting” categories have not been used in the previous studies. Furthermore, the classifications used in the systematic mapping study on testing web applications [41] did not have the “Test management” category. Therefore, we omit such cases in Figure 9.

By looking at Figure 9, we observe a noticeable difference between the two communities (industry versus academia) in both cases. To provide a big picture, we divided the charts into the two sectors excessive (academic) research, and shortage of research. The former denotes testing areas in which there is more academic research than the level of existing industrial challenges, and the latter denotes where further academic research is needed. Interestingly, both testing topics (web testing and embedded software testing) reveal similarities as shown in Figure 9, e.g., there is slight shortage of research on test automation in both testing domains. Also, there is excessive research on topics such as test design (criteria-based) and test evaluation on both testing topics. In the area of testing embedded software, fewer research has been performed on test management issues, where practitioners see more challenges.

We should mention at this point that “some” degree of mismatch is expected between the two communities (industry versus academia), given the different goals and timelines of industry and academia [79]. Academia works on long-term research problems, e.g., finding better approaches for test-case design, while industry faces challenges to increase efficiency and effectiveness of testing via approaches such as test automation. We believe that a main reason behind the “mismatch” of industrial challenges versus the recent focus of the academic community is low industry-academia collaboration in SE in general and in software testing in particular. This opinion is based on the authors’ years of fruitful experience in conducting such collaborations, e.g., [19, 66, 80, 81], and also experience-based opinions of many other researchers in the field [79].

As Wohlin mentioned in [82]: “Collaboration between industry and academia supports improvement and innovation in industry and helps to ensure industrial relevance in academic research”. The lack of such collaborations (the disconnect between research and practice) would hurt both sides: (1) it hurts researchers since their research topics tend to have low practical relevance [83, 84], their research output does not get the cane to have industrial impact, and most papers are only read and cited by a few other researchers only [85]; and (2) it also hears the software industry as they do not get the opportunity to use novel SE techniques developed in academia for improvement and innovation in industry. Of course, further discussions, implications and root causes of the gap are topics, which have been discussed widely in SE and other fields, are controversial and beyond the scope of this article.
Figure 9 - Normalized level of challenges in each test activity type (max=1) versus number of papers in two example testing domains (web testing and embedded software testing) reviewed in two survey studies

The trends shown in Figure 9 also seem to confirm our findings from [5]: while "researchers in academia feel excited by theoretically-challenging issues", e.g., search-based test-case design, practicing test engineers would like to find ways to improve effectiveness and efficiency of testing (e.g., by better support for managing test automation) and are generally less interested in sophisticated methods or techniques, which they consider to be complicated and labor-intensive.

Furthermore, in our IEEE Software paper [5], we found that, when practitioners talk about test automation, they regularly refer to automating the test execution phase. However, academic work on automated approaches is mostly concerned with test-case generation and test oracles. Regarding the 10 most common phrases in the industrial testing conferences, practitioners discuss testing in its relationship to software quality quite frequently. Also, management issues and testing in the context of agile development are hot topics. Mobile testing, Cloud testing and performance testing are also popular issues. Finally, testing in context of continuous integration and delivery is a popular topic in industry [68, 69] and is frequently covered in talks at industrial conferences [5].

On the other hand, it seems that researchers in academia usually feel excited by “theoretically challenging” issues such as combinatorial testing and search-based test-case design, while practitioners just seek ways to improve effectiveness and efficiency of testing (e.g., better test automation) without the need for “fancy” methods or techniques, which they consider too complicated and time-consuming to implement and deploy into practice [79]. Model-based testing is quite popular in academia and seems to have some relevance in specific industry sectors, e.g., in testing automotive software, medical devices, and safety-critical systems in general. Yet, according to our data, model-based testing not widely used in most industry sectors. Mutation testing is widely discussed in research but seems to attract low attention in industry. To sum up, the topics of interest in industry and academia are quite different. Thus, we can state that the two groups “live in two different worlds”, since their areas of interest and focus are quite different and we have seen that this is one main reason for low interaction among the two communities [5]. Hence, the findings of the current study support [5] and, moreover, both studies complement each other.

4.5 Discussion and recommendations

We summarize our discussions in this section, provide a critical overview on the state of the practice and then present a few recommendations.
4.5.1 Challenging test-activity types

As a key outcome, our results show that practitioners consider test management, test automation as well as other test activities the most challenging test activity types. Other test activity types such as test-case design, test execution, evaluation and test-result reporting have been seen less challenging.

Regarding test management, some of the main challenges raised by practitioners are related to assessing the effectiveness and efficiency of testing. Practitioners need guidance for selection of suitable testing approaches for a given context (testing challenge at hand) as well as the estimation of their return on investment (ROI). Such a challenge is typically seen in a process and organizational context that is often abstracted away when measuring cost-effectiveness of testing approaches in most of research studies [86]. There is a general shortage of studies measuring the ROI of different testing approaches. The good news is that there exist a handful of such studies, e.g., an ROI analysis was performed for model-based testing in [87] and jointly performed by practitioners and researchers in the context of the European Space Agency. Cost/benefit analyses of test automation in two industrial contexts were reported in [88, 89]. We should note that academic experiments performed in clearly-defined contexts are of high value, but at the same time, there is also a need for meta-studies on the effectiveness and efficiency of testing approaches based on primary studies, which could provide decision-support for practice.

Furthermore, similar to evidence-based medicine [90], there is the issue of efficacy versus effectiveness. Efficacy is defined as the performance of an intervention under ideal and controlled circumstances, whereas effectiveness refers to its performance under 'real-world' conditions. As nicely summarized in a blog-post [91] in the grey literature of evidence-based medicine, “Tightly controlled trials are poor predictors of real-world outcomes”. While most industrial papers in SE (including software testing) are often “case studies”, a medical effectiveness study attempts to collect data from a very large set of cases from varying contexts. This distinction, and the large-scale real-world trial are largely absent in the SE literature. Key challenges regarding test automation are maintenance of test automation scripts, devising “proper” strategies for test automation across the entire test process, and also decision-support for choosing test frameworks. The latter two challenges are also related to test management. Therefore, key challenges especially arise at the interface of test automation and management. The raised test automation challenges are linked to the issue that the term “test automation” is often used and interpreted slightly different in industry and academia [5]: while practitioners mainly refer to automated test execution that is essential for modern agile and continuous software development [92], researchers mainly consider automated test-case design.

Other testing challenges are mainly related to testing legacy systems as well as testability aspects (as discussed in Section 4.3.1). Testing legacy systems is an aspect largely neglected both in research and in education where “greenfield” development is preferred to “brownfield” development [93, 94]. However, in practice, challenges often arise in the context of continuous co-evolution of software systems and their test suites, which is also related to test automation maintenance, and also when deploying and testing new software systems in the presence of existing (legacy) software systems.

4.5.2 State of the software-testing practice: a critical overview

In retrospective, after exploring and analyzing the industry’s challenges in software testing, a few questions arise, e.g., (1) whether industry, in general, is doing the “right” things, i.e., the techniques, generally used in practice, are generally “good enough” for purpose or should be enhanced, and (2) whether industry is doing the things well enough (adequate training, skill, and resourcing). In our opinion, the answer is: “It depends”, an answer which is applicable to many SE-related questions [95, 96], as we discuss below.

The above two questions are mostly related of maturity of testing practices in a given software company, and various studies / models have been published to assess such a maturity. A recent multivocal literature review (MLR) compiled a list of 57 models for software test maturity assessment and test process improvement [62]. An example maturity model is the Test Maturity Model integration (TMMi) [63], which has been inspired by and is based on the Capability Maturity Model Integration (CMMI) [97], which itself, is used for maturity assessment of general SE practices.
Several survey studies have been published by the TMMi foundation, e.g., [61], which provide a high-level picture on the general test maturity of the software industry. We can see that, as one would expect, there is a varying spectrum of test maturity among different companies, e.g., in the level 1 (ad-hoc) to level 5 (optimization) of TMMi [63]. It is expected that if a given test team or company has low maturity, it would experience many challenges, and the reverse being expected for companies with higher test maturity. We were explicitly aware of this phenomenon and design and analysis of our survey, and for this reason, we classified the reported challenges in Section 4.3.1 into three categories: (1) concrete/real software testing research challenges; (2) non-technical challenges (e.g., due to resource constraints) or challenges outside testing; and (3) unclear responses, too generic, or not challenges really. In our opinion, the challenges reported in category (1) above are really “valid” test-related challenge, since for example when a respondent mentioned her/his company cannot conduct systematic performance testing due resource constraints, it is just a concrete organizational resource issue and not a technical challenge for us to consider.

Furthermore, aside from testing, there have been numerous efforts to shed light on general status of success, maturity and challenges of the software industry, e.g., the infamous CHAOS reports [98], which has been published since 1994, have been critical on the success rate of software projects and thus questioning whether the software industry, in general, is doing the “right” things w.r.t. SE and software testing practices. But there has been much criticism to the CHAOS report, e.g., [99-101]. With the high importance and penetration of software systems in the modern society, although we hear in the news about software defects once in a while, it is generally true that most systems have high quality. This honest view is in line with what Robert Glass reported in an IEEE Software paper in 1994 [102], in which he criticized the notion of “software crisis” and especially that it almost had not existed, or was not as major as many researchers had argued at the time. In his 1994 writing [102], he expressed the opinion that we had entered the “Golden age of computing” since that time, meaning that software industry was not crisis and was quite successful, in general, in developing high-quality software. The authors of this paper share this opinion, also for the current time. It is our belief that although complexity and size of software systems have increased tremendously since the 1990’s, industry and, sometimes academia, have developed more sophisticated SE and software testing approaches.

With the above discussions on the realities of the modern software industry, we can argue that the software industry, in general, is doing reasonably “right” things in terms of testing. However, as discussed in Section 4.4, many companies still have the challenge (and goals) of increasing efficiency and effectiveness of their test practices.

4.5.3 Implications and Recommendations

In summary, we want to highlight that our article and the results presented in this article are intended to target both researchers and practitioners:

1. Researchers are the main audience of this article as they may get insights to the level of challenges of different test activities (Section 4.2). Furthermore, they may also review the set of reported concrete research challenges in testing (Section 4.3), and possibly derive research activities from them;

2. Practitioners could benefit two-fold:
   a. Practitioners may review the level of challenges in different test activities (Section 4.2) and also the set of concrete research challenges in testing (Section 4.3) reported in this article, which have been gathered/synthesized from a large number of other practitioners. Furthermore, they may “benchmark” their own challenges, i.e., they may or may not have the same challenges or on the same levels (magnitudes). That could provide a self-reflection on the issue and possibly encourages them to learn more about latest advances in different test activities.
   b. Practitioners may review our discussions on comparing industrial challenges versus the recent focus of the academic community (Section 4.4) and be motivated to reach out and study more papers in the academic literature, and possibly start new collaborations with researchers.

As discussed above, researchers are the main audience of our article as they may possibly plan research activities based on the set of concrete research challenges in testing (Section 4.3). Related to that long-term goal, we use our results in this
study and also our recent experience in industry-academia collaborations in SE, e.g., [19, 20, 66, 79], to provide a few additional recommendations for researchers:

- Academic researchers could try to (better) understand the industry problems [20] as such; not as a “normal” research problem known by the academia.
- Researchers could take into account that research in industry is expensive (from industry’s standpoint) and, thus, it should return (immediate) useful/valuable outcomes to the industry [79]. It should be noted that every company’s aim is making profit. Hence, researchers should also try including research areas with the highest benefit into consideration. In this regard, we consider it important applying ideas from value-based software engineering research [103].
- Researchers should understand that the timespan for industry is much shorter [79]. To be useful for practitioners, achieving many small short-term goals is better than targeting long-lasting investigations, that would not yield direct results to the industry.
- Researchers could try describing their research in laymen’s terms, making it available in more forms than conference articles and journal papers [79]. Knowledge should be made available through various media, e.g., by publishing slides, recorded videos, and blogs.
- Researchers in academia could make sure that tools used and created, are available to practitioners after the researchers have left, and that tools contain sufficient documentation to be sustained and maintained by a company [79].
- Researchers could pay more attention to the deployment and dissemination of the results found; and not only collect data, write a paper, and “then leave” [79].
- Researchers should be more open to the actual problem to be solved. It is easy for an academic to approach a company with only one technique. Then research is looking for one specific problem, which might not be even close-to important to practitioners. If there is an openness towards industry problems, many solutions and possibilities for research exist that would be a “win-win”, where many skills and techniques would be used, other than the “pet” area of the researcher. This requires much more know-how and experience of the researcher, including willingness to pursue other areas and to be able to contact other researchers in collaboration networks [79].

Researchers should apply the principles of the Action-Research approach [104] in their work, especially when collaborating with industry, to ensure that the research problems are chosen from the actual needs of the industry, and that the research outputs will actually be used and provide benefit to their industrial collaborators. We should note that our article’s goal is not to analyze the root causes of separation between industry and academia in SE in general and in software testing in particular. Many papers in the SE literature have focused on that issue and similar topics, e.g., the reader is referred to recent papers such as [105-107] and the pool of 33 studies reviewed in a 2016 systematic literature review (SLR) [79] on that topic.

4.6 Limitations and threats to validity

In this section, we critically review our work regarding the potential threats to the validity of our study in terms of internal, construct, conclusion, and external validity [53], and the measures that we applied to mitigate or minimize them.

Internal validity: Internal validity is a property of scientific studies which reflects the extent to which a causal conclusion based on a study and the extracted data is warranted [53]. A potential threat to internal validity of this survey could be whether subjects did not have a common understanding of the survey questions. As discussed in Section 3.2.1, we took three steps to minimize this potential threat: (1) we relied on the terminology and concepts used in popular textbooks on software testing, e.g., [39], and also the guidelines of industry certification bodies on testing, e.g., ISTQB [40]; (2) we piloted the questionnaire with five test engineers in the industry; and (3) we provided a brief explanation of the concepts for each survey question.

Another issue, which could impact the survey’s “reliability”, and its internal validity [36] was a design issue (trade-off) in terms of the survey’s length versus having multiple questions for the same construct. As we discussed in Section 3.2.1, since this survey addressed practitioners, we kept the number of questions to a minimum to ensure getting as many responses as possible [35]. Thus, we designed the survey instrument to be short, which is an advantage in obtaining compliance and gathering more data points, but we understood the drawback that it lacked multiple questions for the same construct. If we had multiple questions for the same construct, we could apply the Cronbach’s alpha [36]. We understood that the inability
to apply this test metric limits the internal validity, but in the context of this trade-off, we decided to keep the number of questions to a minimum to ensure getting as many responses from practitioners as possible.

Another issue which could impact our study’s internal validity was the classification of the raw reported challenges (reported in Section 4.3.1). As discussed, we used the qualitative coding [52], and more precisely “open” and “axial coding” [52], which is the established widely-used approach to process qualitative data. To ensure highest rigour in the analysis, we conducted the qualitative coding as systematic as possible (see the examples in Section 4.3.1), and to prevent bias of one researcher, all involved authors peer reviewed the qualitative coding process and artifacts.

Construct validity: Construct validities are concerned with the extent to which the objects of study truly represents theory behind the study [53]. In another words, construct validity is the extent to which a survey measures what it is intended to measure. Construct validity in this study relates to whether we really gathered practitioners’ opinions about what industry wants from academia in software testing. Since all our data sources include direct opinions of practitioners, this threat was mitigated. Another threat to construct validity is the simplicity of the survey. This could partially have caused confusion especially in the ratings given. This is a direct consequence of using surveys as data collection tool. We have addressed this threat by discussing the instrument and results with selected practitioners to better understand the particularities of individual interpretations. One of the easiest ways to assess construct validity is to give the measure to two groups, one of which is known to have higher knowledge on nutrition than the other group [108]. However, since our survey was anonymous, this was not possible for us to do.

Conclusion validity: Conclusion validity deals with whether correct conclusions were drawn through rigorous and repeatable treatment [53]. We analyzed and discussed the trends in an aggregated form, and we also discussed open topics and challenges raised by practitioners. For RQ 1, we reduced the bias by seeking support from the 5-point Likert scale data in the survey. Thus, all the conclusions we have drawn in this study are strictly traceable to data. For RQ2 and RQ3, multiple authors, all of them with industrial and academic experience, were involved in the coding and analysis to mitigate the risk of invalid conclusions.

External validity: External validity is concerned with the extent to which the results of the study can be generalized [53]. As for external validity, although our sample size is limited, it provides a limited snapshot of practitioners’ opinions. Thus, although some general trends are indicated, we cannot generalize the results of this study to all practitioners. Another possible threat to external validity in this study is the selection bias, i.e., randomness and representativeness of the data points. Since we collected data from three sources and from different contexts and countries, we believe that the selection bias is low.

5. Conclusions and future work

Software testing is the dominating method for quality assurance of industrial software. “Despite its importance and the vast amount of resources invested, few research results are adopted by industry” [65]. “At the same time, the software industry is in dire need of better support for testing its software within the limited time available” [65].

Many researchers, e.g., [79, 109-111], including the authors of this article, believe that characterizing industry’s challenges in SE applied research enable more applied research in SE. The article characterized what industry would like to see academia putting more effort on in software testing research. For that purpose, an opinion survey has been conducted, which resulted in 72 practitioner opinions from three different data sources. The study draws a first big picture of industry expectations on academia and its software testing research efforts.

Findings of this study confirm findings of a recently published study [5], highlighting that industry and academic focus areas in software testing are disjoint. While researchers tend to be more interested in theoretically challenging issues, e.g., search-based test-case design, test engineers in practice look for options to improve effectiveness and efficiency of testing. Our study resulted in 104 research topic proposals of which, notably, test management and test automation were among the highest ranked topics. Our collection of topic proposals thus contributes to shaping future research directions in (practically relevant) software testing research.
Our future work directions include the following: (1) to conduct joint industry-academia collaboration in testing in the areas identified in this study; (2) to perform further empirical analyses, for instance by correlating challenges with technological factors; (3) to continue collecting practitioners’ perceptions about practically relevant research directions, and (4) to investigate why available research results are not accessible or not applicable for practitioners.
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