QUEEN’S

UNIVERSITY
BELFAST

ESTP1845

Cell-Free Massive MIMO: Joint Maximum-Ratio and Zero-Forcing
Precoder with Power Control

Du, L., Li, L., Ngo, H.-Q., Mai, T., & Matthaiou, M. (2021). Cell-Free Massive MIMO: Joint Maximum-Ratio and
Zero-Forcing Precoder with Power Control. /[EEE Transactions on Communications, 69(6), 3741-3756.
https://doi.org/10.1109/TCOMM.2021.3059300

Published in:
IEEE Transactions on Communications

Document Version:
Peer reviewed version

Queen's University Belfast - Research Portal:
Link to publication record in Queen's University Belfast Research Portal

Publisher rights
Copyright 2021 IEEE.
This work is made available online in accordance with the publisher’s policies. Please refer to any applicable terms of use of the publisher.

General rights

Copyright for the publications made accessible via the Queen's University Belfast Research Portal is retained by the author(s) and / or other
copyright owners and it is a condition of accessing these publications that users recognise and abide by the legal requirements associated
with these rights.

Take down policy

The Research Portal is Queen's institutional repository that provides access to Queen's research output. Every effort has been made to
ensure that content in the Research Portal does not infringe any person's rights, or applicable UK laws. If you discover content in the
Research Portal that you believe breaches copyright or violates any law, please contact openaccess@qub.ac.uk.

Open Access
This research has been made openly available by Queen's academics and its Open Research team. We would love to hear how access to
this research benefits you. — Share your feedback with us: http://go.qub.ac.uk/oa-feedback

Download date:14. Jul. 2024


https://doi.org/10.1109/TCOMM.2021.3059300
https://pure.qub.ac.uk/en/publications/0709e76c-53aa-440d-97d9-3e76f056dd5f

Cell-Free Massive MIMO: Joint Maximum-Ratio
and Zero-Forcing Precoder with Power Control

Liutong Du, Student Member, IEEE, Lihua Li, Member, IEEE, Hien Quoc Ngo, Senior Member, IEEE,
Trang C. Mai, Member, IEEE and Michail Matthaiou, Senior Member, IEEE

Abstract—Cell-free massive multiple-input multiple-output
(MIMO) system is a promising architecture for next gener-
ation wireless systems by deploying a very large number of
distributed access points (APs), which simultaneously serve a
smaller number of user equipments (UEs) over the same time-
frequency resources. It guarantees uniformly good service at high
spectral efficiency with simple linear precoding techniques and
max-min power control. In this paper, we propose a new joint
maximum-ratio and zero-forcing (JMRZF) precoding scheme,
where part of APs are combined to perform centralized zero-
forcing (ZF), while other APs apply simple maximum-ratio
transmission (MRT). Our proposed precoder offers an adaptable
trade-off between the spectral efficiency and front-haul signalling
overhead. A corresponding AP subset selection scheme is also
proposed which is based on large-scale fading coefficients. A
closed-form expression for the achievable spectral efficiency of
our proposed scheme is derived, which represents a generalized
result including both fully distributed MRT and fully centralized
ZF cases. Based on this closed-form expression, max-min power
control is formulated and solved via the second order cone and
first order methods. The former can obtain the global optimal
solution, but its computational complexity is very high. On the
other hand, the latter technique is sub-optimal, yet, it has very
low computational complexity. Hence, it is suitable for large-scale
cell-free massive MIMO systems with hundreds or thousands of
APs and users. Numerical results show that our proposed JMRZF
scheme can substantially outperform the local precoding schemes,
even when a small part of APs are combined to deploy ZF and
is implementable even when each AP has very few antennas. In
addition, it is shown that our max-min power controls improves
the spectral efficiency significantly, compared to the uniform
power control scheme.

Index Terms—Cell-free massive MIMO, maximum-ratio trans-
mission, max-min fairness power control, zero-forcing.

I. INTRODUCTION

ASSIVE multiple-input multiple-output (MIMO) is a
system, where a large number of antennas are deployed
at the base station (BS) to simultaneously serve many user
equipments (UEs) in the same time-frequency resource. Since

L. Du and L. Li are with the State Key Laboratory of Networking and
Switching Technology, Beijing University of Posts and Telecommunications,
Beijing, P. R. China, (email: {liutongdu, lilihua}@bupt.edu.cn.

H. Q. Ngo, T. C. Mai and M. Matthaiou are with the Institute of
Electronics, Communications and Information Technology (ECIT), Queen’s
University Belfast, BT3 9DT, Belfast, U.K. (e-mail: {hien.ngo, trang.mai,
m.matthaiou } @qub.ac.uk).

The work of L.Li and L.Du was supported by China National Key Research
and Development Plan under grant 2018 YFE0205501. The work of L.Du was
partly supported by China Scholarship Council under grant 201906470068.
The work of H. Q. Ngo and T. C. Mai was supported by the U.K. Research
and Innovation Future Leaders Fellowships under Grant MR/S017666/1. The
work of M. Matthaiou was supported by the EPSRC, U.K., under Grant
EP/P000673/1.

massive MIMO can offer high throughput, reliability, and
energy efficiency with simple signal processing [1], it has been
included as a core technology in 5G new radio (NR) standard.
However, the performance of the current mobile networks
is still limited by the inherent inter-cell interference due to
the cellular structure design, especially for UEs close to cell
boundaries.

Cell-free massive MIMO, which can be seen as a scalable
implementation of network MIMO and distributed antenna
systems (DAS) concepts [2]-[4], is a promising physical layer
technology for next generation wireless systems [5], which
is expected to harness massive MIMO and mitigate inter-
cell interference at the same time [6]. In cell-free massive
MIMO, a large number of access points (APs) are distributed
over a wide geographic area to simultaneously serve all the
UEs via time-division duplex (TDD) operation. Each AP is
connected to one or several central processing units (CPUs)
through a front-haul network, while the CPUs are connected
via a back-haul network. Within such configuration, UEs can
get closer to APs, and hence, avail of a high degree of
macro-diversity and low path losses. As a result, many UEs
can be served simultaneously with uniformly good quality-
of-service (QoS), which means cell-free massive MIMO can
offer a higher coverage probability compared with co-located
massive MIMO [6], [7]. In canonical cell-free massive MIMO,
the key feature that makes it so attractive, is that channel
estimation and precoding are performed locally at each AP
by leveraging the channel reciprocity in TDD. Hence, front-
hauling is greatly reduced since there is no instantaneous
channel state information (CSI) sharing [8].

A. Motivation

There has been a broad amount of work on deriving
closed-form expressions for the ergodic spectral efficiency
(SE) and corresponding optimal power allocation scheme [9]
for both uplink (UL) and downlink (DL) cell-free massive
MIMO systems, when maximum-ratio combining/transmission
(MRC/MRT) are considered to sustain system scalability [6].
The work of [10] further analyzed the performance of cell-
free massive MIMO when centralized zero-forcing (CZF) is
applied. However, all these works considered single antenna
APs. In [11], the authors investigated the energy efficiency
(EE) of cell-free massive MIMO systems when conjugate
beamforming is applied on multiple-antenna APs. The more
sophisticated local full-pilot ZF (FZF) precoding schemes
were further considered in [12] to reduce the performance



gap between MRT and ZF. The performance of local ZF
depends strongly on the number of AP antennas, M, and the
number of mutually orthogonal pilots, 7p, since the available
spatial degrees of freedom (DoFs) to mitigate interference is
determined by M — 7p.

For cell-free massive MIMO, where the APs have a small
number of antenna elements, local protective partial zero-
forcing (PPZF) was proposed in [12], in which each AP
suppresses only the interference it causes to part of UEs, and
the interference between the other UEs is tolerated. However,
the performance of local ZF is mainly limited by two aspects:
1) since local ZF only suppress the self-interference of each
AP, its performance is limited by the inter-AP interference;
2) as shown in our simulation results, even when the most
advanced local ZF in [12] is applied, the DL SE is still limited
by the number of antennas on each AP M, i.e., at most M
UEs can avoid pilot contamination and inter-AP interference
at the same time.

In this paper, we propose a joint maximum-ratio and zero-
forcing (JMRZF) scheme which can fully avoid such limita-
tions and provides an adaptable trade-off between interference
cancellation and front-haul signalling overhead by performing
MRT and ZF partially among APs.

B. Contributions

The main technical contributions of the paper can be sum-
marized as follows

e« We propose a joint maximum-ratio and zero-forcing-
based precoding scheme, referred to as IMRZF, where a
subset of APs uses the MR technique while the remaining
APs employ the ZF technique to precode the symbols sent
to all users. An AP selection scheme is proposed to select
these subsets. Our proposed scheme can achieve a SE
close to that offered by centralized ZF with considerable
reduction in the front-haul overhead.

e We derive an achievable DL SE, under the assumption
of independent Rayleigh fading, considering channel es-
timation errors and the pilot contamination effect.

o We propose an algorithm to solve the max-min fairness
power control optimization problem, subject to per-AP
power constraints, based on the second order cone (SOC)
program.

e« We propose to use the first order method to further
boost the speed of solving the power control optimization
problem.

e We compare the performance of the proposed scheme
against that of the state-of-art precoding schemes, includ-
ing MRT [6], PPZF [12] and CZF [10], with max-min
fairness power control.

The rest of paper is organized as follows Section II describes
the system model of cell-free massive MIMO. Section III
introduces the proposed JMRZF precoder with a new AP
selection scheme and the derivation of the corresponding
SE. Section IV and V describe the max-min power control
policy with SOC and first order method, respectively. The
front-haul requirements are discussed in Section VI. Finally,

TABLE I: Notations and variables

Bi,k large-scale fading coefficients for AP [ and UE k

Py pilot assigned to UE k

number of channel uses for pilots, UL data and DL
data for each coherence interval

TP, TU and ™D

Y,k variance of channel estimation for AP [ and UE k
Dk UL normalized transmit power
i DL per-AP power limit
ALk normalization factor for precoding vector between
AP [ and UE k
Plk power coefficient at AP [ assigned for UE k

numerical results are presented in Section VII, while Section
VIII concludes the paper.

Notation: Boldface lower and upper case letters denote
vectors and matrices, respectively. (-)*, (-)T, (-)! stand for
conjugate, transpose and conjugate-transpose, respectively; I,
stands for the identity matrix of size M x M, whilst ®, o
and © are the notations for the Kronecker product, Hadamard
(element-wise) product and Hadamard division, respectively.
The Euclidean norm and the expectation operators are denoted
by ||-|| and E{-}, respectively. Notation = means “is identically
equal to” and = stands for “is congruent to”. We use [-]4
to denote the projection onto the positive orthant. Finally,
z ~ CN(0,02) denotes a circularly symmetric complex
Gaussian random variable (RV) z with zero mean and variance
o2, O(-) represents the big-O notation.

II. SYSTEM MODEL

We consider a cell-free massive MIMO system, where K
single-antenna UEs are jointly served by L randomly deployed
APs with M antennas each, such that LM > K. The APs are
connected to the CPU via a front-haul link for exchanging
the network information, i.e., channel estimates, precoding
vectors, and power coefficients. As in [13], we adopt the
standard block fading channel model, where the channels are
invariant and frequency-flat within a coherence interval.

Suppose that h; ; is the channel between AP [ and UE k.
We consider the following standard channel model as in [6]:
h; ;, ~ CN(0, B 1Inr), where (3, represents the large-scale
fading parameter, which changes slowly with time [14] and is
assumed known a-priori at each AP. We assume the channel
is reciprocal by perfect calibration of the hardware chains as
in [15].

Let 7c denote the length of the TDD frame, which is
determined by the shortest coherence interval of all UEs in
the network. Each TDD frame is divided into three phases:
UL pilot transmission (or UL training), UL data transmission,
and DL data transmission. We use 7p to denote the channel
use for UL pilots, 7y for UL data, and 7, for DL data. Infinite
front-haul network capacity is considered in this paper, as
the performance with front-haul capacity constraints was well
investigated in [16] and [17]. The main parameters throughout
this paper are summarized in Table I on the top of this page.



A. UL Training

Let ¢y, ..., ¢, where ||¢x||> = 7, be the set of orthogonal
pilot sequences used for the UL training. We denote the index
of the pilot assigned to UE k as i, € {1,...,7p} and use the
notation P, C {1,..., K} to denote the subset of UEs that
use the same pilot as UE k, including k. The pilot signal sent
by UE k is |/pr¢;,, where py is the UL normalized transmit
power. We assume all UEs transmit with full power. The pilot
signal received at AP [ is

K
Yi=)  h/pegi +N € CT ()
where N; € CM*™ js a Gaussian noise matrix whose

elements are i.i.d. CA/(0,1). Considering the standard mini-
mum mean square error (MMSE) estimation [18], the channel
estimate of h; ; can be derived as

his 2 Yo, 2

where

a TPPEBLE 3)

Cl,k .
™ D pep, PtBit + 1

The estimation error is given by flng = hy; — fll,k. The
estimate and estimation error are independent and distributed
as hy . ~ CN(0,7,x1n) and hy . ~ CN(O, (B —v1,6)In1)s
respectively, where

oDk B1 g
P ZtePk peBie +1 '
Owing to the limited length of the coherence interval, in
general, pilot contamination' will appear when 7p < K, for

any pair of UEs k and ¢ assigned the same pilot. The respective
channel estimates to AP [ are linearly dependent as

- VOB »
h; ;= —>"h;,.
\/ptﬂl,t

Yk = 4

®)

B. DL data transmission

The channel estimates from UL training are used from the
APs to generate precoding vectors for DL transmission. The
data signal transmitted from AP [ to all the UEs is given by

K
X = Z VPLEWL ks (6)
=1

where w; ;€ CM*1 is the precoding vector used to form

the signal from AP [ towards UE k, with E {||wl,k||2} =1,

and p;; is the normalized transmit power, satisfying a per-

AP power constraint. The data symbol g, has unit power
2 .

as E {|qk| } = 1, and zero mean. In addition, we assume

that the data symbols of different UEs are independent, i.e.,
E{qrqg;} = 0 for any t # k.

IPilot contamination has received a lot of research interest in the literature
[19], [20] since it can substantially compromise the system performance of
cell-free massive MIMO. In this work, we do not aim to design a robust
resource allocation scheme against this pilot contamination. Such design
requires a comprehensive study, and hence, is left for future work.

At UE £, the received data signal can be denoted as
L

L K
Yk = Z VPR W + Z Z VLN WL+ s

=1 1=1 t#k
(N

where the first term is the desired signal, the second term
describes the multi-user interference, and the third term is the
Gaussian noise at the receiver, ny ~ CN(0,1).

C. Distributed precoding vs centralized precoding

Coherent joint transmission has higher front-haul require-
ments than non-coherent transmission as the former requires
not only phase-synchronization between the APs, but also
information exchange between the APs and the CPUs. To
reduce the amount of overhead exchanged over the front-
haul network, precoders can be designed with local CSI in
a distributed manner by exploiting the channel reciprocity in
TDD mode. Distributed signal processing also enables the
scalability of the system. When 7p < K, the channel estimates
of UEs assigned with the same pilot are parallel. Thus, for
notation simplicity, we introduce the corresponding full-rank
matrix of channel estimates at AP [, that only contains channel
direction information (CDI), as follows

H, =Y;¢ € CM*™, (8)

where ¢ = [@1,...,¢] is the pilot codebook matrix. Local
precoding vectors (e.g., local MRT [6], local ZF [12]) can
be constructed using the full-rank channel estimates (8) from
each AP (see Section III-A). To crystallize that the precoding
vector for each UE is determined only by the assigned pilot,
we denote the precoding vector from AP [ towards UEs in Py
as Wi i, .

Remark 1: For APs whose number of antennas, M < 7p,
the local ZF schemes in [12] can only mitigate the interference
among the channels estimated with at most M pilots. Under
these conditions, the system has to choose between less
efficient interference cancellation (less UEs with ZF) and more
pilot contamination (more UEs share the same pilot), thereby
experiencing a performance loss.

For centralized precoding, CPU can obtain the estimated
channel matrix from each AP as

. . . qH
H. = [H‘f, N H‘g] € CLMxK. )
and more specifically, I:IIg € CK*LM js assumed to have a

right inverse to enable centralized ZF, which means that for the
general case of cell-free massive MIMO LM > K, such that

the matrix I:IIg is full row rank to make sure I:IC I:II({;I:IC
exists. However, when pilot reuse is considered, i.e., 7p < K,
the rank of the channel matrix estimated at AP [, denoted as
I:I? € CE*M s determined by the smaller value of K and 7p,
i.e., r = min {K, 7p}. As the APs are not assumed co-located,
the number of APs L must fulfill L > r/M for centralized
zero-forcing.

Remark 2: For centralized zero-forcing precoding, it is
essential that L > r/M, which can always be satisfied with
cell-free massive MIMO. It can be seen that centralized ZF is



more suitable for APs with few antennas, as it can effectively
avoid pilot contamination compared with local ZF, at the
expense of additional front-haul overhead.

III. JOINT MAXIMUM-RATIO AND ZERO-FORCING
PRECODING AND SE

In this section, we first propose a simple JMRZF precoding
technique together with an efficient AP selection scheme.
Then, we derive the SE of the proposed JMRZF in closed-
form.

A. Proposed joint maximum-ratio and zero-forcing precoding

This section describes our proposed precoding scheme
named JMRZF. The principle of JMRZF is that only a subset
of APs are connected to the CPU via the front-haul link to
implement the centralized ZF precoding, while the remaining
APs perform MRT with local CSI to reduce the signalling
overhead.

Let S C {1,...,L} be the set of indices of APs which
use ZF, and W C {1,...,L} be the set of indices of APs
which use MRT. Note that SN W = () and |S| + |W| = L;
we use S; to denote the i-th AP in set S and further define
C; 2 |S| and W; £ |W)| to represent the number of APs in
the corresponding set, while C; satisfies L > C; > r/M to
make sure the estimated channel matrix of set S is full-rank.

As noted in Remark 2, with C; > r/M, the CPU can
get the full-rank channel estimates Hg by concatenating the
corresponding channel estimates of corresponding APs in set
S as

N N N H )

Hg = Hgl,...,ng e COMxK (10)

where Hg, is the estimated channel of the i-th AP in set S.
Let Rg, = {ri,1,...,7 m} be the corresponding indices of

AP [ in set S; then, the channel estimate vector be}ween the

AP | € § and UE £k can be expressed in terms of Hg as

h; . = Er, Hser = Hiey,

an
where Ep,, = ler .- ]H € CM*OM and e,,, is
the 7;; -th column of I, s, while e, denotes the k-th column
of Ix. The transmit signals at APs in set S and W can be
denoted as

"eTL,IVI

K

XL = Z \/ﬂwlz,lliq}ﬁ,l €S, (12)
k=1
K

Xp = Y \/PpkWpn qr,p € W. (13)
k=1

The precoding vectors constructed for AP [ € S and p € W
to UE k are defined as

N N N —1
wih £ AEnre, Hs (AHS) e (14)
e,
MRT & P1E
pix = - ; (15)

e {|[Ae, |}

where )\; ;; is the normalization factor to satisfy

E{wAII} <1 ves, (16)
and e, is the ig-th column of I, . In [21], it was pointed out
that ZF is, in general, sub-optimal for power control schemes
subject to per-antenna power constraints, whilst finding an op-
timal precoder involves numerical algorithms. The precoding
matrix for APs in set S can be rewritten as W4" = A o W,
where [A], , = /A1 k. The elements of W4 are given as

(W], = wih = VA Wl Vi € S.

In order for ﬂgWéF to be diagonal, similar to CZF [10], it
is necessary to have A\ = ... = A¢, & for any UE k, which
means that the normalization factors should only be functions
of k, i.e., A\ = A, VI € S. For the same reason, we should
also have the power coefficients for set S as p; = ps,, VI €
S. Therefore, the precoding matrix can be further expressed
as

a7

W4 = WgAg € COMXE (18)
where Ag is a diagonal matrix with v/Ay,...,v/Ax on its

diagonal. For a given UE k, the corresponding precoding
vector of AP set S can be given by

N N r A -1
W&, = VAHs (AEfs) e e COMX 0 19)

The received signal at UE k is, thus, given by

v = | 2 VPRhIWEL £ D by e Wy |

les peEW
K
+ Z Z Vv pl’thlffkwlzf + Z 1% pP’thg,ngfﬁT qs + k.
=1 \les pEW
1=k
(20)
B. DL SE

A lower bound on the ergodic capacity, i.e. an achievable
SE, can be obtained by using the use-and-then-forget bounding
technique, where the detection at the users relies only on the
channel statistics as in [1], [13]. This technique is widely
used in the massive MIMO literature because: (i) it yields a
simple and insightful closed-form achievable rate expression
which enables us to characterize and optimize the system
performance; (ii) this bound is inherently tight due to the
channel hardening property of massive MIMO systems, i.e.,
the effective channel gain fluctuates only slightly around its
mean. This tightness has been discussed in Remark 4 and
Figure 2 of [6] among others; and (iii) with the detection
using only the channel statistics, the need for DL training is
avoided which significantly reduces the DL channel estimation
overhead. The received signal y; in (7) can be rewritten as

K
Yk = CPy-qx +PU - g + > _ Ul s - qi + s,
t#k

2L



where CPj, PUy, and Ul ; represent the coherent precoding
gain, precoding gain uncertainty, and multi-user interference,
respectively, defined as

L
CPy &) /pikE {hifwin} 22
=1
L

PUL £ 3 (vrahiown s — VAL {Biwii}) . (23)

=1

L
UIk,t = Z \/Pl,thfkwl,p

=1

(24)

As described in (21), UE k effectively sees a deterministic
channel (CPg) with some unknown noise. Since ¢; and ¢; are
independent for any k # t, the first term in (21) is uncorrelated
with the third term. Furthermore, ¢; is independent of PUy,
thus, the first and the second terms are also uncorrelated. By
assumption, the fourth term (noise) is independent of the first
term. Therefore, the sum of the second, third and fourth term
in (21) can be treated as an uncorrelated effective noise. By
invoking the arguments in [1], an achievable DL SE for UE &
is given by

D Tp .
SEp=—(1——)1 1+ SINR bit/s/H
o= (1 T o, (14 SINRY) bt/
(25)
where the effective SINR of UE £k is given
A

as (26) on the top of next page, and 727@ =

PNV LA W S LA
€ pe
Theorem 1: The closed-form expression for the achievable

SE of UE k is given by (25), where the SINRj is given as
1

(27) on the top of next page, where )\, = mlin T and
2

v 2 E{HWIZIt:H } Ve S.

Proof:  See Appendix. O

Remark 3: Note that, if S = 0, W = {1,..., L}, then all
APs would generate the precoding vector locally by MRT, and
(27) will reduce to the scheme in [6]. By contrast, if W = (),
then our scheme becomes the centralized ZF scheme [10].

C. Access point subset selection

The aim of JMRZF is to combine a set of APs to mitigate
part of the inter-AP interference. It is computationally chal-
lenging to determine the subset of C; APs that generates the
most inter-AP interference. In this section, we propose a large-
scale fading-based AP selection method with a sub-optimal
performance, where the AP selection changes only when the
large-scale fading parameters change..

The selection scheme is mainly based on the observation
in [6], that for a given UE, there are many APs which are
located very far away. These APs will not contribute much
to the overall spatial diversity gains. From a user-centric
point of view, for a given UE, its neighboring APs with
the largest channel gains will probably contribute most of
the interference. Therefore, the APs with the largest channel
gains will generate more inter-AP interference, thus, should

be considered to perform centralized ZF. Motivated by the
above observation, we propose to choose the set S for a given
C; € [K/r, L] as follows

K
1) Let 7 be the set of {$1,...,8.}, where 8, = Y Bk
k=1

corresponds to AP .
2) Sort set T in descending order, and choose the first C}
APs corresponding to the largest C; elements in 7.

IV. MAX-MIN FAIRNESS POWER CONTROL

In this section, we consider the problem of maximizing the
minimum SE of all UEs (which is also known as max-min
fairness) subject to per-AP power constraints.”> With (12) and
(17), we can further denote the transmit signal at AP [ € S as

x; = W Pgq e CM* vl e S, (28)

where W; = E Re, ‘W is the un-normalized precoding matrix
for APsin S, and q; = [q1, - . ., qK]H is the corresponding data
symbol vector, and Pg is a K x K power-related diagonal
matrix with the k—th element [Ps]; , = \/Axps,. We now

define the vector

w2 diag {E{W}'W,;}} € CK*1, 29)

then, the transmit signal power from AP [ € S can be given

as
K

E{x'xi} =) Arpsy bk
k=1

(30)

where (i 1 is the k-th element of p;.

For the APs in set S, the (normalized) transmitted power
from AP | € S given by (30) is constrained by the per-AP
power limit pj"®* as

K
P = kaul,k <pVLE S, (€29)
k=1
where vy, is defined as vy, 2 Akps,, V1l € S, pg, denotes the
power coefficient allocated for APs in set S to UE k. For the
set VW, we also have the per-AP power limit for each AP as
K
pp = ppt < P VpEW.

t=1

(32)

Then, a general power limit for JMRZF can be expressed

as
K

pi =Y pikdighin < pPi=1,..., L,
k=1

(33)

Theoretically, it is possible to design the beamforming vectors based on
the obtained CSI. However, to do this, the optimization problem has to be
solved for every small-scale fading realization (i.e. has to be done over the
small-scale fading time scale) which changes very quickly with time. This
has a huge computational complexity, especially in massive MIMO where
the beamforming matrices have very high dimension due to the use of large
numbers of antennas and users. With our scheme, the power control is only
implemented on a large-scale fading time scale which changes very slowly
with time (e.g. about some 40 times slower than the small-scale fading
coefficient does [14]). In addition, in massive MIMO, due to the favorable
propagation property, the linear beamformers work very well [1]. Therefore,
all the designs of massive MIMO in literature are similar to the design in our
work, i.e. the linear beamformers are first deployed, and then optimal power
control is designed (see, for example, [1] and references therein).



2
D S A R e
SINRy, = d - : (26)
K
SECIDS «/,Ol,thl}fkwlz,l; + >, /pp7thg’kwg/f§T - T, + 1
t=1 les pEW
2
(\/ P Ak + ;v V Mpch'Yp,k)
SINR;, — re . 27)
K K
> PpiBpk + O (pst§: ULt(BLk-W%k)>'+ > ( > \/A49p¢7nk> +1
t=1peWwW t=1 les tePr\{k} \pEW

where )‘ZJV = /\kypl,k = psk,Vl € S and /\p,k = WUpk =
1,¥p € W. For simplicity, in the following, the expression in
(33) can be further rewritten as

K

pL= Z v kte < pre v,
=1

(34)

where vy 1, = vg, VI € S, and v, = Ny kpp.k, VD € W.

We can further rewrite the SINR given in (27) as (35) on the
top of next page, Then, the max-min power allocation scheme
with per-AP power constraint can be rewritten as

max min SINRy, (36a)
v, k>0
K
st Y vk < VL (36b)
k=1
which is equivalent to
VTkago w, (37a)
s.t.  SINRg > w, Vk, (37b)
K
Z vkt e < oGV, (37¢)

k=1

To simplify the optimization problem, we introduce the

following notations:

uS:[\/Z; VUK,

T
U = [\/Vl,ka -a\/VWL,k] )

T
Vi = [\/Vk7 Y1,k ’ VWL,k] )
’ ugs, lES
ul - ’
[ V1, ..,,/VZ’K], lew

T
dk'_ ,ul,k'7"'7\/,uClk] 3
D — (VEL, - Jik), LeS
I — 3
15, lew

where t1,...,tp,\(x}| are the UE indices € P\ {k} and s
is given as (38) on the top of next page . Finally, the max-min
power allocation problem can be reformulated as

max w, (39a)

v, k>0

s.t.||sk|| — Givr < 0,VE, (39b)
Hu; ° D;H < /oL (39¢)

Similarly to [12], since (39b) is an increasing function of w, the
solution to (39) can be obtained by solving the corresponding
feasibility problem, through the bisection method [22] together
with SOC programs.

V. FIRST ORDER METHOD TO REDUCE THE COMPUTATION
COMPLEXITY

In Section IV, the max-min optimization problem was
solved with the bisection method, where the interior-point



SINRy, = (

2
Ve + Z \/ MVp,k’Yp.,k)
peEW
5 (35)

K K

) VptBpk + <Vt > e (Buk — %,k)) + > >V Mvpiypr | +1

t=1peWw t=1 les tePr\{k} \peEW

T

Sk = [\/L; (gzutl, ... ,g{utlpk\{k}l, lug o bgll, ..., Juk o bi|, lv/ridi o ckll, .- [|vVPedk © k]| 1)} ) (38)

method is involved and requires the computation of the Hes-
sian matrix, thus, is called second-order cone method. This
method can provide global optimal solution. However, the
SOC methods entails substantial execution time and memory
requirements, especially when the number of APs and UEs
is large. Therefore, in this section, we propose to use a
first order method to solve (39) which is sub-optimal but its
computational complexity is low.

A. Problem reformulation

To simplify the optimization problem with the first or-
der method, we introduce the following notations: @ &
(C(Wl—i-l)K7 Ak c C(Wl+1)X(Wl+1)K7BEk c (C(Wl—i-l)7 GEk c
CWitD) Qg € CWiHtx(Wi+DK  These vectors and matri-
ces are defined as

r T ;T
g:[usgul Poe Uy, },
T
Ay =Ty 11 Qey,

B, = [0,@,...,\/ﬂwhkr,

T
GEk == |:05 \/M’Yl,kv sy \/M’YWL,k:| 5
Qs = e @Iy, 41,

HSy e = Z e (Bik — k)5

les

where e, € R¥ is the k-th unit vector. With these definitions,
we can rewrite SINRj as a function of g as (40) on the top
of next page, where €, is the first row of Ix. Also, J; €
CExWi+DE i constructed by the rows of Iy, 1)k, and
fulfills

Jo) =u,Vi=1,..., L. (41)

Now, the max-min fairness problem can be rewritten with the
help of p as

1})1;(})( min SINRg (@), (42a)
.. H(Jlg)T o D;H < /P L (42b)

With the log-sum exponential approximation, we have

K
. 1
mklnSINRk = <X> log (Z exp (XSINRk)> , X — 00.

k=1
(43)
Such approximation is tight when x — oo. In simulations,
we use a very large number instead of infinity as a practical

approach. Note that x should be carefully selected depending
on the software/hardware resources. With (43), the max-min
problem (42) is equivalent to the following problem as

K
min llog (Z exp (—xSINRg (Q))) y X — 00, (44a)

>0 ¥ =1

st H(Jlg)TngH < /o V.

The first order method, which mainly focuses on the non-
convex problem has the following general form:

mgn{F(Q) = f(0) +g(0)}

(44b)

(45)

where f (@) is a differentiable function (but possibly non-
convex) and g (@) could be both non-convex and non-smooth.
Further assumptions on f (9) and g (g) are listed as below:

1) f (@) is a proper function with Lipschitz continuous
gradients.
2) g (o) is proper and lower semi-continuous.
3) F(p) is coercive, which means F' (g) is bounded from
below and F (@) — oo when | g|| — oc.
A special case of problem (45) is the constrained optimization.
Let 2 be a closed convex set and let dq (@) be its indicator
function defined as

0, o€,
o ¢

Then, the constrained minimization problem min{f () |o €
1} can be equivalently rewritten in the form of (45) with
g (0) = dq (0). The corresponding proximal operator function
of g (@) = dq (o) is the projection onto §2 as

da(0) = (46)

+00,

, 1
prox,, (o) :=argmindo (e) + 5 [lo — al”

=argmin ||@ — a||2 2 Pq (0). (47)
ac)

The feasible set of problem (44) can be expressed as

0 ={el||me) oD < VT 1=1,....Lie > 0}
(48)
The corresponding first order problem of (44) is

{F(e)=f(o)+g(0)},

min
QEC(W1+1)KX1

where f(g) = ilog <ZkK:1 exp (—xSINRy (g))), and
g (@) = dq (@). The authors in [23] proposed an accelerated

(49)



SINRy: (@) = —

(GIALe)”

K
2. A0 B, |” + 2 (e:Qs0)’ s, +
t= t=

. (40)

2
tePr\{k}

proximal gradient (APG) method for solving (45). The im-
plementation of the APG algorithm heavily depends on the
calculation of V f (g) and the projection of the feasible set,
where the corresponding gradient function can be denoted as

_ 40, exp (—xSINRy (2)) VSINRy,
>, exp (—XSINRy, (@)

To get the gradient of SINRy, we recall the following equa-
tions:

V(e = (50)

V(GIALo)’ = 2ATG,GI Ao, (51)
V|A00Bg,|* =2A7Bg,BL, Ao, (52)
V (e:Qs0)’ s, , = 2us, . QhereQso. (53)

Together with the composition rule of gradient, we can
finally get VSINRg (@) as (54) on the top of next page,
K

where ¥, = (G%Akg)2 and wp, = . ||[AyeoBg,|’
=1

K
2
+ Y (e:Qs0)” ps,, + > (G}:JkAtg) +1 are the nu-
i=1

tePr\{k}
merator and the denominator of SINRg, respectively.

Finally, based on the APG method, we propose Algorithm
1 to solve problem (44).

Algorithm 1 Monotone accelerated proximal gradient method
in non-convex case

Input: po € R4,0 < a, < Lif,0<ay < L%
Output: o

1: Sett; =ty =1,01 =21 = Qo

2: for k=1,2,... do

t—1

3 Ye=ekt

tp—1—1

(zr — oK) + T

(o — Or-1)

4 zp1 =Po(yr — V£ (yk))
5: Vi1 = Pqo (Qk - axvf (Qk))
6: if F(Zk+1) < F(Vk+1), then
7: Ok+1 = Zk+1

8: else

9: Ok+1 = Vi+1

10:  end if _

1 tgyp1 = 7“”2 =L

12: end for

B. Projection onto §)

Recall that the projection function Pg, (@) in (47) is written

as
QERI(IVIVizr}rl)K le= a||2 45
.. H(J;g)ToD;H < /P 1=1,...,L, (55b)
0>0, (55¢)

where a is the vector to be projected in Algorithm 1 and has
the same structure as o, while ag € CX contains the first
K elements of a. Note that the objective in (55) is separable
with u;, thus, is equivalent to solving the sub-problem for each
l=1,...,L:

, 2
min ‘ ) — alH (56a)
uZERK
s.t. ‘ u, oD, < /o, (56b)
u, > 0. (56¢)

For APs belong to set W, as D; =15 _Vp € W, the sub-
problems (56) of AP [ € W can be rewritten as

, 2
min ’ u, — alH (57a)
u;eCK
o, ’ u| < /o (57b)
u; > 0. (57c)

Problem (57) admits the following analytical solution in [24]:

u/ = W
o ([l + T /7™

For the APs in set S, the C; sub-problems are equivalent to

[a].,VleW.  (58)

min |lup, — aDl||2 (59a)

uDl
s.t. Jlup, || < /P, (59b)
up, >0, (59¢)

where up, £ ug, oD, ap, £ a, oD}, and ug, = up, ® D,
denotes the possible solution for [ € S, we can now get the
corresponding solution for each sub-problem as (58)

" max ([[fap ][ /7

From (60), we can see that the solutions to all sub-
problems are a scaled version of [as];, which means ug, =
aqlas)4, ¥l € S, with 0 < a; < 1. Among these C; solutions
of (60), only one fulfills Husl o D;H </ Vpe S,p# L.
To get this unique solution, we first define

ug a4,V €S, (60)

2
Vi eS.

D, émax“[as}+oD;’ 1)
D;
Then, we can get the projection for set S as
max
ug = s (62)

e (ap 1ol /o) 2o

/ . . . . .
where up, = a, o D, is an intermediate variable determined
’
by D,.
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— | D_ABu B A+ Y AlG G A+ ) ps,QieleQs | | o (59

tePr\k t=1

C. Backtracking linear search

From (50) and (54) we can see that both forms of Vf (o)
are Lipschitz continuous, following the results in [25]. In fact,
we can implement Algorithm 1 with the backtracking line
search technique following the Barzilai-Borwein (BB) rule
[26] instead of finding a Lipschitz constant Ly of V£ (0).
For example, other than using a fixed step size as described
in line 4 and line 5 of Algorithm 1, we can perform a line
search as described in Algorithm 2 on top of next page. The
backtracking line search algorithm starts with a large step size
and decreases it until a better feasible solution is found. As
V f (zr) is Lipschitz continuous for some Lipschitz constant,
the line search procedure is proved to terminate after a finite
number of iterations.

Algorithm 2 Backtracking Line Search Algorithm
Input: ppp < 1,6 >0
Sk =2k — Yk—1,Tk = V[ (2) =V (yr-1)
Set oy = :i—ji or oy = :i:i
repeat
Ze+1 = Po (yu — ayVf (yr))
Qy = PBBOy )
until F(zj11) < F (yr) — 0B ||Zk+1 — vkl

VI. FRONT-HAUL OVERHEAD AND COMPUTATIONAL
COMPLEXITY ANALYSIS

A. Front-haul overhead analysis

Front-haul overhead refers to the amount of information
conveyed over the front-haul link to perform joint trans-
mission/detection, which can be expressed as the number
of exchanged complex scalars between the CPU and APs.
The UL front-haul requirements of cell-free massive MIMO
system have been investigated in [27] for different levels of
cooperation between APs and CPU. For distributed precoding
schemes (i.e. MRT), precoders are designed locally by the
corresponding full-rank channel estimate H; of each AP, and
from (8) we can see that only CDI is needed for distributed
precoding schemes. Centralized ZF has the most advanced
capability of interference cancellation with the help of channel
magnitude information (CMI). The CPU can acquire CMI
directly through the channel estimates from each AP, which
can be represented by M K complex scalars. The CPU can
also get CMI as in (3) with M 7p complex scalars for the pilot
signals and the large-scale fading coefficient /3;; known a-
priori. By defining 7' £ min{ K, 7p}, the UL training cost for
CZF can be expressed as MT complex scalars.

In each coherence block of the DL data transmission, for
centralized ZF precoding, CPU needs to send back MK
complex scalars for precoding vectors and 7K complex

scalars for data payload (i.e., g;) to each AP. Moreover, if the
centralized power control schemes are applied, an extra num-
ber of K real-valued scalars, i.e., the power control coefficients
p1,% need to be send back to each AP. For distributed precoding
schemes, as the precoding vectors are generated locally at
each AP, there exists only the overhead of data payload and
power control coefficients of the front-haul link. However, as
the power coefficients depend only on the large-scale fading
coefficients, the corresponding overhead for 3; 5, and p; 5, can
be ignored if the channel changes slowly. Interestingly, the
resolution of signal quantization can be optimized as in [16]
and [17].

For JMRZF, C; APs are combined for centralized zero-
forcing, while the other W; APs adopt MRT, naturally, the
front-haul overhead of JMRZF can be seen as the sum of
a fraction of CZF and MRT, respectively. The corresponding
front-haul overhead for each precoding scheme is summarized
in Table II.

TABLE II: Number of complex scalars sent via the front-haul
per coherence block

Precoding Schemes | UL training DL data
CZF [10] LMT LKM + LK

JMRZF (proposed) CiMT CiKM + LK
MRT [6] LK

B. Complexity analysis

As the computation complexity of generalized inverse for a
matrix C"™*" is O(n3) and the main computation complexity
of precoding schemes is dominated by such inverse procedure,
the corresponding complexity of the aforementioned precoding
schemes can be summarized as in Table III.

TABLE III: Computation complexity comparison of precoding
matrix design

Precoding Schemes CZF [10] PPZF [12] | proposed IMRZF

Computation complexity | O(L3M3) O(M3) oO(C3M3)

Problem (39) has K SOC constraints of dimension 2K +
P + 1, where P, = |Px\{k}|, and L SOC constraints of
dimension K, with a number of decision variables on the order
of d, = O((W; + 1)L + 1). We call the set of (v°,w®) an
e-solution to problem (39) if

w® < w* +e, (63)

where w* is the globally optimum solution to (39). With the
same methodology as [28], [29], the computational complexity
to obtain the e-solution to problem (39) is

C(AK® +4P,K? + LK? +4K? + P2K + 2P, K + K +d2)d,,
(64)



where ¢ = In(e"!)y/2L + 2K is the order of iterations
required, while the remaining terms represent the per-iteration
computation costs.

For the proposed FOM scheme, as noted in [30], it is clear
that the computation complexity of Algorithm 1 is dominated
by three parts: the objective function F, the gradient V f, and
the projection Pq. It is easy to see that LK multiplications
are required to compute SINRj and, thus, the complexity
of getting F(g) is O(LK?). Similarly, we can find the
complexity of Vf which is O(LK?). The projection of g is
given in Section V-B, where the computation of the /5-norm
entails a complexity of O(LK'). We can conclude that the per-
iteration computation complexity in big-O notation for FOM is
O(LK?). However, the worst case of computation complexity
depends on the number of iterations of Algorithm 1, which is
related to the convergence performance. The complexity of
differentiable convex optimization has been reported in [31],
however, the computation saving for non-convex problems has
not been reported to the best of the authors’ knowledge.

VIL

The performance of the proposed precoding scheme and
power allocation scheme are numerically evaluated, analyzed
and discussed in this section. We firstly introduce the system
setup as well as the parameters considered in simulations.

NUMERICAL RESULTS AND DISCUSSION

A. Simulation scenario

We assume K UEs and L APs are located in an area of size
D x D square meters, APs and UEs are assumed uniformly
and randomly distributed unless otherwise noted.

The large-scale fading coefficients {51}, incorporate
pathloss and shadow fading, as follows
shzl Jk
Bk = PLy - 10 (65)

where PL;; represents the pathloss, and 10% models
log-normal shadow fading with standard deviation oy and
zik ~ N (0,1). The pathloss follows the 3GPP Urban Mi-
crocell Model [32], which assumes a 2GHz carrier frequency,
and is given by
PL _ (dl b >

1,k[dB] = —30.5 — 36.7log,, , (66)
where d; ;, is the distance between AP [ and UE £ including
AP and UE’s heights. The shadow fading accounts for spatial
correlations between APs and between UEs, and follows [33]

216 = VEa + V1 — Kby, (67)

where a; ~ N (0,1) and by, ~ N (0,1) are independent
RVs modeling the shadow fading impact that caused by the
obstructing objects in the vicinity of the /th AP and the kth
UE, respectively, while the parameter « provides the weighting
between these phenomena. The shadowing terms are correlated

as AP alE,

E {alai} = Qﬁ, E {bkbt} = 2m iy ,

where dAP is the distance between AP [ and AP i, dgf is
the dlstance between UE k£ and UE ¢, and 9 meters is the
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Fig. 1: CDFs of the per-user SE achieved by different precod-
ing schemes under Scenario 1.

decorrelation distance [32]. The standard deviation is set as
osp =4 dB, APs and UEs are assumed with heights of 10 m
and 1.5 m, respectively, while the channel bandwidth B = 20
MHz. The maximum transmit power is 200 mW for each AP,
and 100 mW for each UE, with the noise power is w( Bm) —
—92 dBm. Hence,

" [dBm] = 10log,, (200) — w{®™ v,
pi [dBm] = 10log,, (100) — w™®™ Vi,

Finally, we assume the pilots are randomly assigned to UEs.
The simulation parameters are summarized as in Table IV.

TABLE IV: Simulation parameters for different scenarios

Parameters | UE Distribution L K D M | 7p TC
Scenario 1 Uniform 100 | 10 | 500 8 7 200
Scenario 2 Uniform 40 | 20 | 200 | 5 15 | 200
Scenario 3 Non-Uniform 40 40 | 200 5 40 | 500

B. SE with power control

Fig. 1 compares the SE of the proposed scheme with
some state-of-art precoding schemes: MRT in [6], CZF in
[10], and PPZF in [12] under Scenario 1. For JMRZF, the
number of total combined APs ( increases from 20 to 40,
and PPZF follows the setting in [12]. The max-min fairness
power control is adopted together with SOC. As K — 7p = 3
pilots are reused, all precoding schemes will experience pilot
contamination. From Fig. 1, we first observe that all ZF
based schemes significantly outperform the MRT, especially
for the high percentiles, due to the fact that MRT cannot
inherently suppress the interference. Among the ZF-based
schemes, CZF has the best performance, as all APs jointly
process to cancel all inter-user interference. It is not surprising
that the performance of JMRZF lies in between MRT and
CZF, in fact, its capability of interference suppression and
available DoFs grow with C;. We can also see that the lowest
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Fig. 2: CDFs of the per-user SE achieved by different precod-
ing schemes under Scenario 2.

percentiles’ performance is not limited by interference but pi-
lot contamination. By improving the interference suppression
capabilities, only the high percentiles’ SE improves.

We will now evaluate the DL SE of the precoding schemes
in a more practical manner. In Scenario 2, by setting M = 5,
we assume that each AP deploys a small number of antennas,
which makes fewer DoFs be available for interference suppres-
sion when local ZF is applied. Fig. 2 shows the cumulative
distribution of the SE with the precoding schemes introduced
in Fig. 1, while the setup follows Scenario 2. We keep the AP
density constant by reducing the simulation area to 200 x 200
m2. For JMRZF, the number of total combined APs C;
increases from 10 to 20. The max-min fairness power control
is realized with the bisection method. We can first observe that,
all schemes’ performance deteriorates compared with Scenario
1, due to the partial loss of array gain. We can also see that
the performance of the local ZF scheme becomes the worst
across the ZF-based schemes. The reason is that, as noted in
Remark 1, to offer enough DoF for interference suppression
with local ZF, each AP selects less UEs to perform ZF by
setting v = 0.35. As such, less interference can be canceled,
yet, the achievable performance is still superior compared to
MRT as noted in [12]. Together with Fig. 1, we can infer that
the performance of JIMRZF always lies in between MRT and
CZF, and is able to work well even when each AP has few
antennas.

Furthermore, in Scenario 3, we investigate the SE perfor-
mance when a large number of UEs are clustered and not
evenly distributed, which may occur in relatively open spaces
such as a stadium, airport terminals or shopping malls. We
assume that most UEs are clustered around some of the APs
while others are evenly distributed in whole area. APs are
assumed to be uniformly distributed following a Poisson point
process (PPP), while the non-uniformly distributed UEs follow
a Thomas cluster process (TCP) as in [34]. We assume L = 40
APs and K; = 8 UEs are uniformly distributed in an square
area with D = 200 meters, while the other K5 = 32 UEs are
located in clusters following TCP around Ly = 8 APs with a
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Fig. 3: CDFs of the per-user SE achieved by different precod-

ing schemes under Scenario 3.

maximum distance of 5 meters.

Fig. 3 shows the cumulative distribution of the SE with
precoders introduced in Fig. 1. The setup difference with
scenario 2 is K = 40. For JMRZF, the number of total
combined APs Cj increases from 10 to 30. With MRT, most
APs will suffer from path loss due to the non-uniform UE
distribution, and the UEs can achieve a uniformly good service
thanks to the max-min power control. We can see that the local
ZF scheme PPZF has a closer performance to MRT compared
with Scenario 2. The reason is that, as K /M increases from
4 to 8, a smaller part of UEs can avail of interference
cancellation. We can see that JMRZF significantly outperforms
local precoding schemes, and is comparable with CZF when
C; = 30. The reason is that, JMRZF can take advantage of
all pilots and avoid inter-AP interference partially. We can see
that CZF yields the best performance as it has the strongest
capability of interference suppression.

C. SE and front-haul overhead evaluation

Fig. 4 shows the average SE and the front-haul overhead of
different precoding schemes versus Cj, with max-min power
allocation. The simulation set up is L = 8, M = 100, K =
10,7 = 7,7 = 100. As shown in Fig. 4, both the SE and
front-haul overhead of JMRZF fall in between CZF and MRT
and grows linearly with the increase of C;. We can see that,
JMRZF can offer about 20% more SE with a cost of 60%
front-haul overhead when comparing with MRT at C; = 3.
With C; = 6, JIMRZF can achieve more than 93% SE with
only 80% front-haul overhead compared with CZF.

D. SE without pilot reuse

As shown in Fig. 1, the performance of UEs with the lowest
SE is limited by pilot contamination. To further demonstrate
the advantage of the proposed scheme when the number of
available pilots is greater or equal than the number of UEs,
we examine the performance of JMRZF and other state-of-
art precoding schemes in Scenario 1 by setting K = 7p
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and keep other parameters fixed. Fig. 5 shows the cumulative
distribution of DL SE with no pilot reuse. Compared with Fig.
1, we can see that all schemes will have a better performance
without pilot reuse. With MRT almost all UEs have a uniform
performance, and JMRZF outperforms local ZF schemes when
C; = 30, since the gain of interference cancellation is small
when Cj is greater than 30. What is different with Fig.1
is that, without pilot contamination, the system performance
is mainly interference limited. Therefore, we can observe a
big performance gap between PPZF and MRT, which show-
cases the performance improvement by cancelling each AP’s
interference. We can also see that there still exists a big
gap between PPZF and CZF, which can be eliminated by
increasing Cj, which implies that local ZF cannot fully reap
the potentials of cell-free massive MIMO.
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Fig. 6: CDFs of the per-user SE achieved by different precod-
ing schemes under Scenario 1.

E. SE when partial APs activated

In this scenario, we want to find out the impact on the
system performance if only the APs in set S participate in the
transmission. In other words, the APs in set WV are turned off
in an energy saving approach. By setting the power of APs in
set W to zero as pp, = 0,Vp e W,k =1,..., K, with (27),
we can have the corresponding SINR as

PS, Ak

SINR;, = (68)

K

> <Pst > v Bk — %,k)) +1
=

t=1
Note that (68) is quite similar to the SINR of CZF in [10,
Eq. (13)] that has C; APs. The only difference is that with
JMRZF, the C; activated APs are selected from L ones, hence
with an additional AP clustering gain are expected to offer
a better performance than CZF. The max-min power control
can be performed easily following the procedure described in
Section IV.

Fig. 6 simulates the corresponding cumulative distribution
of SE, the simulation setup is Scenario 1. For JMRZF, the
number of total combined APs C) varies from 10 to 30. For
CZF, a total number of C; APs are located in a squared
area with D = 5C) to keep the density of APs constant,
such that the UEs will share a similar channel quality as
JMRZEF. We can see that, when Cj is small, e.g., C; = 10, the
contributions of APs in set JV cannot be ignored, especially for
the lower percentiles. However the performance gap between
’silent mode’ and original JMRZF is quite small, when C}
becomes large, especially for higher percentiles, which means
that APs with MRT contribute most in the lower percentiles.
If we take CZF into account, we can see when C is small,
CZF outperforms the ’silent” mode due to a smaller average
AP-UE distance. However, when C} becomes larger, IMRZF
silent mode outperforms CZF due to the AP clustering gain.

F. SE with FOM power control

In this part, we evaluate the performance of first order
method described in Section V together with the second order
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Fig. 7: CDFs of the per-user SE of JMRZF with different
power allocation schemes under Scenario 1. Solid, dashed
and dotted curves indicate the results obtained by first order
method (FOM), second order cone (SOC) and uniform (UNI)
power allocation, respectively.

cone method described in Section IV and uniform power
allocation scheme in small/medium and large-scale scenarios.
Throughout our simulations, x is carefully selected to make
sure xSINR™™ € [0.1,10], where SINRP™™ is the minimum
value of SINRy in (43).

1) Small and medium scale scenario: In this part, we
consider the case when L < 100 APs are deployed in terms
of SE performance and time consumption.

Fig. 7 shows the cumulative distribution of the SE of
JMRZF with different power allocation schemes. We can first
observe that, all these schemes’ performance improves with
the increase of Cj, and uniform (UNI) power allocation’s
performance is always the worst. FOM’s performance is worse
than SOC when (] is small in terms of 95%-likely per-UE SE;
as C; grows large, JMRZF can achieve a better performance
with FOM than SOC, especially for the high SE percentiles.
In Fig. 8, we report the actual run time and average per-UE SE
corresponding to FOM and SOC. We execute our numerical
codes on a 64-bit Windows operating system with 8GB RAM
and Intel CORE i5, 1.6 GHz. FOM is terminated when the
difference of the objective for the last 5 iterations is less
than 1073. We can clearly see that FOM can always offer
a comparable average SE while saving almost ten times of
run time.

2) Large scale scenarios: In this part, we compare the
performance of FOM with uniform power allocation schemes
in a large-scale scenario, where L = 400, M =5, K =4,D =
2000, 7¢ = 400 and 7 = 30. It is time and memory prohibitive
to perform the second order method, and for this reason we
do not consider SOC in this subsection. We can see from Fig.
9, in a large-scale scenario, FOM always outperforms uniform
power allocation scheme. We can also see that, unlike FOM,
the performance of UNI improves marginally with the increase
of Cl.
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Fig. 8: Run time (s) of FOM and SOC versus the number of
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Fig. 9: CDFs of the per-user SE of JMRZF with different
power allocation schemes. Simulation setup: L = 400, M =
5, D = 2000, K = 40, » = 30, 7¢ = 400.

VIII. CONCLUSION

This paper proposed a JIMRZF precoder for cell-free mas-
sive MIMO systems. The majority of previous papers on
precoder design relied on fully distributed or fully centralized
schemes. We leveraged a trade-off between the system per-
formance and front-haul signal overhead that can be obtained
by consolidating a subset of APs utilizing the ZF scheme,
while the remaining APs use the MRT scheme. A large-scale
parameter based AP subset selection was proposed, and the
corresponding max-min power control was also investigated
and solved. In addition, we proposed to use the first order
method to reduce the computation complexity of power al-
location in large-scale scenarios. We compared the results of
the proposed scheme with other state-of-the-art precoders with
max-min power control. The results showed that the proposed
scheme provides substantially higher SE than MRT and other
distributed ZF schemes, even when only a small number of



APs uses centralized ZF at a small cost of front-haul signal
overhead. We further showed that when APs are equipped
few antennas, which is a common case in cell-free massive
MIMO, the proposed scheme is highly preferable compared
to distributed alternatives.

APPENDIX

The channel estimates of UE k for APs in set S can be
given as

hs = Hgey. (69)
For any pair of UEs k,t, and APs € S, we have:
A 0, other

oy, 2 hg W, = (70)
VA, t=k
For any pair of UEs k,t and AP p € W, we have
- 0 te¢ P

E{Bfl whkT} = P
i \/ M’yp)k t e Py

We first look at the numerator of (26), as the sum of expec-
tation equals the expectation of the sum, we have:
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With (70), we have,
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The first term of the denominator in (26) is:
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We focus on the last term of (74) as
2
K
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With (72), the first term in (74) can be rewritten as
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COMXCIM g 3 diagonal matrix with (8% — k) on its
(I—1)M +1,...,IM-th diagonal element.
With
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we can get the second term in (74) as
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With (75), (76) and (79), the first term of the denominator in

(26) can be further denoted as
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The second term of the denominator of SINR can be
rewritten as

2
E:VMﬁE{MEWﬁ}+'z:vaE{N%Wxg
leS peEW
2
= | Vos e+ > VMpprrpk (81)
peEW

By plugging (14) and (15) into (26) and together with the
results of the expected values (73), (80) and (81), we can
finally get the SINR of UE £ as (27).
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