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Abstract—Recently, there has been a significant
growth of interest in applying software engineering
techniques for the quality assurance of deep learning
(DL) systems. One popular direction is deep learning
testing, where adversarial examples (a.k.a. bugs) of
DL systems are found either by fuzzing or guided
search with the help of certain testing metrics. How-
ever, recent studies have revealed that the commonly
used neuron coverage metrics by existing DL testing
approaches are not correlated to model robustness. It
is also not an effective measurement on the confidence
of the model robustness after testing. In this work, we
address this gap by proposing a novel testing framework
called Robustness-Oriented Testing (RobOT). A key
part of RobOT is a quantitative measurement on 1) the
value of each test case in improving model robustness
(often via retraining), and 2) the convergence quality
of the model robustness improvement. RobOT utilizes
the proposed metric to automatically generate test
cases valuable for improving model robustness. The
proposed metric is also a strong indicator on how
well robustness improvement has converged through
testing. Experiments on multiple benchmark datasets
confirm the effectiveness and efficiency of RobOT in
improving DL model robustness, with 67.02% increase
on the adversarial robustness that is 50.65% higher
than the state-of-the-art work DeepGini.

I. Introduction
Deep learning (DL) [20] has been the core driving force

behind the unprecedented breakthroughs in solving many
challenging real-world problems such as object recognition
[34] and natural language processing [5]. Despite the suc-
cess, deep learning systems are known to be vulnerable to
adversarial examples (or attacks), which are slightly per-
turbed inputs that are imperceptibly different from normal
inputs to human observers but can easily fool state-of-the-
art DL systems into making incorrect decisions [4], [10].
This not only compromises the reliability and robustness
of DL systems, but also raises security concerns on their
deployment in safety-critical applications such as face
recognition [29], malware detection [11], medical diagnosis
[8], [25] and autonomous driving [22].

* Dongxia Wang is the corresponding author.

Noticeable efforts have been made in the software engi-
neering community to mitigate the threats of adversarial
examples and to improve the robustness of DL systems
in the presence of adversarial examples [30], [32], [37].
Among them, formal verification aims to strictly prove
that no adversarial examples exist in the neighborhood of
a given input. Substantial progress has been made using
approaches like abstract interpretation [32] and reachabil-
ity analysis [36]. However, formal verification techniques
are in general expensive and only scale to limited model
structures and properties (e.g., local robustness [15]).

Another popular line of work is deep learning testing,
which aims to generate test cases that can expose the
vulnerabilities of DL models. The test cases can then
be used to improve the model robustness by retraining
the model, however, this should not be taken as granted,
as recent studies have shown that test cases generated
based on existing testing metrics have limited correlation
to model robustness and robustness improvement after re-
training [6], [13]. In this work, we highlight and tackle the
problem of effectively generating test cases for improving
the adversarial robustness of DL models.

There are two key elements when it comes to testing
DL systems. The first element is the testing metric used
to evaluate the quality of a test case or a test suite.
Multiple testing metrics, including neuron coverage [30],
multi-granularity neuron coverage [24] and surprise ad-
equacy [19], have been proposed. The common idea is
to explore as much diversity as possible of certain sub-
space defined based on different abstraction levels, e.g.,
neuron activation [30], neuron activation pattern [24],
neuron activation conditions [33], and neuron activation
vector [19]. The second key element is the method adopted
for test case generation, which is often done by manipu-
lating a given seed input with the guidance of the testing
metric. Existing test case generation techniques such as
DeepXplore [30], DeepConcolic [33], DeepHunter [43] and
ADAPT [21] are mostly designed to improve the neuron
coverage metrics of the test cases. While existing testing
approaches are helpful in exposing vulnerabilities of DL



Fig. 1: Overview of RobOT testing framework.

systems to some extent, recent studies have found that
neuron coverage metrics are not useful for improving
model robustness [6], [13], [23]. As a consequence, unlike
in the case of traditional program testing (where the
program is surely improved after fixing bugs revealed
through testing), one may not improve the robustness of
the DL system after testing.

In this work, we address the above-mentioned lim-
itations of existing DL testing approaches by propos-
ing a novel DL testing framework called RobOT (i.e.,
Robustness-Oriented Testing), which integrates the DL
(re)training with the testing. As illustrated in Fig. 1,
RobOT distinguishes itself from existing neuron coverage
guided testing works in the following important aspects.
First, RobOT is robustness-oriented. RobOT takes a user-
defined requirement on the model robustness as input and
integrates the retraining process into the testing pipeline.
RobOT iteratively improves the model robustness by gen-
erating test cases based on a testing metric and retraining
the model. Second, in RobOT, we propose a novel set of
lightweight metrics that are strongly correlated with model
robustness. The metrics can quantitatively measure the
relevance of each test case for model retraining, and are
designed to favor test cases that can significantly improve
model robustness, which is in contrast to existing coverage
metrics that have little correlation with model robustness.
Furthermore, the proposed metrics can in turn provide
strong evidence on the model robustness after testing. The
output of RobOT is an enhanced model that satisfies the
robustness requirement.

In a nutshell, we make the following contributions.
• We propose a robustness-oriented testing (RobOT)

framework for DL systems. RobOT provides an end-
to-end solution for improving the robustness of DL
systems against adversarial examples.

• We propose a new set of lightweight testing metrics
that quantify the importance of each test case with
respect to the model’s robustness, which are shown to
be stronger indicators of the model’s robustness than

existing metrics.
• We implement in RobOT, a set of fuzzing strategies

guided by the proposed metrics to automatically gen-
erate high-quality test cases for improving the model
robustness.

RobOT is publicly available as an open-source self-
contained toolkit [1]. Experiments on four benchmark
datasets confirm the effectiveness of RobOT in improving
model robustness. Specifically, RobOT achieves 50.65%
more robustness improvement on average compared to
state-of-the-art work DeepGini.

The remainder of the paper is organized as follows.
We provide background in Sec. II. We then present our
detailed approach in Sec. III and the experiment results
in Sec. IV. We discuss related works in Sec. V and conclude
in Sec. VI.

II. Background

A. Deep Neural Networks

In this work, we focus on deep learning models, e.g.,
deep neural networks (DNNs) for classification. We in-
troduce a conceptual deep neural network (DNN) as an
example in Fig. 2 for simplicity and remark that our
approach is applicable for state-of-the-art DNNs in our
experiments like ResNet [14], VGG [31], etc.

DNN: A DNN classifier is a function f : X → Y ,
which maps an input x ∈ X (often preprocessed into a
vector) into a label in y ∈ Y . As shown in Fig. 2, a DNN f
often contains an input layer, multiple hidden layers and
an output layer. We use θ to denote the parameters of
f which assigns weights to each connected edge between
neurons. Given an input x, we can obtain the output of
each neuron on x, i.e., f(x, ne), by calculating the weighted
sum of the outputs of all the neurons in its previous layer
and then applying an activation function (e.g., Sigmoid,
hyperbolic tangent (tanh), or rectified linear unit (relu)) φ.



Fig. 2: An example DNN to predict cat or dog.

Given a dataset D = {(xi, yi)}ni=1, a DNN is often trained
by solving the following optimization problem:

min
θ

1
n

n∑
i=1
J (fθ(xi), yi) (1)

, where J is a loss function which calculates a loss by
comparing the model output fθ(xi) with the ground-truth
label yi. The most commonly used loss function for multi-
class classification tasks is the categorical cross-entropy.
The DNN is then trained by computing the gradient w.r.t.
the loss for each sample in D and updating θ accordingly.
B. Deep Learning Testing

Most existing deep learning testing works are based on
neuron coverage [30] or its variants [24]. Simply speaking,
a neuron ne is covered if there exists at least one test case
x where f(x, ne) is larger than a threshold and thus been
activated. We omit the details of other variants and briefly
introduce the following testing methods as representatives.
We also provide pointers for more details.
DeepXplore [30] is the first testing work for DNN.
DeepXplore proposed the first testing metric, i.e., neuron
coverage and a differential testing framework to generate
test cases to improve the neuron coverage.
DeepHunter [43] is a fuzzing framework which randomly
selects seeds to fuzz guided by multi-granularity neuron
coverage metrics defined in [24].
ADAPT [21] is another recent work which adopts multi-
ple adaptive strategies to generate test cases which could
improve the multi-granularity neuron coverage metrics
defined in [24].
Adversarial Attacks Beside the above testing methods,
traditional adversarial attacks like FGSM [10], JSMA [28],
C&W [4] and PGD [26] attacks are also used to generate
test cases in multiple works.
C. Problem definition

Unlike existing coverage guided testing works, our goal
is to design a robustness-oriented testing framework to
improve the DL model robustness by testing. Two key
problems are to be answered: 1) how can we design
testing metrics which are strongly correlated with model
robustness? 2) how can we automatically generate test
cases favoring the proposed testing metrics?

III. Methodology

In this section, we present RobOT, a novel robustness-
oriented framework for testing and re-training DL systems.
The overall framework of RobOT is shown in Figure 1.
We assume that a requirement on the model robustness
(Section III-A) is provided in prior for quality assurance
purpose. Note that the requirement is likely application-
specific, i.e., different applications may have different re-
quirements on the level of robustness.

RobOT integrates the DL (re)training into the testing
framework. It starts from the initial training dataset D0,
and trains an initial DNN f0 in the standard way. Then,
it applies a fuzzing algorithm (see Section III-E) which is
guided by our proposed testing metrics (see Section III-C)
to generate a new set of test cases Dt, for retraining
the model f0 to improve its adversarial robustness. The
retraining step distinguishes RobOT from existing DL
testing works and it places a specific requirement on how
the test cases in Dt are generated and selected, i.e., the test
cases must be helpful in improving f0’s robustness after
retraining. We discuss how the test cases are generated in
the rest of this section.

RobOT iteratively generates the test suite Dt and re-
trains the model fn at each iteration. Afterwards, it checks
whether the robustness of the new model fn is satisfactory
using an independent adversarial validation dataset Dv,
subject to an acceptable degrade of the model’s accuracy
on normal/non-adversarial data. If the answer is yes, it ter-
minates and outputs the final model fn; otherwise, RobOT
continues until the model robustness is satisfactory or a
predefined testing budget is reached. In the following, we
illustrate each component of RobOT in detail.

A. DL Robustness: A Formal Definition
Although many DL testing works in the literature claim

a potential improvement on the DL model robustness by
retraining using the test suite generated, such a conjecture
is often not rigorously examined. This is partially due to
the ambiguous definition of robustness. For instance, the
evaluations of [30], [33], [35], [43] are based on accuracy,
in particular empirical accuracy on the validation set [45],
rather than robustness. In RobOT, we focus on improving
the model robustness (without sacrificing accuracy signif-
icantly), and we begin with defining robustness.

Definition 1: Global Robustness (GR) Given an input
region R, a DL model f : R → Y is (σ, ε)-globally-robust
iff ∀x1, x2 ∈ R, ||x1−x2||p ≤ σ ⇒ ||f(x1)−f(x2)|| ≤ ε. �

Global robustness is theoretically sound, and yet ex-
tremely challenging for testing or verification [17]. To
mitigate the complexity, multiple attempts have been
made to constraint the robustness into local input space,
such as Local Robustness [15], CLEVER [41] and Lipschitz
Constant [44]. These local robustness metrics are however
not ideal either, i.e., they have shown to have their own
limitations [16], [17]. For instance, CLEVER relies on
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Fig. 3: Comparison between traditional and deep learning
system quality assurance by testing.

the extreme value theory, making it extremely costly to
calculate.

In RobOT, we adopt a practical empirical definition of
robustness, which has been more commonly used for model
robustness evaluation in the machine learning literature
[26], [39].

Definition 2: Empirical Robustness (ER) Given a
DL model f : X → Y and a validation dataset Dv, we
define its empirical robustness µ : (f,Dv, ATT )→ [0, 1] as
γ, where ATT denotes a given type of adversarial attack
and γ is the accuracy of f on the adversarial examples
obtained by conducting ATT on 〈Dv, f〉. �

Such an empirical view of DL robustness is testing-
friendly and it facilitates RobOT to efficiently compare
the robustness of the models before and after testing and
retraining. Definition 2 is also practical, as it connects
the DL robustness with many existing adversarial attacks
(such as [4], [10], [26]) as a part of the definition. In
particular, for the evaluation of RobOT in Section IV,
we use two popular attacks, i.e., FGSM [10] and PGD
(Projected Gradient Descent) [26] as ATT .

B. RobOT DL Testing: A General View
We first compare and highlight the difference between

testing traditional software and deep learning systems
in Fig. 3. While many testing methods (like random
testing [27], symbolic execution [3], concolic testing [38]
and fuzzing [9]) can be applied to identify vulnerabilities
or bugs for both the traditional software and the DL
systems, the workflow differs for the two after testing is
done, i.e., the quality of traditional software is enhanced
by patching the found bugs, whereas deep learning systems
are improved via retraining. Arguably, the ultimate goal of
testing is to improve the system’s quality. Such improve-
ment is guaranteed by patching bugs identified through
testing in traditional software (assuming regression bugs
are not often), i.e., the usefulness of a bug-revealing test for
traditional software requires no justification. It is not ob-
vious for DL systems, i.e., the usefulness of a test case can
only be judged by taking into account the retraining step.
Nevertheless, the retraining phase is largely overlooked so
far in the deep learning testing literature.

Based on the Empirical Robustness definition in Def. 2,
in Alg. 1, we present the high level algorithmic design

Algorithm 1 RobOT(f0, D,Dv, r, t)
1: f = f0
2: while ER(f,Dv, t) < r do
3: Dt ← T (f,D)
4: D ← D ∪Dt

5: Update f by retraining the model with D
6: end while
7: return f

of RobOT for the workflow of DL testing in Figure 3.
The initial trained model f0 is given as an input in the
algorithm and the testing and retraining iterations in
RobOT are conducted within the main loop (Lines 2-
6). The loop continues until the user-provided empirical
robustness requirement is satisfied (Line 2).

RobOT aims to bridge the gap between the DL testing
and retraining. Let T (Line 3) denote a fuzzing algorithm
to generate test cases (guided by certain metrics). The
objective of robustness-oriented testing is to improve the
model robustness by testing. Formally, given a deep learn-
ing model f , the goal of RobOT at each iteration is to
improve the following.

ER(arg min
θ

1
n

n∑
i=1
J(xi,yi)∈D∪T (f,D)(θ, xi, yi)) (2)

Intuitively, the testing metric should be designed in such
a way that after retraining using the generated test cases,
the model robustness is improved. This objective directly
links the testing metric to the model robustness.

In the remaining of this section, we realize the method
in Line 3 by answering the question: how should we design
test metrics that are strongly correlated with the model
robustness and how can we generate test cases guided by
the proposed metrics?

C. Robustness-Oriented Testing Metrics
Our goal is to design testing metrics which are strongly

correlated with model robustness. We note that there have
been some efforts in the machine learning community to
modify the standard training procedure in order to obtain
a more robust model. For instance, the most effective and
successful approach so far is robust training, which incor-
porates an adversary in each epoch of the training process
so that the trained model can be robust by minimizing the
loss of adversarial samples in the first place [26], and solve
a saddle point problem as follows.

min
θ

1
n

n∑
i=1

max
||x′

i
−xi||p≤ε

J (f(θ, x′i), yi) (3)

At the heart of robust training is to identify a strong
adversarial example x′ around1 a normal example x and
train the model so that the loss on the strong adversarial

1A ε−ball defined according to a certain Lp norm.



example can be minimized. Robust training has shown
encouraging results in training more robust models [26],
[39]. This inspires us to consider deep learning testing anal-
ogously in terms of how we generate test cases (around a
normal example) and retrain the model with the test cases
to improve the model robustness. The key implication is
that when we design robustness-oriented testing metrics
to guide testing, we should evaluate the usefulness of a
test case from a loss-oriented perspective.

Let x0 be the seed for testing. We assume that a test
case xt is generated in the neighborhood ε−ball around
x0, i.e., {x| ||x− x0||p ≤ ε} using either a testing method
or an adversarial attack. The main intuition is that a test
case which induces a higher loss is a stronger adversarial
example, which is consequently more helpful in training
robust models [26]. Based on this intuition, we propose
two levels of testing metrics on top of the loss as follows.

a) Zero-Order Loss (ZOL): The first metric directly
calculates the loss of a test case with respect to the DL
model. Formally, given a test case xt (generated from seed
x), a DL model f , the loss of xt on f is defined as:

ZOL(xt, f) = J (f(θ, xt), y) (4)

, where y is the ground-truth label of x. For test cases
generated from the same seed, we prefer test cases with
higher loss, which are more helpful in improving the model
robustness via retraining.

b) First-Order Loss (FOL): The loss of generated test
cases can be quite different for different seeds. In general,
it is easier to generate test cases with high loss around
seeds which unfortunately do not generalize well. Thus,
ZOL is unable to measure the value of the test cases
in a unified way. To address this problem, we propose
a more fine-grained metric which could help us measure
to what degree we have achieved the highest loss in the
seed’s neighborhood. The intuition is that, given a seed
input, the loss around it often first increases and eventually
converges if we follow the gradient direction to modify the
seed [26]. Thus, a criteria which measures how well the
loss converges can serve as the testing metric. A test case
with better convergence quality corresponds to a higher
loss than its neighbors. Next, we introduce First-Order
Stationary Condition (FOSC) to provide a measurement
on the loss convergence quality of the generated test cases.

Formally, given a seed input x0, its neighborhood area
X = {x| ||x − x0||p ≤ ε}, and a test case xt, the FOSC
value of xt is calculated as:

c(xt) = maxx∈X 〈x− xt,∇xf(θ, xt)〉 (5)

In [39], it is proved that the above problem has the
following closed form solution if we take ∞−norm for X .

c(xt) = ε||∇xf(θ, xt)||1 − 〈xt − x0,∇xf(θ, xt)〉. (6)

However, many existing DL testing works are generating
test cases from the L2 norm neighborhood which makes

the above closed-form solution for L∞ infeasible. We thus
consider solving the formulation in Eq. 5 with L2 norm
and obtain the solution as follows.

c(xt) = ε||∇xf(θ, xt)||2 (7)

Proof 1: According to Cauchy–Schwarz inequality:

|〈x− xt,∇xf(θ, xt)〉|2 ≤
〈x− xt, x− xt〉 · 〈∇xf(θ, xt),∇xf(θ, xt)〉 ≤

ε2 · (||∇xf(θ, xt)||2)2

Since there must exist xt such that x−xt and ∇xf(θ, xt)
are in the same direction, we thus have:

max |〈x− xt,∇xf(θ, xt)〉|2 = ε2 · (||∇xf(θ, xt)||2)2

Thus,

max |〈x− xt,∇xf(θ, xt)〉| = ε · ||∇xf(θ, xt)||2

Note that FOSC (in both Eq. 6 and Eq. 7) is cheap to
calculate, whose main cost is a one-time gradient computa-
tion (easy to obtain by all the DL frameworks). The FOSC
value represents the first-order loss of a given test case.
The loss of a test case converges and achieves the highest
value if its FOSC value equals zero. Thus, a smaller FOSC
value means a better convergence quality and a higher loss.

c) Comparison with Neuron Coverage Metrics: Com-
pared to neuron coverage metrics, our proposed loss based
metrics have the following main differences. First, both
ZOL and FOL are strongly correlated to the adversarial
strength of the generated test cases and the model robust-
ness. Thus, our metrics can serve as strong indicators on
the model’s robustness after retraining. Meanwhile, our
metrics are also able to measure the value of each test case
in retraining, which helps us select valuable test cases from
a large amount of test cases to reduce the retraining cost.

D. FOL Guided Test Case Selection
In the following, we show the usefulness of the proposed

metric through an important application, i.e., test case
selection from a massive amount of test cases. Note that
by default, we use the FOL metric hereafter due to the
limitation of ZOL as described above. Test case selection
is crucial for improving the model robustness with limited
retraining budget. The key of test case selection is to
quantitatively measure the value of each test case. So far
this problem remains an open challenge. Prior work like
DeepGini has proposed to calculate a Gini index of a test
case from the model’s output probability distribution [7].
DeepGini’s intuition is to favor those test cases with
most uncertainty (e.g., a more flat distribution) under the
current model’s prediction. Compared to DeepGini, FOL
contains fine-grained information at the loss level and is
strongly correlated with model robustness.

Given a set of test cases Dt, we introduce two strategies
based on FOL to select a smaller set Ds ⊂ Dt for



Algorithm 2 KM-ST(Dt, k, n)
1: Ds = ∅
2: Let max and min be the maximum and minimum FOL

value respectively
3: Equally divide range [min,max] into k sections KR =

[R1, R2, · · · , Rk]
4: for Each FOL range r ∈ [R1, R2, · · · , Rk] do
5: Randomly select n/k samples Dr from Dt whose

FOL values are in r
6: Ds = Ds ∪Dr

7: end for
8: return Ds

retraining the model as follows. Let Dt = [x1, x2, · · · , xm]
be a ranked list in descending order by FOL value, i.e.,
FOL(xi) ≥ FOL(xi+1) for i ∈ [1,m− 1].

a) K-Multisection Strategy (KM-ST): The idea of
KM-ST is to uniformly sample the FOL space of Dt.
Algo. 2 shows the details. Assume we need to select n test
cases from Dt. We equally divide the range of FOL into k
sections (KR) at line 3. Then for each range r ∈ KR, we
randomly select the same number of test cases at line 5.

b) Bi-End Strategy (BE-ST): The idea of BE-ST is
to form Ds by equally combining test cases with small
and large FOSC values. This strategy mixes test cases of
strong and weak adversarial strength, which is inspired by
a recent work on improving standard robust training [18].
Given a ranked Dt, we can simply take an equal number
of test cases from the two ends of the list to compose Ds.

Figure 4 shows the loss map of the selected test cases
according to different strategies. We could observe that
BE-ST prefers test cases of higher loss, KM-ST uniformly
samples the loss space, while DeepGini often prefers test
cases with lower loss.

E. FOL Guided Fuzzing

Next, we introduce a simple yet efficient fuzzing strategy
to generate test cases based on FOL. Note that since we
have no prior knowledge of the FOL distribution, we are
not able to design fuzzing strategy for KM-ST. Instead,
we design a fuzzing algorithm for the BE-ST strategy. The
idea is to greedily search for test cases in two directions,
i.e., with both small or large FOL values.

Algo. 3 presents the details. The inputs include the
model f , the list of seeds to fuzz seeds list, the fuzzing
region ε, the threshold on the small FOL value ξ, the
number of labels to optimize k, a hyper-parameter λ on
how much we favor FOL during fuzzing and lastly the
maximum number of iterations to fuzz for a seed iters.
For each seed in the list, we maintain a list of seeds s list
at line 3. After obtaining a seed x from s list (line 5), we
iteratively add perturbation on it from line 8 to line 28 in
a way guided by FOL. We set the following objective for

TABLE I: Datasets and models.
Dataset Training Testing Model Accuracy
MNIST 60000 10000 LeNet-5 99.02%
Fashion-MNIST 60000 10000 LeNet-5 90.70%
SVHN 73257 26032 LeNet-5 88.84%
CIFAR10 50000 10000 ResNet-20 90.39%

TABLE II: Test case generation details.
Testing Method Parameter MNIST SVHN Fashion-MNIST CIFAR10
FGSM Step size 0.3 0.03 0.03 0.01
PGD Steps 10 10 10 10

Step size 0.3/6 0.03/6 0.3/6 0.01/6
DeepXplore Relu threshold 0.5 0.5 0.5 0.5
DLFuzz/ADAPT Time per seed 10 s 10 s 10 s 20 s

Relu threshold 0.5 0.5 0.5 0.5

optimization (line 9).

obj =
k∑
i=2

P (ci)− P (c1) + λ · FOL(x′) (8)

, where ci is the label with the ith largest softmax probabil-
ity of f (c1 with the maximum), P (c) is softmax output of
the label c and k is a hyper-parameter. The idea is to guide
perturbation towards changing the original label (i.e.,
generating an adversarial example) whilst increasing the
FOL value. We then obtain the gradient of the objective
(line 10) and calculate the perturbation based on the
gradient by multiplying a learning rate and a randomized
coefficient (0.5 to 1.5) to avoid duplicate perturbation (line
11). We run two kinds of checks to achieve the BE-ST
strategy at line 15 and line 22 respectively. If the FOL
value of the new sample after perturbation (x’) is either
increasing (line 15) or is smaller than a threshold (line
22), we add x′ to the seed list (line 17 and line 23).
Furthermore, we add x′ to the fuzzing result if it satisfies
the check and has a different label with the original seed
x (line 19 and line 25). Note that compared to neuron
coverage guided fuzzing algorithms which need to profile
and update neuron coverage information [21], [43], our
FOL guided fuzzing algorithm is much more lightweight,
i.e., whose main cost is to calculate a gradient at each step.

IV. Experimental Evaluation
We have implemented RobOT as a self-contained tookit

with about 5k lines of Python code. The source code and
all the experiment details are available at [1]. In the fol-
lowing, we evaluate RobOT through multiple experiments.

A. Experiment Settings
a) Datasets and Models: We adopt four widely used

image classification benchmark datasets for the evaluation.
We summarize the details of the datasets and models used
in Tab. I.

b) Test Case Generation: We adopt two kinds of
adversarial attacks and three kinds of coverage-guided
testing approaches to generate test cases for the evaluation
in the following. We summarize all the configurations of
the test case generation algorithms in Tab. II.
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Fig. 4: Loss of selected test cases for different datasets using different strategies.

Algorithm 3 FOL-Fuzz(f, seeds list, ε, ξ, k, λ, iters)
1: Let fuzz result = ∅
2: for seed ∈ seeds list do
3: Maintain a list s list = [seed]
4: while s list is not empty do
5: Obtain a seed x = s list.pop()
6: Obtain the label of the seed c1 = f(x)
7: Let x′ = x
8: for iter = 0 to iters do
9: Set optimization objective obj using Eq. 8

10: Obtain grads = ∇obj
∇x′

11: Obtain perb = processing(grads)
12: Let x′ = x′ + perb
13: Let c′ = f(x′)
14: Let dis = Dist(x′, x)
15: if FOL(x′) ≥ FOLm and dis ≤ ε then
16: FOLm = FOL(x′)
17: s list.append(x′)
18: if c′! = c1 then
19: fuzz result.append(x′)
20: end if
21: end if
22: if FOL(x′) < ξ and dis ≤ ε then
23: s list.append(x′)
24: if c′! = c1 then
25: fuzz result.append(x′)
26: end if
27: end if
28: end for
29: end while
30: end for
31: return fuzz result

c) Test Case Selection Baseline: We adopt the most
recent work DeepGini [7] as the baseline of the test case
selection strategy. DeepGini calculates a Gini index for
each test case according to the output probability distri-
bution of the model. A test case with larger Gini index is
considered more valuable for improving model robustness.

d) Robustness Evaluation: We adopt Def. 2 to em-
pirically evaluate a model’s robustness. In practice, we

compose a validation set of adversarial examples Dv for
each dataset by combining the adversarial examples gener-
ated using both FGSM and PGD (10000 each). The attack
parameters are the same with Tab. II. We then evaluate a
model’s robustness by calculating its accuracy on Dv.

B. Research Questions

RQ1: What is the correlation between our FOL
metric and model robustness? To answer this ques-
tion, we first select three models with different robustness
levels for each dataset. The first model (Model 1) is the
original trained model. The second model (Model 2) is
a robustness-enhanced model which is retrained2 by aug-
menting 5% of the generated test cases and is more robust
than Model 1. The third model (Model 3) is a robustness-
enhanced model which is retrained by augmenting 10%
of the generated test cases and is most robust. Then, for
each model, we conduct adversarial attacks to obtain a
same number (10000 for FGSM and 10000 for PGD) of
adversarial examples.

We show the FOL distribution of the adversarial exam-
ples for different models in Fig. 5. We observe that there
is a strong correlation between the FOL distribution of
adversarial examples and the model robustness. Specif-
ically, the adversarial examples of a more robust model
have smaller FOL values. This is clearly evidenced by
Fig. 5, i.e., for every dataset, the probability density is
intensively distributed around zero for Model 3 (the most
robust model) while is steadily expanding to larger FOL
values for Model 2 and Model 1 (with Model 1 larger than
Model 2). The underlying reason is that a more robust
model in general has a more flat loss distribution and thus
a smaller FOL value (since it is based on the loss gradient).

In addition, we also observe that adversarial examples
from stronger attacks have smaller FOL values. Fig. 6
shows the FOL distribution of adversarial examples from
attacking the CIFAR10 model with FGSM and PGD
respectively. We could observe that adversarial examples
from PGD have significantly smaller FOL values than
FGSM. The reason is that stronger attacks like PGD

2Retaining in this work takes 10 (40 for CIFAR10) additional
epochs based on the original model.
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Fig. 5: FOL distribution of adversarial examples for models with different robustness.
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Fig. 6: FOL distribution of adversarial examples from
FGSM and PGD for CIFAR10 model.

are generating adversarial examples that have better loss
convergence quality and induce higher loss.

We thus have the following answer to RQ1:

Answer to RQ1: FOL is strongly correlated with model
robustness. A more robust model have smaller FOL
values for adversarial examples.

RQ2: How effective is our FOL metric for test case
selection? To answer the question, we first generate a
large set of test cases using different methods, and then
adopt different test case selection strategies (i.e., BE-ST,
KM-ST and DeepGini) to select a subset of test cases with
the same size to retrain the model. A selection strategy is
considered more effective if the retrained model with the
selected test cases is more robust.

We distinguish two different kinds of test case gener-
ation algorithms which are both used in the literature,
i.e., adversarial attacks and neuron coverage-guided al-
gorithms, for more fine-grained analysis. For adversarial
attacks, we adopt FGSM (weak) and PGD (strong) attacks
to generate a combined set of test cases. For DeepXplore,
DLFuzz and ADAPT, we generate a set of test cases for
each of them. The parameters used are consistent with
Tab. II. For each set of test cases, we use BE-ST, KM-ST
and DeepGini strategy respectively to select x (ranging

from 1 to 10) percent of them to obtain a retrained model
and evaluate its model robustness.

Fig. 7 shows the results. We observe that for all the
strategies, the retrained model obtained improved re-
silience to adversarial examples to some extent. Besides,
the model’s robustness steadily improves as we augment
more test cases (from 1% to 10%) for retraining. However,
we could also observe that in almost all cases (except 1
case), our FOL guided strategies (both BE-ST and KM-
ST) have significantly better performance than DeepGini,
i.e., achieving 30.48%, 84.62%, 54.91% and 35.92% more
robustness improvement on average for the four different
sets of test cases. The reason is that FOL is able to select
test cases which have higher and more diverse loss than
DeepGini (as shown in Fig. 4 previously), which are better
correlated with model robustness. Meanwhile, we observe
that the retrained models maintain high accuracy on the
test set as well (as summarized in Tab. III).

Besides, we observe that different test case genera-
tion algorithms obtain different robustness improvements.
Among DeepXplore, DLFuzz and ADAPT, ADAPT and
DLFuzz have the highest (53.39% on average) and lowest
(31.18% on average) robustness improvement respectively
while DeepXplore is in the middle (48.36% on average).
Adversarial attacks often achieve higher robustness im-
provement than all three neuron coverage-guided fuzzing
algorithms for simpler datasets such as MNIST, Fashion-
MNIST and SVHN. This casts shadow on the usefulness
of the test cases generated by neuron coverage-guided
fuzzing algorithms in improving model robustness and is
consistent with [6], [13], [23].

We further conduct experiments to evaluate and com-
pare how robust the retrained models are when using
adversarial examples generated in different ways: one from
the attacks (Fig. 7), and the other from different testing
algorithms. We summarize the result in Tab. IV. We
observe that the robustness drops noticeably (which is
especially the case for CIFAR10), i.e., 18.64%, 26.41% and
23.09% for DeepXplore, DLFuzz, and ADAPT each on
average (compared to the results in Fig. 7). Nevertheless,
our test case selection strategies still outperform DeepGini
in all cases. This shows that adversarial examples from
adversarial attacks alone are insufficient. It is necessary to



0.5 1 1.5 2 3 4 5 6 8 10
# Percentage of test cases

0.4

0.5

0.6

0.7

0.8

0.9

Ro
bu

st
ne

ss
MNIST-ATTACK

BE-ST
KM-ST
DeepGini

0.5 1 1.5 2 3 4 5 6 8 10
# Percentage of test cases

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Ro
bu

st
ne

ss

Fashion-ATTACK

BE-ST
KM-ST
DeepGini

0.5 1 1.5 2 3 4 5 6 8 10
# Percentage of test cases

0.2

0.3

0.4

0.5

0.6

0.7

Ro
bu

st
ne

ss

SVHN-ATTACK
BE-ST
KM-ST
DeepGini

1 2 4 6 8 10
# Percentage of test cases

0.20

0.25

0.30

0.35

0.40

0.45

0.50

0.55

Ro
bu

st
ne

ss

CIFAR10-ATTACK
BE-ST
KM-ST
DeepGini

1 2 4 6 10
# Test cases per seed

0.40

0.45

0.50

0.55

0.60

0.65

0.70

0.75

Ro
bu

st
ne

ss

MNIST-DeepXplore
BE-ST
KM-ST
DeepGini

1 2 4 6 10
# Test cases per seed

0.10

0.15

0.20

0.25

0.30

Ro
bu

st
ne

ss
Fashion-DeepXplore

BE-ST
KM-ST
DeepGini

1 2 4 6 10
# Test cases per seed

0.25

0.30

0.35

0.40

0.45

0.50

Ro
bu

st
ne

ss

SVHN-DeepXplore
BE-ST
KM-ST
DeepGini

1 2 4 6 10
# Test cases per seed

0.3

0.4

0.5

0.6

0.7

Ro
bu

st
ne

ss

CIFAR10-DeepXplore
BE-ST
KM-ST
DeepGini

1 2 4 6 10
# Test cases per seed

0.14

0.16

0.18

0.20

0.22

0.24

0.26

0.28

Ro
bu

st
ne

ss

MNIST-DLFuzz

BE-ST
KM-ST
DeepGini

1 2 4 6 10
# Test cases per seed

0.05

0.10

0.15

0.20

0.25

Ro
bu

st
ne

ss

Fashion-DLFuzz
BE-ST
KM-ST
DeepGini

1 2 4 6 10
# Test cases per seed

0.20

0.25

0.30

0.35

0.40

0.45

0.50

Ro
bu

st
ne

ss

SVHN-DLFuzz
BE-ST
KM-ST
DeepGini

1 2 4 6 10
# Test cases per seed

0.3

0.4

0.5

0.6

0.7

Ro
bu

st
ne

ss

CIFAR10-DLFuzz
BE-ST
KM-ST
DeepGini

1 2 4 6 10
# Test cases per seed

0.45

0.50

0.55

0.60

0.65

0.70

0.75

0.80

0.85

Ro
bu

st
ne

ss

MNIST-ADAPT

BE-ST
KM-ST
DeepGini

1 2 4 6 10
# Test cases per seed

0.1

0.2

0.3

0.4

0.5

0.6

Ro
bu

st
ne

ss

Fashion-ADAPT

BE-ST
KM-ST
DeepGini

1 2 4 6 10
# Test cases per seed

0.20

0.25

0.30

0.35

0.40

0.45

0.50

Ro
bu

st
ne

ss

SVHN-ADAPT
BE-ST
KM-ST
DeepGini

1 2 4 6 10
# Test cases per seed

0.2

0.3

0.4

0.5

0.6

0.7

Ro
bu

st
ne

ss

CIFAR10-ADAPT
BE-ST
KM-ST
DeepGini

Fig. 7: Test case selection and robustness improvement with different strategies.

TABLE III: Test accuracy of model before and after
retraining with 10 percent of generated test cases using
adversarial attacks.

Dataset Original Retrained
MNIST 99.02% 98.95%
Fashion-MNIST 90.70% 90.63%
SVHN 88.84% 87.13%
CIFAR10 90.39% 90.13%

improve the diversity of test cases for retraining from a
perspective that is well correlated with model robustness.

We thus have the following answer to RQ2:

Answer to RQ2: FOL guided test case selection is able
to select more valuable test cases to improve the model
robustness by retraining.

RQ3: How effective and efficient is our FOL guided
fuzzing algorithm? To answer the question, we com-
pare our FOL guided fuzzing algorithm (FOL-Fuzz) with
state-of-the-art neuron coverage-guided fuzzing algorithm
ADAPT as follows. We run FOL-fuzz and ADAPT for
a same period of time, (i.e., 5 minutes, 10 minutes and
20 minutes) to generate test cases. Then we retrain the
model with the test cases to compare their robustness



TABLE IV: Robustness performance of models (retrained using adversarial examples from attack algorithms) against
test cases generated by DL testing tools.

DeepXplore DLFuzz ADAPT
Dataset BE-ST KM-ST DeepGini Average BE-ST KM-ST DeepGini Average BE-ST KM-ST DeepGini Average
MNIST 86.12% 80.56% 73.74% 80.14% 76.39% 74.73% 65.59% 72.24% 82.60% 75.68% 70.36% 76.21%
Fashion-MNIST 51.57% 47.97% 34.14% 44.56% 38.15% 35.44% 27.16% 33.58% 50.55% 47.50% 31.92% 43.32%
SVHN 37.10% 38.29% 27.26% 34.55% 32.83% 34.83% 25.34% 31.00% 25.71% 28.51% 19.15% 24.46%
CIFAR10 25.25% 20.16% 12.92% 19.44% 18.28% 14.20% 9.31% 13.93% 22.37% 18.48% 12.08% 17.64%
Average 50.01% 46.75% 37.01% 41.41% 39.8% 31.85% 45.31% 42.54% 33.36%

improvement. The hyper-parameters for FOL-Fuzz are
set as follows: ξ = 10−18, k = 5, λ = 1, iters =
3, learning rate = 0.1. The parameters for ADAPT are
consistent with Tab. II.

Tab. V shows the results. We could observe that within
the same time limit, ADAPT generates slightly more
adversarial examples, i.e., 10457 compared to 7897 of FOL-
Fuzz. A closer look reveals that ADAPT tends to generate
a lot of test cases around a seed towards improving the
neuron coverage metrics. However, not all these tests are
meaningful to improve model robustness. One the other
hand, FOL-Fuzz is able to discover more valuable test
cases. We could observe that using FOL-Fuzzed test cases
(although less than ADAPT) to retrain the model signifi-
cantly improves the model’s robustness than ADAPT, i.e.,
39.67% compared to 24.79% of ADAPT on average.

We thus have the following answer to RQ3:

Answer to RQ3: FOL-Fuzz is able to efficiently gen-
erate more valuable test cases to improve the model
robustness.

C. Threats to Validity

First, our experiments are based on a limited set of test
subjects in terms of datasets, types of adversarial attacks
and neuron coverage-guided test case generation algo-
rithms. Although we included strong adversarial attack
like PGD and state-of-the-art coverage-guided generation
algorithm ADAPT, it might be interesting to investigate
other attacks like C&W [4] and JSMA [28], and fuzzing
algorithms like DeepHunter [43]. Second, we adopt an
empirical approach to evaluate the model robustness which
might be different with different kinds of attacks used. So
far it is still open problem on how to efficiently measure
the robustness of DL models. We do not use more rigorous
robustness metric like CLEVER [41] because it is input-
specific and has high cost to calculate (e.g., hours for one
input). Third, our testing framework requires a robustness
requirement as input which could be application-specific
and is relevant to the model as well. In practice, users
could adjust the requirement dynamically.

V. Related works

This work is mainly related to the following lines of
works on building more robust deep learning systems.

a) Deep Learning Testing: Extensive DL testing
works are focused on designing testing metrics to expose
the vulnerabilities of DL systems including neuron cov-
erage [30], multi-granularity neuron coverage [24], neu-
ron activation conditions [33] and surprise adequacy [19].
Along with the testing metrics, many test case generation
algorithms are also proposed including gradient-guided
perturbation [30], [46], black-box [42] and metric-guided
fuzzing [12], [21], [43]. However, these testing works lack
rigorous evaluation on their usefulness in improving the
model robustness (although most of them claim so) and
have been shown to be ineffective in multiple recent works
[6], [13], [23]. Multiple metrics have been proposed in the
machine learning community to quantify the robustness
of DL models as well [2], [40], [41], [44]. However, most
of them are used to evaluate local robustness and hard
to calculate. Thus these metrics are not suitable to test
directly. Our work bridges the gap by proposing the FOL
metric which is strongly correlated with model robustness
and integrate retraining into the testing pipeline for better
quality assurance.

b) Adversarial/Robust Training: The key idea of ad-
versarial training is to improve the robustness of the DL
models by considering adversarial examples in the training
phase. There are plenty of works on conducting adversarial
attacks on DL models (of which we are not able to cover
all) to generate adversarial examples such as FGSM [10],
PGD [26] and C&W [4]. Adversarial training in general
may overfit to the specific kinds of attacks which generate
the adversarial examples for training [26] and thus can
not guarantee robustness on new kinds of attacks. Later,
robust training [26] is proposed to train robust models
by solving a saddle point problem described in Sec. III.
DL testing complements these works by generating more
diverse adversarial examples.

VI. Conclusion

In this work, we propose a novel robustness-oriented
testing framework RobOT for deep learning systems to-
wards improving model robustness against adversarial
examples. The core of RobOT is a metric called FOL to
quantify both the value of each test case in improving
model robustness (often via retraining) and the conver-
gence quality of the model robustness improvement. We
also propose to utilize the proposed metric to automati-
cally fuzz for more valuable test cases to improve model
robustness. We implemented RobOT as a self-contained



TABLE V: Comparison of FOL-fuzz and ADAPT. a/b: a is the result of FOL-fuzz and b is the result of ADAPT.
5 min 10 min 20 min

Dataset # Test case Robustness↑ # Test case Robustness↑ # Test case Robustness↑
MNIST 1692/2125 33.62%/18.73% 3472/4521 48.04%/36.46% 7226/8943 68.02%/54.38%
Fashion-MNIST 4294/5485 40.75%/6.74% 8906/10433 53.88%/14.94% 18527/21872 69.03%/27.24%
SVHN 6236/8401 24.25%/21.3% 12465/17429 30.42%/27.52% 24864/33692 39.99%/34.51%
CIFAR10 1029/1911 18.62%/17.03% 2006/3722 22.07%/18.12% 4050/6947 27.36%/20.54%
Average 3313/4480 29.31%/15.95% 6712/9026 38.6%/24.26% 13667/17864 51.1%/34.17%

open-source toolkit. Our experiments on multiple bench-
mark datasets verify the effectiveness and efficiency of
RobOT in improving DL model robustness, i.e., with
67.02% increasement on the adversarial robustness that is
50.65% higher than the state-of-the-art work DeepGini.
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