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Abstract—We consider the uplink transmission between a multi-antenna ground station and an unmanned aerial vehicle (UAV) swarm. The UAVs are assumed as intelligent agents, which can explore their optimal three dimensional (3-D) deployment to maximize the channel capacity of the multiple input multiple output (MIMO) system. Specifically, considering the limitations of each UAV in accessing the global information of the network, we focus on a decentralized control strategy by noting that each UAV in the swarm can only utilize the local information to achieve the optimal 3-D deployment. In this case, the optimization problem can be divided into several optimization sub-problems with respect to the rank function. Due to the non-convex nature of the rank function and the fact that the optimization sub-problems are coupled, the original problem is NP-hard and, thus, cannot be solved with standard convex optimization solvers. Interestingly, we can relax the constraint condition of each sub-problem and solve the optimization problem by a formulated UAVs channel capacity maximization game. We analyze such game according to the designed reward function and the potential function. Then, we discuss the existence of the pure Nash equilibrium in the game. To achieve the best Nash equilibrium of the MIMO system, we develop a decentralized learning algorithm, namely decentralized UAVs channel capacity learning. The details of the algorithm are provided, and then, the convergence, the effectiveness and the computational complexity are analyzed, respectively. Moreover, we give some insightful remarks based on the proofs and the theoretical analysis. Also, extensive simulations illustrate that the developed learning algorithm can achieve a high MIMO channel capacity by optimizing the 3-D UAV swarm deployment with the local information.

Index Terms—Game theory, Massive MIMO communications, UAV swarm, 3-D deployment.

I. INTRODUCTION

UNMANNED aerial vehicle (UAV) communication is regarded as a very promising technology in future 6G communication networks. Thanks to its inherent advantages, such as high mobility, deployment flexibility, and strong line-of-sight (LoS) of the air-to-ground channel [1]. On one hand, UAVs can be connected to the ground cellular infrastructures as new aerial users to perform their respective missions, which is referred to as cellular-connected UAVs. On the other hand, UAVs can be deployed as new aerial base stations and relays to enhance terrestrial wireless coverage, a paradigm known as UAV-assisted wireless communication.

Several interesting issues arise from the study of flying UAVs in wireless networks, such as trajectory planning [2]–[4], energy consumption [4]–[6], security [3], etc. Particularly, the problem of quasi-stationary UAV deployment, where the locations of UAV are unchanged for the duration of interest to maximize the communication metrics, like throughput, radio coverage radius, etc., has been extensively studied in recent works [7]. As an early attempt, the maximum radio coverage of a low-altitude aerial platform has been analyzed with one dimensional (1-D) altitude optimization [8]. Later, considering the UAV-assisted aerial base station, the placement of two dimensional (2-D) aerial base stations and resource allocation were jointly optimized with the goal of maximizing the time-frequency throughput in [9]. To further exploit the degrees of spatial freedom, the authors of [10] proposed an optimal three dimensional (3-D) placement algorithm to achieve the maximum energy-efficient coverage rate. As a flying relay, the placement of a UAV has been studied to obtain the best trade-off between minimizing propagation distances to ground terminals and discovering good propagation conditions [11]. In this context, compared to single UAV communication, UAV swarm communication can support many exciting applications thanks to its enhanced communication reliability, wider coverage area, and resilience to physical attacks. More specifically, in cellular Internet of UAVs, a sensory UAV swarm can be applied to large-scale area monitoring, such as atmospheric and agricultural environmental monitoring. On the battlefield, a UAV swarm network is essential for carrying out the military surveillance tasks and intelligence gathering [7]. Likewise, the deployment of UAV swarm can be optimized. In [12], the 2-D deployment of multi-UAVs was optimized with the consideration of the line-of-sight (LoS) channel. As an extension of the work [9], joint optimization for resource allocation and 2-D aerial base station placement were investigated to maximize the downlink sum rate in [13]. To maximize the network throughput gain, the multi-UAV 2-D placement was studied in [14]. A framework using altitude fixed multi-UAV to optimize the average data rate, while considering the fairness of users, was developed in [15]. The UAV-mounted aerial base stations were investigated in [16], [17] with jointly optimizing UAVs 2-D placement and resource allocation. As relay components, the quasi-stationary multi-UAV 2-D placement was studied to
maximize the communication reliability in [18]. In the context of 3-D space deployment, there are also some works. The authors in [19] proposed a multiple UAVs joint 3-D trajectory design and power control strategy via a multi-agent Q-learning algorithm. Based on the sphere packing theory, the optimal 3-D position of the UAVs was studied with jointly considering the coverage area and the flight onboard energy in [20]. Similarly, by leveraging a disk covering model, the reference [21] proposed a pattern formation driven 3-D UAV base stations placement, considering different power consumptions of UAVs and the ground user density.

All these works above have provided very useful insights into the deployment of UAVs. However, two crucial issues have never been well considered in the context of optimizing multi-UAV deployment, which are: i) How does the optimizer access the information of the multi-UAV communication networks if the UAV energy is limited and the remote communication is unreliable? ii) How to optimize the multi-UAV deployment if the global information of the networks is not available at the optimizer? Generally, to accommodate multi-UAVs, a centralized optimization deployment can access all the UAVs of the swarm and keep obtaining the global information at all time, hence, a continuous real-time interaction between each UAV and a computing center is required. For example, many references, i.e., [12]–[14], [16], [17], [20]–[22], propose to access the global information to perform the optimization placement of multi-UAV via the wireless fronthaul/backhaul link of the optimization control unit. Although a centralized optimization deployment is indeed capable of deploying the UAVs by collecting the information from all parts of the network, it faces two fundamental challenges (\textbf{C1,C2}), especially in rural or disaster settings where the remote communication with a computing center might be required:

\begin{itemize}
    \item \textbf{C1.} Since UAVs are often powered by batteries, their airborne time is limited. The centralized optimization deployment entails a large amount of communication overhead to continually schedule and control each UAV, which is not suitable for energy-limited UAV communication.
    
    \item \textbf{C2.} Due to the unreliable nature of wireless communications, the centralized optimization deployment may be problematic in ultra-reliable low-latency communication. Indeed, this latency may become intolerable for delay-sensitive communications, such as UAV communication and vehicular communication.
\end{itemize}

To overcome the challenges above, developing a decentralized optimization deployment cast a bright light on the multi-UAV deployment problem [19], [23]–[25]. Leaving aside the optimization control center for the moment, in prior work such as [19], each UAV is required to know the global environment information and the Q-values. However, it is not easy for UAVs to reconstruct the global environment information via the local information exchange, especially when the information is coupled and the memory is limited. Recently, a few works, such as [23]–[25], have investigated the distributed multi-UAV placement. In [23], the backhaul throughput was optimized by adjusting the UAV swarm placement with distributed algorithms. In fact, the proposed distributed algorithms still request one UAV to act as a group leader to coordinate the position of other UAVs in real-time, which is very energy-consuming. The authors in [24] proposed a non-cooperative aerial base station placement algorithm leveraging stochastic optimization and machine learning techniques. Although such algorithm does not need aerial base stations to exchange information, it still requires to receive all the packets from the terrestrial infrastructure and to estimate the global information to calculate the network utility function via the real-time feedback information of the control channel. In [25], an optimal deployment of multi-UAV was established in wireless airborne communication based on an adaptive hill-climbing type decentralized control algorithm. In that paper, the algorithm includes two modes and needs the throughput among ground nodes, aerial vehicles, as well as an artificial node to construct the cost functions, which induces a considerable latency and algorithm complexity. These observations lead to another challenge:

\begin{itemize}
    \item \textbf{C3.} Most of the decentralized optimization deployments are based on global information acquisition. However, in many emerging scenarios, the global information of the networks may not be available for ability-limited UAVs, such as sensory UAV swarm networks.
\end{itemize}

In a nutshell, most of the existing works address the deployment of UAV swarm by using the centralized optimization deployment or decentralized optimization deployment assuming that the global information is available at all/partial UAVs, which requires a prohibitive amount of resources.

Game theory was first emerged in contemporary economics and quickly found a widespread applications in finance, management science and sociology [26]. At present, the game theory has been effectively used for wireless resource allocation and optimization in UAV communications [27]. For example, in [28], the access selection and resource allocation have been jointly optimized in a UAV swarm assisted communication network by formulating the problem as a dynamic evolutionary game. The N-player normal form games have been proposed to find the load balancing in multiple UAV-assisted wireless communications [29]. A bio-inspired and competitive game based flight control of a UAV swarm was studied in [30]. The authors in [31] utilized the evolutionary game approach to deploy the multi-UAV base stations. They demonstrated that the non-cooperative game is an efficient mathematical tool which can be applied to analyze and optimize the radio communication performance of the UAV swarm.

Different from the existing optimization deployment approaches for multi-UAV, such as [16]–[19], [23]–[25], in this paper, we propose a novel decentralized deployment algorithm which is based on the non-cooperative game. Based on such an algorithm, the coordinated behavior for each UAV is locally controlled, and the individual UAV deployment is only based on the local information from the neighbors, and there is no need to coordinate via group leader or global information. Thus, the aforementioned challenges \textbf{C1-C3} can be effectively addressed. Particularly, focusing on the effectiveness of communication at high signal-to-noise
ratio (SNR), we propose a decentralized learning algorithm for the UAV swarm deployment, to maximize the channel capacity of the multiple input multiple output (MIMO) system. The developed learning algorithm, namely decentralized UAVs channel capacity learning, is based on the potential game [32], which has been successfully applied in distributed wireless resource allocations [33]–[35]. By using the developed learning algorithm, each UAV only needs to exchange local information with its neighbors and executes the local real-time computation to explore its optimal 3-D deployment, thereby maximizing the channel capacity of the MIMO system. We show that the MIMO system can achieve a high channel capacity via the developed learning algorithm in a finite number of iterations. To the best of our knowledge, the decentralized 3-D deployment of UAV swarm by considering only the local information in massive MIMO communication has not been well studied yet. Specifically, the main contributions of this paper are summarized as follows:

- We propose a paradigm for massive MIMO communication with a 3-D deployed UAV swarm. We formulate the MIMO channel capacity maximization problem into several rank function maximization sub-problems. To make the optimization problem more tractable, we relax the constraint condition requiring the MIMO channel matrix to be orthogonal.
- To solve the optimization problem only with the local information, we model the UAV swarm communication as an undirected sparse connected graph and solve the optimization problem by the formulated UAVs channel capacity maximization game. The solution with respect to the pure Nash equilibrium of the game is analyzed.
- To obtain the global optimization solution with respect to the best Nash equilibrium of the game, we develop the decentralized UAVs channel capacity learning. The details of the proposed algorithm are provided and the performances in terms of convergence and effectiveness are analyzed. In addition, we give some insightful remarks based on theoretical analysis and numerical simulations.

The rest of the paper is organized as follows: In Section II, we present the system model and problem formulation. In Section III, we transform the optimization problem to a series of distributed optimization sub-problems and propose potential game to solve them. In Section IV, to achieve the best Nash equilibrium of the game, we develop the decentralized learning algorithm. Simulations are presented in Section V and conclusion is given in Section VI. A list of commonly used notations throughout this paper is summarized in Table I.

### II. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we first give the system model, then, we formulate the optimization problem.

#### A. System Model

We consider the uplink transmission between a ground station (GS) and a UAV swarm with M rotary-wing UAVs, which is shown in Fig. 1. The GS is equipped with a uniform rectangular array (URA) with N antennas, and each UAV in the swarm is equipped with a single antenna. Along the plane of the URA, we set an orthonormal coordinate system with unit basis vectors x, y, and z, where \( N_x \) antennas are on the x-axis and \( N_y \) antennas are on the y-axis. Then, the total number of antennas can be denoted as \( N = N_x N_y \). Assuming the spacing between each antenna is \( \delta \), the position of the \( n \)-th antenna can be denoted as \( (x_n, y_n, z_n) = ((n_x - 1)\delta, (n_y - 1)\delta, 0) \), where \( n_x \in \{1, 2, \ldots, N_x\} \), \( n_y \in \{1, 2, \ldots, N_y\} \) and \( n = (n_y - 1)N_x + n_x \). Similarly, the position of the \( m \)-th UAV can be denoted as \( (x^m, y^m, z^m) \) with \( m \in \{1, 2, \ldots, M\} \). We assume that the position of the URA is fixed with the height dimension ignored, while, in each time slot, the UAVs in the swarm are mobile at constant velocities \( \nu_c \) or motionless. Specifically, in one time slot, the \( m \)-th UAV can select a position from seven directions, including stay, up, down, left, right, forward, backward. We map the moving directions as stay \( \rightarrow (0, 0, 0) \), up \( \rightarrow (0, 0, 1) \), down \( \rightarrow (0, 0, -1) \), left \( \rightarrow (0, -1, 0) \), right \( \rightarrow (0, 1, 0) \), forward \( \rightarrow (1, 0, 0) \), backward \( \rightarrow (-1, 0, 0) \) and denote the mapping set as the action space

\[
A_m = \{(0, 0, 0), (0, 0, 1), (0, 0, -1), (0, -1, 0), (0, 1, 0),
(1, 0, 0), (-1, 0, 0)\},
\]

which represents the finite set of the discrete spatial positions that the \( m \)-th UAV can select from. The UAVs are considered

\[1\]It should be noted that the action space can be easily extended to a larger one by quantizing the horizontal moving direction \( \theta \in [0, 2\pi) \), the horizontal moving direction \( \varphi \in [-\frac{\pi}{2}, \frac{\pi}{2}] \), and the moving speed \( \nu \in [0, \nu_c] \).

#### TABLE I

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>Matrix</td>
</tr>
<tr>
<td>a</td>
<td>Vector</td>
</tr>
<tr>
<td>( \beta )</td>
<td>Hermitian transpose of the matrix</td>
</tr>
<tr>
<td>( \gamma )</td>
<td>Hermitian transpose of the vector</td>
</tr>
<tr>
<td>( C^{N \times M} )</td>
<td>Dimension of the complex matrix</td>
</tr>
<tr>
<td>rank(\cdot)</td>
<td>Matrix rank operator</td>
</tr>
<tr>
<td>tr(\cdot)</td>
<td>Matrix trace operator</td>
</tr>
<tr>
<td>( | \cdot | )</td>
<td>2-norm operator</td>
</tr>
<tr>
<td>( | \cdot |_4 )</td>
<td>Size operator</td>
</tr>
<tr>
<td>( a \rightarrow a' \rightarrow \cdots )</td>
<td>State/action transition</td>
</tr>
</tbody>
</table>
as intelligent agents, who can learn their optimal position selection strategy via environmental interaction. In one time slot, the \( m \)-th UAV senses the communication environment, chooses an action \( a_m \in \mathcal{A}_m \) to determine the position which can maximize its reward, i.e., the individual channel capacity.

We assume that the UAVs can communicate with their neighbors and that the inter-UAV communication link is sparse connectivity and noise-free. The downlink channel between URA and each UAV is a typical air-to-ground channel, which contains strong LoS, reflected non-line-of-sight (NLoS), and small-scale fading. In general, the influence of small-scale fading is smaller than LoS and NLoS [36] and the probability of NLoS can be neglected since the UAV swarm has a higher altitude than the building surroundings. Therefore, we use the strong LoS approach to model the air-to-ground channel. The channel between the \( n \)-th antenna of the URA and the \( m \)-th UAV is denoted as

\[
h_{mn} = \eta_{mn} e^{-\frac{d_{mn}}{\lambda}},
\]

\( \forall m \in \{1, 2, \ldots, M\}, n \in \{1, 2, \ldots, N\}, \) \hspace{1cm} (1)

where the path loss coefficient is denoted as \( \eta_{mn} = \frac{1}{\tau_d a_{mn}} \), the distance between the antenna \( n \) and the UAV \( m \) is \( d_{mn} = \sqrt{(x_m - x_n)^2 + (y_m - y_n)^2 + (z_m)^2} \), and the wavelength of the signal is \( \lambda \). As the UAVs are placed far from the URA and move in a small space, the relative differences in path loss are negligible, we can normalize the uplink MIMO channel with respect to the distance and represent it as the matrix

\[
H = \begin{bmatrix}
    h_{11} & h_{12} & \cdots & h_{1M} \\
    h_{21} & h_{22} & \cdots & h_{2M} \\
    \vdots & \vdots & \ddots & \vdots \\
    h_{N1} & h_{M2} & \cdots & h_{NM}
\end{bmatrix} \in \mathbb{C}^{N \times M}. \hspace{1cm} (2)
\]

B. Problem Formulation

The goal of the optimization problem is to maximize the channel capacity of the MIMO system. For simplicity of exposition, we here consider \( N = M \). We can express the receive signal of the GS as

\[
r = \sqrt{E_s} H s + n,
\]

\( (3) \)

where \( \sqrt{E_s} \) is the transmit power, \( s \) is the transmit signal of the UAV swarm and \( n \) is the noise following zero-mean complex Gaussian distribution with covariance \( \mathbf{I}_N N_0 \). Assuming no channel state information on the transmit side, the most meaningful strategy is to consider that the transmitted signal \( s \) is composed of \( M \) statistically independent equal power components\(^2\). Then, at the receiver side, i.e., URA, the instantaneous capacity of the MIMO channel can be expressed as [37]

\[
C = \log_2 \left( \det \left[ \mathbf{I}_N + \frac{\rho}{N} HH^H \right] \right), \hspace{1cm} (4)
\]

where \( \rho = E_s / N_0 \) is the SNR at each receiving antenna. Due to the high correlation of the air-to-ground LoS channel, the LoS correlation matrix \( \mathbf{R} = HH^H \) can be rank-deficient.

\(^2\)Since the UAVs in the swarm are homogeneous, the transmitted signal power of each UAV is equal.

Then, based on the singular value decomposition of \( \mathbf{R} \), the MIMO channel capacity can be rewritten as

\[
C = \sum_{q=1}^{p} \log_2 \left( 1 + \frac{\rho}{p} \lambda_q \right), \hspace{1cm} (5)
\]

where \( \lambda_q \) is the \( q \)-th eigenvalue of \( \mathbf{R} \) and \( p \leq N \). By Jensen’s inequality,

\[
\frac{1}{p} \sum_{q=1}^{p} \log_2 \left( 1 + \frac{\rho}{p} \lambda_q \right) \leq \log_2 \left( 1 + \frac{\rho}{p^2} \left( \sum_{q=1}^{p} \lambda_q \right) \right), \hspace{1cm} (6)
\]

we can approximately get

\[
C \approx p \log_2 \left( 1 + \frac{\rho}{p^2} \text{tr} (\mathbf{R}) \right), \hspace{1cm} (7)
\]

where the term \( \sum_{q=1}^{p} \lambda_q = \text{tr}(\mathbf{R}) \). By parameterizing the rank \( p = N^\alpha, \alpha \in [0, 1] \) and \( \text{tr}(\mathbf{R}) = N^\gamma, \gamma \in [0, 2] \), (7) can be rewritten as

\[
C \approx N^\alpha \log_2 \left( 1 + \frac{\rho N^\gamma}{p^2} \right). \hspace{1cm} (8)
\]

According to (8), by computing the first and the second order derivatives with respect to \( p \), it can be shown that the optimal rank is a function of \( \rho \), say \( p^*(\rho) \), and the MIMO matrix capacity \( \mathbf{H} \) should be full rank to achieve the maximum channel capacity at high SNRs\(^3\), i.e., \( p^*(\rho) = N \) [38]. Considering the high SNR regime, we can formulate the channel capacity maximization problem as

\[
P0: \max \text{ rank}(\mathbf{H}), \hspace{1cm} (9)
\]

which is to maximize the rank of \( \mathbf{H} \). Nevertheless, given their limited sensory ability and onboard energy, it is extremely challenging for each UAV to obtain the global information of the network, i.e., all the position information of the other UAVs. Without such knowledge, it is difficult for each UAV to construct the MIMO channel \( \mathbf{H} \) and directly maximize the matrix rank as given in P0. In other words, the MIMO channel matrix \( \mathbf{H} \) is unknown to each UAV. Thus, we consider the 3-D deployment for UAVs with a decentralized control strategy. In particular, by exchanging the local information and adjusting the 3-D deployment, each UAV forms a MIMO channel \( \mathbf{H}_m, \forall m \in \{1, 2, \ldots, M\} \) with its neighbors and attempts to maximize the channel capacity of such MIMO channel, hereby maximizing the channel capacity of the MIMO system. Thus, the optimization problem for UAV \( m \) can be formulated as

\[
P1-m: \max \text{ rank}(\mathbf{H}_m), \hspace{1cm} (10)
\]

where the MIMO channel \( \mathbf{H}_m \) is constructed by the LoS channels of the \( m \)-th UAV to the URA and of its neighbors to the URA, and the dimensions of \( \mathbf{H}_m \) are dependent on the number of neighbors of the \( m \)-th UAV. To this end, the total optimization problem of the MIMO system can be given by

\[
P1: \max \text{ rank}(\mathbf{H}_m), \ \forall m \in \{1, 2, \ldots, M\}. \hspace{1cm} (11)
\]

\(^3\)Rank-1 is optimal at low SNRs, and a multi-UAV beamforming regime should be applied. However, in this paper, we only consider the high SNRs case for which rank-\( N \) is optimal [38], and, thus, we focus on a multi-UAV multiplexing regime via 3-D UAV swarm deployment.
III. OPTIMIZATION PROBLEM TRANSFORMATION AND GAME ANALYSIS

The optimization problem P1 reveals that each UAV has to maximize the rank of \( \mathbf{H}_m \) which is jointly formed with its neighbors. However, the rank function is non-convex [39] and the ranks of any two MIMO channel matrices i.e., \( \mathbf{H}_m, \mathbf{H}_{m+1} \), are coupled with the position selection of their common neighbors; thus, the problem P1 is NP-hard. To solve these challenges, we transform the optimization problem into several optimization sub-problems and solve them as a game.

A. Optimization sub-problem

Let \( \mathbf{h}_m = [\mathbf{h}_1, \ldots, \mathbf{h}_i, \mathbf{h}_m] \), where \( \mathbf{h}_i \in \mathbb{C}^{N \times 1} \) is the channel from the \( i \)-th neighbor of the \( m \)-th UAV to the GS, and \( \mathbf{h}_m \in \mathbb{C}^{N \times 1} \) is the channel from the \( m \)-th UAV to the GS. For the non-convex rank function, we relax the constraint condition to the best-case that the MIMO channel \( \mathbf{H}_m \) has orthogonal columns. It is clear that the relaxation will not change the nature of the optimization problem. Then, the optimization problem in P1-m can be transformed to

\[
P_{2-m} : \min_{\mathbf{d}_m} \| \mathbf{h}_i^T \mathbf{h}_l \|, \quad \text{s.t. } \forall k, l \in \{1, \ldots, i, m\}, k \neq l.
\]

Then, the term \( \| \mathbf{h}_i^T \mathbf{h}_l \| \) in problem P2-m can be rewritten as

\[
\| \mathbf{h}_i^T \mathbf{h}_l \| = \| g_{kl}^{m} \| = \| \sum_{n=1,2,\ldots,N} e^{-j2\pi \frac{d_{nl}-d_{nk}}{d_{nk}}} \|,
\]

\( \forall k, l \in \{1, \ldots, i, m\}, k \neq l, \)

where the superscript \( m \)-th represents the term for the \( m \)-th UAV. In this case, the optimization problem P1 can be formulated as \( M \) optimization sub-problems, which can be represented by

\[
P_2 : \min_{\mathbf{d}_m} \sum_{m=1}^{M} \sum_{n=1,2,\ldots,N} \| g_{kl}^{m} \|.
\]

From (12), we can obtain that the action change of the neighbors can effect the optimal solution of the corresponding UAV. In other words, the optimal solutions for all UAVs are coupled with the actions of their common neighbors. Thus, it is difficult for each UAV to obtain its optimal solution with the local information, simultaneously. Next, we formulate the control strategy selection process as a game and design the special objective functions which allow each UAV to obtain the optimal solution, while guaranteeing the maximum channel capacity of the MIMO system.

B. Game played on graph

The inter-UAV communication can be formulated as an undirected sparse connected graph \( G = (V, E) \) with vertex set \( V = \{1, 2, \ldots, M\} \) and edge set \( E \), which denote the set of UAVs and inter-UAV communication links, respectively. Then, the neighbor set of the \( m \)-th UAV is defined by

\[
\mathcal{N}_m = \{i \in V | (m, i) \in E\}.
\]

Let \( \mathcal{N}_m = \{1, \ldots, i\} \) be the neighbor set of the \( m \)-th UAV, then, the \( m \)-th UAV has degree \( D_m = |\mathcal{N}_m| \), representing the number of communication links for the \( m \)-th UAV. In terms of multi-agent learning, each agent regards the other agents as a part of the environment and interacts with such environment to obtain the corresponding rewards, and then determines the optimal control strategy. To obtain the environment information, the neighbor UAVs propagate the local information with each other via the edge \( e \in E \) on the graph. To put things in a mathematical context, define a measurement space \( (\Omega, \mathcal{F}, P) \) with filtration \( \{\mathcal{F}^t\} \), decision processes for each \( t \) are adapted to \( \mathcal{F}^t \), then the global information can be denoted by a \( \sigma \)-algebra with a collection \( M \) of random objects, i.e., \( \mathcal{F}^t = \sigma(M) \). Then, we have

\[
\mathcal{F}^t = \bigvee_{m=1}^{M} \mathcal{F}^t_m,
\]

where \( \mathcal{F}^t_m \) is the local information of the \( m \)-th UAV, while the symbol \( \bigvee \) denotes the “join” of the \( \sigma \)-algebra.

Remark 1. Here, the key difference between the centralized computing control and the decentralized computing control is on the global information \( \mathcal{F}^t \) and the local information \( \mathcal{F}^t_m \). The former includes the measured random objects for all UAVs at all time, while the latter only has the measured random objects of the \( m \)-th UAV and its neighbors. In fact, the local information is strictly the subset of the global information, i.e., \( \mathcal{F}^t_m \subseteq \mathcal{F}^t \) for any \( m \) and \( t \), if the inter-UAV communication link with sparse connectivity.

In game theory, a game \( G = \{V, \{\mathcal{A}_m\}_{m \in V}, \{R_m\}_{m \in V}\} \) is defined by its three components:

- \( V = \{1, 2, \ldots, M\} \) is the set of UAVs.
- \( \mathcal{A}_m \) is the set of all actions that the \( m \)-th UAV has, i.e., the position selection in seven directions. An action profile \( a \in \mathcal{A} \) denotes the collection of actions of all the UAVs, where \( \mathcal{A} = \mathcal{A}_1 \times \cdots \times \mathcal{A}_M \) is the action space of all the UAVs.
- \( R_m \) is the reward of the \( m \)-th UAV.

The Nash equilibrium is one of the most important concepts in a game, which can be defined as follows.

**Definition 1.** For a game \( G = \{V, \{\mathcal{A}_m\}_{m \in V}, \{R_m\}_{m \in V}\} \), an action profile \( a^* \) is represented as a pure Nash equilibrium of the game, if and only if

\[
R_m(a^*_m, a^*_{-m}) \geq R_m(a_m, a^*_{-m}), \quad \forall a_m \in \mathcal{A}_m / a^*_m, \forall m \in V,
\]

where \( \{a^*_m / a^*_{-m}\} \) means that \( a^*_m \) is excluded from \( \mathcal{A}_m \) and \( a^*_{-m} \in \mathcal{A}_{-m} \) denotes the optimal action profile of all the UAVs except \( m \).

The game \( G = \{V, \{\mathcal{A}_m\}_{m \in V}, \{R_m\}_{m \in V}\} \) has reached a pure Nash equilibrium if and only if no UAV has the motivation to unilaterally change its action. Based on (13), we can observe that each UAV can only learn its optimal control strategy without the consideration of the optimal solutions of all UAVs, which is typical in a non-cooperative game. Meanwhile, for the formulated optimization problem, the reward...
of each UAV should be appropriately aligned to the global reward to solve the rank coupling problem. Therefore, we propose a UAVs channel capacity maximization game based on the non-cooperative potential game. The reward function of a UAV should include its own reward and the aggregate reward of its neighbors. In such a setting, the local information $\mathcal{F}_m^t, \forall m \in V$ in current time slot $t$ can be denoted as

$$\mathcal{F}_m^t = \sigma_m \left\{ (x^{m,t}, y^{m,t}, z^{m,t}), (x^{N_m,t}, y^{N_m,t}, z^{N_m,t}) \right\},$$

and the reward function of the $m$-th UAV can be given by

$$R_m(a_m, a_{N_m}) = r_m(a_m, a_{N_m}) + \sum_{i \in N_m} r_i(a_i, a_{N_i}),$$

where $r_m(a_m, a_{N_m}) = -\sum_{k,l,k \neq l} \| g_{kl}^{m} \|$ and $r_i(a_i, a_{N_i}) = -\sum_{k,l,k \neq l} \| g_{kl}^{m} \|$, respectively. The symbol $a_{N_m} \in A_{N_m}$ denotes the action profile of the neighbors of the $m$-th UAV. The local game $\mathcal{G}_m$ for the $m$-th UAV can be expressed as

$$\mathcal{G}_m : \max_{a_m \in A_m} R_m(a_m, a_{N_m}), \forall m \in V,$$

where $\mathcal{G} = \mathcal{G}_1 \times \cdots \times \mathcal{G}_m \times \cdots \times \mathcal{G}_m$. We consider the following potential function, which is defined by

$$\phi(a_m, a_{-m}) = \sum_{m \in V} r_m(a_m, a_{N_m}).$$

The potential function obtains the value 0 if and only if $r_m = 0, \forall m \in V$, which means that both the potential function and the reward of each UAV are maximum.

**Theorem 1.** For the UAVs channel capacity maximization game, the potential function has one and only one solution, $r_m = 0, \forall m \in V$, which can make the MIMO system reach the optimal solution.

**Proof:** As per (18), we find that each term of (20) is less than equal to 0, i.e., $r_m(a_m, a_{N_m}) \leq 0, \forall m \in V$, thus, $\phi(a) \leq 0$. Let $\phi(a) = 0$, and then we have

$$r_1(a_1, a_{N_1}) + \cdots + r_m(a_m, a_{N_m}) + \cdots + r_M(a_M, a_{N_M}) = 0.$$  

Substituting (13) into (20), we can get (22) which is shown at the top of the next page. After some algebraic computations, we can find that if $\phi(a) = 0$ holds, each term of (22) should be 0, i.e.,

$$\sum_{k,l \in \{N_1, \ldots, m\}, k \neq l} \| g_{kl}^{m} \| = 0,$$

$$\sum_{k,l \in \{N_m, \ldots, M\}, k \neq l} \| g_{kl}^{m} \| = 0,$$

$$\sum_{k,l \in \{N_m, \ldots, M\}, k \neq l} \| g_{kl}^{m} \| = 0.$$

Therefore, $r_m = 0, \forall m \in V$ is an unique solution of $\phi(a) = 0$, which makes the MIMO system reach the optimal solution.

**Remark 2.** The global optimal solution of the UAV channel capacity game can be fully characterized by the potential function (20) which represents the sum of the UAV rewards. The reason is that the reward function of each UAV and the potential function are perfectly aligned. In this case, the reward function and the potential function can be maximized at the same time, i.e., $R_m(a_m, a_{N_m}) = 0, \forall m \in V$ and $\phi(a) = 0$. Intuitively, the action profile that maximizes the potential function is a pure Nash equilibrium. However, the strict mathematical proof is needed to show that the proposed UAV channel capacity game is an exact potential game and has a pure Nash equilibrium.

**C. Analysis of game**

**Theorem 2.** The UAV channel capacity maximization game is an exact potential game which has at least one pure Nash equilibrium.

**Proof:** Assuming that an arbitrary UAV $m$ unilaterally changes its position selection from $a_m$ to $a'_m$, then the change in the reward of the $m$-th UAV by this unilateral change can be given by

$$R_m(a'_m, a_{N_m}) - R_m(a_m, a_{N_m}).$$

Substituting (18) into (23), we can get

$$R_m(a'_m, a_{N_m}) - R_m(a_m, a_{N_m}) = r_m(a'_m, a_{N_m}) - r_m(a_m, a_{N_m}) + \sum_{i \in N_m} r_i(a_i, a_{N_i}) - \sum_{i \in N_m} r_i(a_i, a_{N_i}),$$

where $r_m(a'_m, a_{N_m})$ and $r_i(a_i, a_{N_i})$ represent the individual reward of the $m$-th UAV and one of its neighbor after unilaterally changing the action from $a_m$ to $a'_m$. On the other hand, the change of the potential function by switching the action of the $m$-th UAV from $a_m$ to $a'_m$, provided that all the other actions of that UAV remain unchanged, is

$$\phi(a'_m, a_{-m}) - \phi(a_m, a_{-m}) = r_m(a'_m, a_{N_m}) - r_m(a_m, a_{N_m}) + \sum_{i \in N_m} r_i(a_i, a_{N_i}) - \sum_{i \in N_m} r_i(a_i, a_{N_i}) + \sum_{i \in \{V \setminus N_m\}, i \neq m} r_i(a_i, a_{N_i}).$$

Since the action of the $m$-th UAV only affects the rewards of its neighbors, we have

$$r_i(a_i, a_{N_i}) - r_i(a_i, a_{N_i}) = 0, \forall i \in \{V \setminus N_m\}, i \neq m.$$  

Then, we can get

$$\phi(a'_m, a_{-m}) - \phi(a_m, a_{-m}) = R_m(a'_m, a_{N_m}) - R_m(a_m, a_{N_m}),$$

which shows that the deviation in the reward caused by an unilateral action change of UAV equals to the change in the potential function. Thus, $\mathcal{G}_m$ is an exact potential game with the sum of the UAV rewards $\phi(a)$ serving as the potential function. The potential game has many nice properties [32], [34]. One of properties is that any potential game has at least one pure Nash equilibrium. This completes the proof.
\[
\phi(a_m, a_{-m}) = - \sum_{\forall k,l \in \{N,1\}, k \neq l} \left| \sum_{n \in \{1,2,\ldots,N\}} e^{-2\pi \frac{\Delta_n \cdot a_{-m}}{x}} \right| - \ldots - \sum_{\forall k,l \in \{N_m,m\}, k \neq l} \left| \sum_{n \in \{1,2,\ldots,N\}} e^{-2\pi \frac{\Delta_n \cdot a_{-m}}{x}} \right| - \ldots - \sum_{\forall k,l \in \{N_M,M\}, k \neq l} \left| \sum_{n \in \{1,2,\ldots,N\}} e^{-2\pi \frac{\Delta_n \cdot a_{-m}}{x}} \right|.
\]  

**Remark 3.** Theorem 2 illuminates that every action profile \(a^*\) maximizing the potential function is a pure Nash equilibrium, but it may be just a local optimal solution [32]. Based on this, we can deduce that the global optimal solution and the pure Nash equilibrium have no one-to-one corresponding relations. Mathematically, let \(A^0 \) be the action set of the global optimal solution and \(A^* \) be the action set of the pure Nash equilibrium, then the inclusion can be established, i.e., \(A^0 \subset A^* \). A pure Nash equilibrium can be suboptimal, which makes the whole system sometimes just yield a local optimal solution. In other words, the pure Nash equilibrium is a necessary and not sufficient condition for the global optimal solution. Therefore, the proposed UAV channel capacity game can have more than one pure Nash equilibrium. One of the important tasks is to fully explore the environment in each time slot and achieve the pure Nash equilibrium with respect to the global optimal solution, namely the best Nash equilibrium.

IV. ACHIEVING BEST NASH EQUILIBRIUM USING DECENTRALIZED LEARNING ALGORITHM

For the proposed UAV channel capacity maximization game, one interesting property is the finite improvement property [40], that if exactly one UAV is scheduled to change its strategy using a best reply process in each iteration, the value of the potential function can always increase. In this case, after a finite number of iterations, the strategy can converge to a pure Nash equilibrium. There are many learning algorithms that can make the potential function converge to a pure Nash equilibrium, such as the best response dynamic [34], the spatial adaptive play [32], [33], the no-regret learning [35] and the fictitious play [40]. However, these algorithms may easily run into a local optimal solution [32]. Therefore, we develop an effective learning algorithm that can achieve the best Nash equilibrium of the formulated game.

**A. Learning in game**

One important role for the developed learning algorithm is to guide UAVs to explore their optimal 3-D deployment using only the local information in real time and finally maximize the channel capacity of the whole system. Since the action space corresponds to the discrete position selection, when considering the collision avoidance problem of the UAV swarm, the UAVs cannot arbitrarily select actions from the action space. Specifically, if a candidate position that a UAV can select by performing action \(a_m\) is occupied by any other UAVs, such specific action is restricted within the current time slot. We refer to such restricted action space as \(A^{\text{res}}_m(a_m) \subseteq A_m\) where \(a_m\) is the current action. Next, we give the following two properties on restricted action space.

**Property 1.** For any \(m \in V\) and any action pair \(a^0_m, a^s_m \in A^0_m\), there exists a sequential actions \(a^0_m \rightarrow \cdots \rightarrow a^s_m \rightarrow a^0_m\) satisfying \(a^0_m \in A^*_m(a^0_m)\), \(\forall t \in (1, \ldots, s)\).

**Property 2.** For any \(m \in V\) and any action pair \(a^0_m, a^1_m \in A^0_m\), if \(a^1_m \in A^{\text{res}}_m(a^0_m)\), then, we can get \(a^0_m \in A^{\text{res}}_m(a^1_m)\).

**Remark 4.** Property 1 reveals that the action space available to the \(m\)-th UAV in time slot \(t\) is a function of its action in previous time slot \(t-1\) with restricted action space, and any action profile in \(A\) can be reached in finite time slots. Property 2 is known as reachability. Property 2 implies that each UAV can go back to its previous action. Property 2 is referred to as reversibility.

The learning algorithm of the UAV channel capacity game is motivated by the binary Log-linear learning [26], [40], which can handle game models with constrained action space. In order to avoid running into a local Nash equilibrium, each UAV has to adequately explore the environment. Hence, we use a novel action choice heuristic based on the Boltzmann exploration strategy, which states that each UAV chooses an action to perform in the next iteration of the game with a probability that is determined by the value of a temperature \(T\). Specifically, in each time slot \(t\), a UAV \(m \in V\) is randomly chosen and allowed to change its action. Meanwhile, all the other UAVs still choose their previous actions, i.e., \(a^t_{m \neq 1} = a^{t-1}_{m \neq 1}\). The probability of the position selection strategy of the \(m\)-th UAV can be given by

\[
\begin{align*}
P(a^t_m = a_{m-1}^0) &= \frac{e^{\lambda R_m(a^{t-1}_{m-1} - a^0_m)}}{\sum_{a^{t-1}_{m-1}} e^{\lambda R_m(a^{t-1}_{m-1} - a^0_m)}}, \\
P(a^t_m = \tilde{a}_m) &= \frac{e^{\lambda R_m(\tilde{a}_m - a^0_m)}}{\sum_{a^{t-1}_{m-1}} e^{\lambda R_m(a^{t-1}_{m-1} - a^0_m)}}, \\
P(a^t_m \neq a^{t-1}_m, \tilde{a}_m) &= 0,
\end{align*}
\]

where \(\tilde{a}_m\) is an action that is explored uniformly from the restricted action space \(A^{\text{res}}_m(a^{t-1}_m)\), \(\forall t \in (1, \ldots, s)\). \(P(a^t_m = a^{t-1}_m)\) is the probability that the \(m\)-th UAV remains on its previous action and \(P(a^t_m = \tilde{a}_m)\) is the probability that the \(m\)-th UAV selects the action \(\tilde{a}_m\).

**Remark 5.** When \(T = 0\), the position selection strategy boils down to an asynchronous best reply process. Specifically, in each time slot \(t\), the \(m\)-th UAV selects the current action \(a^t_m\) from \(\tilde{a}_m \in A^{\text{res}}_m(a^{t-1}_m)\) or \(a^{t-1}_m\) to maximize its reward function; at the same time, the other UAVs still choose their current actions, i.e., \(a^t_m \in \{\tilde{a}_m, a^{t-1}_m\} : R_m(a^t_m, a^{t-1}_m) = \max\{R_m(a^t_m, \tilde{a}_m), R_m(\tilde{a}_m, a^{t-1}_m)\}\). When \(T > 0\), then each UAV has a chance to select locally a suboptimal action with non-zero probability. In this way, the environment is
fully explored, which can prevent the UAVs from converging to a local pure Nash equilibrium.

Algorithm 1 Decentralized UAVs channel capacity learning
1: Initialization: Set the iteration index $t = 0$, let each UAV $m, m \in V$ randomly select a position $a_m^0 \in A_m$.  
2: for $t = 1, 2, \ldots$ do
3: Randomly choose at most one UAV, say $m$, according to an uniform distribution.
4: UAV $m$ communicates with its neighbors and constructs the local information $F_m^t$, and then calculates its current reward $R_m(a_m, a_{X_m}^t)$.  
5: UAV $m$ selects one exploration action $\tilde{a}_m$ from its restricted action space $A_m^\text{res}(a_m^t) \subseteq A_m$ according to the following rule
   \begin{equation}
   P(a_m^{t+1}) = \begin{cases} 
   \frac{\epsilon_m}{|A_m^\text{res}(a_m^t)|}, & a_m^{t+1} = \tilde{a}_m \\
   1 - \frac{\epsilon_m}{|A_m|}, & a_m^{t+1} = a_m^t,
   \end{cases}
   \end{equation}
   where $|A_m^\text{res}(a_m^t)|$ represents the size of the restricted action space $A_m^\text{res}(a_m^t)$, and $\epsilon_m$ is referred to as the exploration rate.
6: if $a_m^{t+1} = \tilde{a}_m$ then
7: UAV $m$ calculates its explored reward $R_m(\tilde{a}_m, a_{X_m}^t)$ and updates the action selection according to (27).
8: else
9: Return to step 2 and repeat.
10: end if
11: end for

The details of the developed algorithm are shown in Algorithm 1. Obviously, such algorithm is decentralized since the learning process only depends on the local information exchanging among neighbors. Specifically, the algorithm can be divided into three stages, including the UAV selection stage, i.e., steps 3-4, the exploration stage, i.e., step 5, and the exploitation stage, i.e., steps 6-10. The whole procedure of the developed learning algorithm can be described as an interaction loop between the selected UAV and the environment, where the UAV chooses an action via the rule (28), then performs the action and gets the reward from the environment feedback, after which it updates the probability of the position selection strategy based on (27). The stop criterion of the algorithm can be met when the maximum number of iterations is reached or when the probability of the position selection strategy in (27) is asymptotically equal to 1, i.e., $P(a_m^t) \approx 1, \forall m \in V$.

B. Algorithmic analysis

1) Convergence analysis: To guarantee the algorithm convergence, the probability of exploring a new action from the restricted action space should decrease with the iteration number and attain a very small positive value. More specifically, at the beginning of iterations, the exploration probability for a new action should take as large value as possible and keep decreasing with the number of iterations. Note that this probability declines faster in the early stage and then slowly converges to 0 in the later stage. Hence, we use a exponential function to characterize such behavior. The exploration rate in (28) is set to be $\epsilon_m = e^{-\beta_m}$, where $\beta_m$ is the learning parameter linearly increasing with the iteration number.

Theorem 3. If all the UAVs adhere to the proposed decentralized UAVs channel capacity learning algorithm, this algorithm asymptotically converges to the stochastically stable state for sufficiently large $\beta_m, \forall m \in V$, where $\beta_m = \ln \frac{1}{\epsilon_m}$.

Proof: See Appendix A. ■

Remark 6. When the proposed learning algorithm converges, there still exists an extremely small exploration probability to keep exploring the restricted action space, just as the exploration and exploitation procedures in reinforcement learning. In this case, there is a probability $1 - \prod_{m \in V}(1 - \epsilon_m)$ that the whole system cannot converge to the stochastically stable state. However, the proposed learning algorithm is different from the reinforcement learning algorithm, i.e., $Q$-learning. One of the obvious differences is that the reinforcement learning is based on the long-term expected reward while our algorithm is based on the instantaneous reward and a potential function. For another, there are no assumption of the Markov decision process and update of the $Q$-function in our algorithm.

2) Effectiveness analysis: Here, we analyze that the proposed learning algorithm can effectively address the rank coupling problem in the original optimization formulation (13).

Theorem 4. When the decentralized UAVs channel capacity learning algorithm converges, for all optimization subproblems of all UAVs, the channel matrix rank $\text{H}_m, \forall m \in V$ can be maximum, which can then maximize the rank of the channel matrix $\text{H}$.

Proof: Suppose the channel matrix rank of the MIMO system is not maximum, then the channel matrix $\text{H}$ has some column vectors $\text{h}_i, \text{h}_m, i, m \in V$ that are not linearly independent. In this case, there exists $\text{h}_i = c\text{h}_m, \exists i, m \in V, i \neq m$, and then rank($\text{H}$) $< \min(M, N)$. On the other hand, for the $m$-th UAV, $\forall m \in V$, the channel matrix of each UAV can be written as $\text{H}_m = [\text{h}_1, \ldots, \text{h}_i, \text{h}_m]$. By using the decentralized UAVs channel capacity learning algorithm, we can get rank($\text{H}_m$) $= \min(i + 1, N)$ and $\text{h}_i \neq c\text{h}_m, \forall i, m \in V$. Therefore, the assumption cannot hold, and then the proof is completed. ■

Remark 7. If the formulated graph $G = (V, E)$ for the inter-UAV communication is a complete graph, then, we have rank($\text{H}_m$) = rank($\text{H}$) $= \min(M, N), \forall m \in V$. In this case, the information $F_m^t = F^t$ for any $m$ and $t$.

3) Complexity analysis: The computational complexity of the proposed learning algorithm includes the exploration update complexity and the iteration complexity. Regarding the former complexity, the algorithm needs a random number to choose one UAV $m$ with a computational complexity of $O(1)$. Then, a computational complexity on the order of $O(|N_m|)$ and $O(1)$ are required to calculate the reward and decide the position selection, respectively. The updating procedure
involve 2 exponents, 1 addition and 4 multiplications, thus the computational complexity is $O(1)$. Therefore, the total computational complexity of the first one is on the order of $O(|N_m|)$. On the other hand, the iteration complexity of the algorithm is $O(t)$, where $t$ is the maximum number of iterations for the algorithm convergence. Overall, the total computational complexity is on the order of $O(t \cdot |N_m|)$.

Remark 8. The computational complexity of the proposed learning algorithm is increased linearly with the number of neighbors and also increases linearly with the number of iterations. This observation indicates that the proposed learning algorithm has a feasible low computational complexity.

V. Simulation Results

In this section, we evaluate the performance of the proposed decentralized UAVs channel capacity learning algorithm via simulations. In the simulations, the number of UAVs in the swarm is set to be 10 and the number of antennas in the URA is set to be 64 arranged as an 8×8 array. The initial deployments of both UAVs and the URA are shown in Fig. 2. Specifically, we initially deploy the UAVs in a 100 m × 100 m × 120 m cubic area. The positions of UAVs are randomly selected, which follow a uniform distribution. The neighbors of each UAV are determined by the communication distance between the UAVs which is set to be 50 m. The antennas are placed in a 0.35 m × 0.35 m rectangular region with 5 cm spacing between each antenna. For the air-to-ground LoS channel, we adopt the sub-6G frequency band and set the wavelength to be 1 cm. The initial learning parameter $\beta_m$ is set to be 0.01 and increases in each iteration with the step size 0.001.

The probability of the position selection strategy with respect to the iteration number is shown in Fig. 3. It can be observed that the developed learning algorithm prefers to explore the environment by choosing a new action rather than choosing the previous action, while it tends to select the previous action as the number of iterations increase. After 500 iterations, we can observe that the probability of the position selection can approximately converge to 1. In this case, all UAVs can realize the consensus control after 500 times interaction with the environment. It also reveals that the UAVs stop exploring a new position selection strategy at this time and the learning algorithm converges to a constant. It seems that such result is not well matched with the theoretical analysis, where in the learning algorithm there still exists an extremely small exploration probability to keep exploring the restricted action space. The reason for this phenomenon is that the exploration rate $e_m = e^{-\beta_m}$ keeps decreasing with the number of iterations and when $\beta_m$ is sufficiently large, the computer simulation program inherently sets the exploration rate to be 0, that is, $\lim_{\beta_m \to \infty} e^{-\beta_m} = 0$. Therefore, this implies that it is initially important to select a suitable $\beta_m$ to learn the global optimal solution before $\beta_m$ becomes large enough and the simulation results return a zero value for the exploration rate. By using a suitable $\beta_m$ setting, the best Nash equilibrium can be achieved and the MIMO channel capacity can be maximized. The performance of the developed learning algorithm is compared with benchmark methods in Fig. 4. Similar to references [17], [19], [22], the benchmark deployment strategies are: random moving, exhaustive search and random deployment. From this figure, we can see that the reward of the developed Algorithm 1 can approximately converge to -0.08 after 300 iterations, which is very close to 0. This suggests that the developed algorithm can successfully make the channel tend to be orthogonal, thereby maximizing the channel capacity. For the benchmark methods, the reward of the random moving strategy fluctuates between -0.8 and -0.27, and the reward of the random deployment is a constant around -0.65 since the position of the UAVs is unchanged over time. More specifically, the exhaustive search has the best
performance of all the methods, however, this method needs the global information and takes a large amount of overhead, which is not suitable for our communication scenario. Therefore, according to the considered communication scenario, our developed learning algorithm outperforms the benchmark methods in terms of the orthogonality of the MIMO channel matrix.

Fig. 3 and Fig. 4 are analyzed from the perspective of each individual UAV; in the following, the performance improvements are analyzed for the whole UAV swarm connected MIMO system. Fig. 5 shows the position of the UAV swarm in the 3-D deployment. For the UAV swarm, the blue circles represent the initial deployment positions and the red circles represent the final deployment positions after 500 iterations. We can observe that the final deployment positions can be more scattered than the initial deployment positions. The result shows that the developed learning algorithm tries to reduce the channel correlations by expanding the spacings among UAVs. It is easily understandable that when the spacings among UAVs are large, the distance difference between any two UAV and URA becomes significant, such that columns of the MIMO channel matrix can be linear independent.

In order to intuitively observe the change of the rank with respect to the iteration number, we now present Fig. 6. In this figure, we find that the rank of the MIMO channel matrix exhibits substantial fluctuations in the first 240 iterations and tends to be stable in the remaining iterations. After 500 iterations, the rank of the MIMO channel matrix is capable of reaching 10. In our simulation settings, there are 10 UAVs and 64 URA antennas; theoretically, the maximum rank of the MIMO channel matrix is min(10, 64) = 10, which matches well with our simulation result. Overall, the rank of the MIMO channel matrix changes from 1 to 10 with the number of iterations, which shows a significant performance improvement for the MIMO channel capacity in the high SNR range.

In Fig. 7, we show the channel capacity of the MIMO system against the number of iterations. With fixed SNR, we can observe that the channel capacity increases in a fluctuating manner in the first few hundred iterations and steadily converges to a fixed value. For example, when the SNR = 10 dB, the channel capacity increases in the first 255 iterations and converges to 18 bits/s/Hz at the 255-th iteration. When the SNR increases from 0 dB to 10 dB, the channel capacity has 13 bits/s/Hz improvement, while when the SNR increases from 10 dB to 20 dB, the channel capacity has 20 bits/s/Hz improvement. It suggests that it is more obvious to improve MIMO channel capacity by deploying UAV swarm with the increase of SNR. This finding matches well with
the theoretical analysis in (8). In addition, the fitted channel capacity curves intuitively show the variation trends of the MIMO channel capacity with an increasing number of iterations. Overall, the result validates the effectiveness of the proposed learning algorithm in improving the channel capacity of the MIMO system.

VI. Conclusion

We have investigated the 3-D deployment of UAVs to maximize the channel capacity of the MIMO system. Due to the difficulty for each UAV to obtain the global information of the networks, we have considered a decentralized control strategy and transformed the problem into several sub-problems, and then formulated a UAVs channel capacity maximization game to solve. The best Nash equilibrium was achieved based on the developed learning algorithm. Particularly, we provided the details of the algorithm, and then proved the convergence, the effectiveness and the computational complexity, respectively. Based on the proofs and the theoretical analysis, we found that each UAV can use only the local information from its neighbors to effectively maximize the channel capacity of the MIMO system. Simulation results validated the performance of the developed learning algorithm. Combining theory and simulations, we elucidated the importance of the exploration rate initialization in exploring the action space. It was also demonstrated that the nature of the developed learning algorithm is to reduce the channel correlations by expanding the spacings among UAVs. More importantly, we verified that the channel capacity of the MIMO system can achieve a high value and converge to this value via the proposed local information based optimal 3-D UAV swarm deployment.

APPENDIX A

PROOF OF THEOREM 3

Since the procedure of the proposed learning algorithm is a Markovian process, the exact stationary distribution of states is hard to obtain [33], [40]. By using the theory of resistance tree, we study the stochastically stable states and then prove the convergence of the proposed learning algorithm.

A. Brief review of resistance tree

Let $P^0$ be the probability transition matrix for the best reply process over the state space $\mathcal{S}$ and the system state in time slot $t$ be $s^t = (a^t_0, a^t_m)$. We refer to $P^0$ as the unperturbed Markov process and $P^\epsilon_{s \rightarrow s'}$ as the probability of transition from state $s$ to $s'$. The probability transition matrix of the regular perturbed Markov process is defined by $P^\epsilon$ and the size of the perturbations can be indexed by $\epsilon > 0$. The process $P^\epsilon$ has the following conditions:

1) $P^\epsilon$ is aperiodic and irreducible.
2) $P^\epsilon$ approaches $P^0$ at an exponentially smooth rate, i.e.,

$$\lim_{\epsilon \to 0^+} P^\epsilon_{s \rightarrow s'} = P^0_{s \rightarrow s'}, \forall s, s' \in \mathcal{S}. \quad (29)$$

3) If $P^\epsilon_{s \rightarrow s'}$ for some $\epsilon > 0$, there exists

$$0 < \lim_{\epsilon \to 0^+} \epsilon^{-\mathcal{R}(s \rightarrow s')} P^\epsilon_{s \rightarrow s'} < \infty,$$ \quad (30)

where $\mathcal{R}(s \rightarrow s') \in \mathbb{R}^+$ is the resistance of the transition $s \rightarrow s'$.

Construct a tree with $|\mathcal{S}|$ vertices with each state being a vertex. A tree $T$ rooted at any vertex $v_s$ is a set of $|\mathcal{S}| - 1$ directed edges such that there exists a unique directed path from every other state to $s$. The weight of a directed edge from vertex $v_s$ to $v_{s'}$ can be characterized by the resistance $\mathcal{R}(s \rightarrow s')$. The resistance of a rooted tree $T$ is represented by the sum of the resistances of every connected vertices and the stochastic potential of state $s$ is defined to be the minimum resistance over all trees rooted at vertex $v_s$. The following lemma provides a criterion for determining the stochastically stable state of a regular perturbed Markov process.

Lemma 1. For each $\epsilon > 0$, if $\mu^\epsilon$ is the unique stationary distribution of the regular perturbed Markov process $P^\epsilon$, then $\lim_{\epsilon \to 0^+}$ exists and the limiting distribution $\mu^0$ is a stationary distribution of the unperturbed Markov process $P^0$. Moreover, the stochastically stable states are precisely those states with minimum stochastic potential [40].

B. The asymptotic optimality of the proposed learning algorithm

Theorem 5. According to the procedure of the proposed learning algorithm, the position selection strategy is a regular perturbed Markov process, where the resistance of any feasible transition $s \rightarrow s'$ is given by

$$\mathcal{R}(s \rightarrow s') = \max \{ R_m(s), R_m(s') \} - R_m(s'). \quad (31)$$

Proof: According to the procedure of the developed learning algorithm, the probability of transition from $s$ to $s'$ is

$$P^\epsilon_{s \rightarrow s'} = \frac{U \epsilon_m}{|A_m^e(a_m)| - 1} \cdot \frac{e^{-R_m(s')}}{e^{-R_m(s)} + e^{-R_m(s')}}.$$ \quad (32)
where \( U = 1/M, \epsilon = e^{-\frac{1}{\epsilon}} \). As the reward of the \( m \)-th UAV is decided by the action of its own and the actions of its neighbors, then, \( P^*_{s \rightarrow s'} \) can be rewritten as

\[
P^*_{s \rightarrow s'} = \frac{U_{m}}{|A_{res}(\tilde{a}_{m})| - 1} \epsilon^{-R_m(\tilde{a}_{m}, a_{N_{m}})} - R_m(\tilde{a}_{m}, a_{N_{m}}) + \epsilon^{-R_m(\tilde{a}_{m}, a_{N_{m}})}.
\] (33)

The first term represents the probability that an arbitrary UAV explores its action from \( a_{m} \) to \( \tilde{a}_{m} \). The second term is the probability that UAV \( m \) is updated with the new action \( \tilde{a}_{m} \). Next, the maximum reward of the \( m \)-th UAV for any two action profiles \((a_{m}, a_{-m})\) and \((\tilde{a}_{m}, a_{-m})\) is defined by

\[
B_m(s, s') = \max\{R_m(s), R_m(s')\}. \tag{34}
\]

For the right-hand of (33), multiplying the numerator and denominator by \( \epsilon B_m(s, s') \), then we have

\[
P^*_{s \rightarrow s'} = \frac{U_{m}}{|A_{res}(\tilde{a}_{m})| - 1} \frac{1}{\epsilon B_m(s, s')} - R_m(\tilde{a}_{m}, a_{N_{m}}) + \frac{1}{\epsilon B_m(s, s') - R_m(\tilde{a}_{m}, a_{N_{m}})}.
\] (35)

Dividing (36) by \( \epsilon B_m(s, s') - R_m(\tilde{a}_{m}, a_{N_{m}}) \), we can get

\[
P^*_{s \rightarrow s'} = \frac{U_{m}}{|A_{res}(\tilde{a}_{m})| - 1} \frac{1}{\epsilon B_m(s, s') - R_m(\tilde{a}_{m}, a_{N_{m}})} - \frac{1}{\epsilon B_m(s, s') - R_m(\tilde{a}_{m}, a_{N_{m}})}.
\] (36)

Based on the definition of \( B_m(s, s') \), for each UAV \( m, m' \in V \), we have

\[
B_m(s, s') - R_{m'}(s) = \begin{cases} 0, & R_m(s) \leq R_{m'}(s') \\ \infty, & R_m(s) > R_{m'}(s') \end{cases}
\] (37)

When \( \epsilon \to 0^+ \), \( \frac{1}{\epsilon B_m(s, s') - R_m(\tilde{a}_{m}, a_{N_{m}})} \) approaches 1, thus, for sufficiently large \( \beta_m \), we can have

\[
\lim_{\epsilon \to 0^+} \frac{P^*_{s \rightarrow s'}}{\epsilon B_m(s, s') - R_m(\tilde{a}_{m}, a_{N_{m}})} = \frac{U_{m}}{|A_{res}(\tilde{a}_{m})| - 1} > 0. \tag{38}
\]

Apparently, (38) satisfies the following condition

\[
0 < \lim_{\epsilon \to 0^+} \frac{P^*_{s \rightarrow s'}}{\epsilon B_m(s, s') - R_m(\tilde{a}_{m}, a_{N_{m}})} < \infty,
\]

which is consistent with the condition in (30). Therefore, the procedure of the developed learning algorithm is a regular perturbed Markov process, where the resistance of any feasible transition \( s \to s' \) is given by

\[
\mathcal{R}(s \to s') = \max\{R_m(s), R_m(s')\} - R_{m'}(s'),
\]

and the proof is completed.

Theorem 6. For any potential game with a finite number of UAVs, if all UAVs adhere to the developed learning algorithm, then the stochastically stable state is the set of potential maximizers.

Proof: The set of potential maximizers can be represented by \( \mathcal{A}^* = \{a \in \mathcal{A} : \phi(a) = \max_{a' \in \mathcal{A}} \phi(a')\} \) which is the global optimal solution. From Theorem 5, we know that the procedure of the developed learning algorithm induces a regular perturbed Markov process. We assume that there is a minimum resistance tree rooted at \( a \) that does not maximize the potential function. Then, for the rooted tree \( T \), there exists a path \( P \) from action \( a^* \) to \( a \) of the form

\[
P = \{a^* \to \cdots \to a' \to \cdots \to a\}.
\] (39)

Based on the reversibility in Property 2, the reverse path \( P' \) that goes from \( a \) to \( a^* \) can be given by

\[
P' = \{a \to \cdots \to a' \to \cdots \to a^*\}.
\] (40)

By adding the edges of \( P \) to \( T \) and removing the redundant edges \( P \), we get a new tree \( T' \) rooted at \( a^* \). The resistance of the new tree is

\[
\mathcal{R}(T') = \mathcal{R}(T) + \mathcal{R}(P') - \mathcal{R}(P)
= \mathcal{R}(T) + \phi(a') - \phi(a^*)
< \mathcal{R}(T).
\] (41)

Hence, the minimum resistance tree can maximize the potential function. Repeating the above analysis for all the action profiles that can maximize the potential function, we find they have the same stochastic potential. Then, the stochastically stable state is the set of potential maximizers, and the proof is completed.

Note that, combining Theorem 5 and Theorem 6, we can get the convergence of the developed learning algorithm. Then, the proof of Theorem 3 is completed.
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