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1 Abstract 

Background: Either a random-parameters logit (RPL) or a latent class (LC) model can be used to model or explain 

preference heterogeneity in discrete-choice experiment (DCE) data. The former assumes continuous distribution of 

preferences across the sample, while the latter assumes a discrete distribution. This study compared RPL and LC 

models to explore preference heterogeneity when analyzing patient preferences for psoriasis treatments. 

Methods: Using DCE data collected from respondents with moderate-to-severe plaque psoriasis, we calculated and 

compared preference weights derived from RPL and LC models. We then compared how RPL and LC explain 

preference heterogeneity by exploring differences across subgroups defined by observed characteristics 

(i.e., country, age, gender, marital status, and psoriasis severity). 

Results: While RPL and LC models resulted in the same mean preference weights, different preference-

heterogeneity patterns emerged from the two approaches. In both models, country of residence and self-reported 

disease severity could be linked to systematic differences in preferences. The RPL also identified gender and marital 

status, but not age, as sources of heterogeneity; the LC membership probability model indicated that age was a 

significant factor, but not gender or marital status. 

Conclusions:  Using data from a psoriasis patient survey to compare two widely used methods for exploring 

heterogeneity identified differences in results between stated-preferences—subgroup analysis in the RPL model and 

inclusion of subgroup characteristics in the class membership probability function of the LC model. Researchers 

should model data using the most adaptable approach to address the initial study question. 

2 Keywords 

Plaque psoriasis; discrete-choice experiments; random parameters logit; latent class analysis; preference 

heterogeneity 

  



  3 

Key points  
 

• There is a growing interest in alternative ways to control for and model differences in preferences.  

• This study compared for the first time in health care preference assessment the results obtained by 

modelling data from a discrete choice experiment with a random parameters logit (RPL) model with 

independent random parameters and with a latent class (LC) model. 

• Initial comparison of the average results from both RPL and LC models revealed similar mean preference 

weights and attribute importance across models; however, we also found that the RPL subgroup analysis 

and the patterns highlighted in the LC model could lead to different implications. 

• On the basis of the results, we suggest that the final model should be determined by the type of research 

questions: 

o If the objective of the research is to identify segments in a population for whom alternative 

approaches to treatment or communication are to be developed, then LC analysis is very likely the 

correct approach. 

o If instead the objective of the study is to quantify the preferences for a population, an RPL model 

may be most appropriate. 
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3 Introduction 

Discrete-choice experiments (DCEs) have been widely employed in recent decades to quantify patients’ and 

physicians’ treatment preferences and the tradeoffs they are willing to accept between the benefits and risks of those 

treatments in a range of therapeutic areas [1-5]. For diseases such as psoriasis, a chronic inflammatory skin disease 

with a wide armamentarium of treatment options available, DCEs can be used to identify the tradeoffs patients are 

willing to make among benefits, risks, and other attributes (e.g., administration form) when deciding between 

therapeutic alternatives. A number of studies explored preferences for psoriasis treatments and their characterization 

by various attributes (e.g., efficacy, safety, and mode of administration). While some studies focused on preferences 

for systemic treatments only [6-10], others considered preferences for systemic and nonsystemic treatments (e.g., 

[11-14]). Most studies were restricted to one or two countries and contained a sample size below 500 respondents [6, 

7, 11-13, 15-20], with the exception of the study by Fairchild et al. [9], who reported a sample of 925 respondents.  

In the early applications of DCEs, data were analyzed using a conditional multinomial logit model developed by 

McFadden [21]. Most DCE studies in health care 3-5] are based on the publication by Train [22] emphasizing the 

importance of controlling for preference heterogeneity to avoid bias in coefficient estimates. Data in many early 

applications of DCEs in health were analyzed by assuming continuous heterogeneity in preferences and estimating a 

random-parameters logit (RPL) model with independent random parameters. The RPL model assumes that there is a 

continuous distribution of each preference parameter estimated in the model that reflects the distribution of 

preferences across respondents. These distributions can be assumed to be uncorrelated (i.e., independent from each 

other) or correlated. However, most existing applications of the RPL model do not include correlations across 

randomly distributed parameters in RPL applications because DCE data often are not sufficient for model 

identification. In contrast to the RPL model, a latent class (LC) model assumes that there is a finite number of 

discrete preference segments and that each respondent has a probability of being in each segment. In 1996, the first 

DCE in health using an LC model for data analysis was published [23], followed by over a decade with only two 

subsequent publications using LC modeling. Starting in 2011 [24], LC modeling started to be used more widely, 

with a continuous increase in the number of published studies applying this methodology since then 25]. 

Still, empirical evidence on the similarities and differences resulting from RPL and LC models to account for 

preference heterogeneity is lacking. Zhou et al. [25] identified 78 DCE studies that used LC analysis. Among these 

78 studies, 26 (33.3%) reported only the estimated results from the LC model, 40 studies (51.3%) reported aggregate 

preferences from a logit model (conditional or multinomial) in addition to the LC results, and 9 studies (11.5%) 

reported individual preference weights estimated using a hierarchical Bayesian approach in addition to the LC 

results. Both LC and RPL models were used in 12 studies (15.4%), and 55.8% of those studies reported information 

about the statistical methods used to compare model results. However, none of these studies systematically 

compared the impact of respondent characteristics on preference heterogeneity between the two different modeling 

approaches or assessed whether the same conclusions about systematic preference heterogeneity were similar 

between the two models. Assumptions about the distribution of preference heterogeneity may have analytic 
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implications; thus, Zhou et al. 25] have recommended that more studies compare alternative model specifications 

and that guidelines on such comparisons should be developed. 

This study compared several RPL models, each with independent random parameters, in which subgroups were 

analyzed by estimating a separate set of parameters for each subgroup when the subgroups were defined by observed 

respondent characteristics, and an LC model using the same observed characteristics as explanatory variables in the 

class probability function that probabilistically assigns respondents to each LC identified in the data. Discrete-choice 

experiment data from a multinational psoriasis survey were used in this model. 

4 Methods 

4.1 Study Design and Data Collection 

The data were collected in a cross-sectional survey study, using a DCE survey instrument. In the DCE survey 

instrument, hypothetical treatments for plaque psoriasis were defined by the following attributes with varying levels: 

mode and frequency of application (“dosage form”), time to reach clinically meaningful results (“time to reach 

results”), reduction in psoriasis lesions, including plaques (“results: skin”), reduction in itching (“results: itching”), 

risk of moderate-to-severe side effects (“risk of impairing side effects”), and the frequency and duration with which 

side effects appear (“side effects manifestation” in Table 1, presented to respondents as “appearance of side effects”) 

(Table 1). 

As summarized in Figure 1, the online survey instrument was conducted in 18 countries and included 1,966 

respondents with self-reported psoriasis. Enrollment criteria were defined as age 18 to 75 years, diagnosis of 

psoriasis by a dermatologist, current or past affected body surface area (BSA) ≥ 3%, disease duration ≥ 12 months, 

current topical therapy, phototherapy (including psoralen and ultraviolet A), and conventional systemic or biologic 

therapy for psoriasis (concomitant systemic therapy for rheumatoid arthritis, Crohn’s disease, or ulcerative colitis 

were  exclusion criteria). As part of the same survey instrument, a DCE was administered to 1,155 respondents in 

five of the 18 countries: Canada, France, Spain, the United Kingdom, and Italy. In total, 32 respondents were 

excluded because they either did not answer any choice questions in the DCE, answered only the DCE questions but 

not any others in the survey, or did not vary their answers to the DCE questions, yielding a final analysis sample of 

1,123 respondents. 

Each respondent was presented with a series of 12 choice questions that were randomly selected from a larger 

design including 100 blocks generated using Sawtooth Software [26]. The different hypothetical treatment profiles 

in the DCE were defined by levels of the attributes mentioned previously (see Table 1). In each choice question, 

respondents were asked to select from among three unlabeled hypothetical treatments. An example of a choice 

question is presented in Figure 2. 
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4.2 Analysis 

Preference data from DCEs are based on the assumptions of the random utility framework [27-28] which asserts 

that, when facing a choice, respondents select the option that maximizes their utility, defined by the following 

underlying utility function: 

𝑈𝑛𝑖𝑡 = 𝑉𝑛𝑖𝑡 + 𝜀𝑛𝑖𝑡  =  ∑[(𝛽𝑘)𝑋𝑘𝑛𝑖𝑡]

𝐾

𝑘 = 1

+ 𝜀𝑛𝑖𝑡 

This equation describes the utility function for respondent n, alternative i, and choice occasion t = 1, 2, …, 12 (as 

each respondent answered 12 choice questions). The utility function comprises an observable part, 

 𝑉𝑛𝑖𝑡 =  ∑ [(𝛽𝑘)𝑋𝑘𝑛𝑖𝑡]
𝐾
𝑘 = 1 , and a random error term, nit. Xknit is the level of attribute k = 1.K attributes, as reported in 

Table 1, and 𝛽𝑘 is the corresponding set of parameters to be estimated in the model. 

The observable part of the utility function (V) includes all attribute levels specified as effects-coded variables, so 

that the mean effect for each attribute was normalized at zero. To have an identifiable model, one level for each 

attribute was excluded from estimation and recovered as the negative sum of the coefficients on the nonexcluded 

levels of the attribute. The delta method was then used to compute the standard error of the coefficients on the 

omitted levels by an approximation based on a Taylor series. The following main-effects utility model was used in 

estimation: 

𝑉𝑛𝑖𝑡 = βDOSE1 × DOSE1 + βDOSE2 × DOSE2 + βDOSE3 × DOSE3 + βDOSE4 × DOSE4 

 + βTIME1 × TIME1 + βTIME2 × TIME2 + βTIME3 × TIME3 

 + βSKIN1 × SKIN1 + βSKIN2 × SKIN2 + βSKIN3 × SKIN3 

 + βITCH1 × ITCH1 + βITCH2 × ITCH2 

 + βIMP1 × IMP1 + βIMP2 × IMP2 + βIMP3 × IMP3 

 + βAPP1 × APP1 + βAPP2 × APP2 

Assuming that nit follows a type 1 extreme value distribution, the probability of choosing a given alternative in each 

choice question can be described by a conditional multinomial logit function:  

Pr(𝑌𝑗𝑛𝑡
𝑖 ) =  

𝑒𝑥𝑝(∑ [𝛽𝑘𝑋𝑘𝑛𝑖𝑡]
𝐾
𝑘 = 1 )

∑ 𝑒𝑥𝑝(∑ [𝛽𝑘𝑋𝑘𝑛𝑗𝑡]
𝐾
𝑘 = 1 )

𝐽
𝑗 = 1

 , 

where 𝑌𝑗𝑛𝑡
𝑖  is the choice of alternative i among j alternatives by respondent n for the choice question t in the 

sequence of choice questions with which the respondent n was presented. Unexplained variation in preferences 
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across the sample can bias estimates in conventional conditional multinomial logit models. Mixed multinomial logit 

models 29] are extensions of the conditional multinomial logit model and are commonly used in preference analysis 

to control for unexplained heterogeneity, as they avoid potential estimation bias by estimating a distribution of 

preferences around each parameter that accounts for variations among individual preferences. There are two mixed 

logit model specifications commonly used to control for unexplained heterogeneity in preference analysis: one that 

assumes continuous distribution of preference across respondents (e.g., RPL model) and one that assumes discrete 

distribution of preferences across respondents (e.g., LC model) [30]. 

4.2.1 Random-Parameters Logit Model 

Random-parameters logit (RPL) models generalize the conditional multinomial logit model by allowing the 

coefficients used to describe the preference weights for each attribute level to vary randomly across respondents 

following a continuous distribution. The model still assumes that, for each individual, the choice probability is a 

logit, but the sample probability requires integrating over a distribution of preferences specified by the analyst. 

Generally, most studies in health assume a normal distribution for all attribute levels, but this is not a constraint of 

the model; other distributions can be used. Once a functional form has been determined for the distribution of 

individual preferences, it is possible to specify the variance-covariance matrix of the RPL model in a manner 

consistent with either independence of preference intensities (by identifying only its diagonal values) or correlation 

(by allowing for nonzero off-diagonal values). The latter can be used to accommodate for both preference and 

variance (often referred to as scale) heterogeneity [31]. However, accounting for correlations among random 

parameters is more complex and requires more data to be identified. Most existing applications of the RPL model do 

not include correlations across randomly distributed parameters in RPL applications because DCE data often are not 

sufficient for model identification. In this study, we  assumed that that random parameters were independent. The 

estimated probability for choice 𝑌𝑗𝑛𝑡
𝑖  of alternative i among j alternatives by respondent n represented below takes 

into account the panel nature of the data by incorporating the sequence of observed choices (T = 1…12): 

𝑃𝑟𝑜𝑏[𝑌𝑗𝑛1
𝑖 , … , 𝑌𝑗𝑛𝑇

𝑖 ] =  ∫∏
𝑒𝑥𝑝(∑ [(𝛽𝑘 + 𝜂𝑘)𝑋𝑘𝑛𝑖𝑡]

𝐾
𝑘 = 1 )

∑ 𝑒𝑥𝑝(∑ [(𝛽𝑘 + 𝜂𝑘)𝑋𝑘𝑗𝑡]
𝐾
𝑘 = 1 )𝐽

𝑗 = 1

𝑇

𝑡=1
𝑓(𝜂1.𝑘)𝑑𝜂1.𝑘 

where 𝜂𝑘 is the random component that captures heterogeneity in the RPL model (under the assumption of normally 

distributed random components, this represents the standard deviation of the distribution). 

The integral in the equation above is approximated numerically using simulation methods [32] based on quasi-

random Halton draws or modified hypercube sampling draws [33]. The maximized function is therefore called a 

simulated maximum log-likelihood function. 

4.2.2 Latent Class Model 

Latent class models generalize the conditional multinomial logit model and control for unexplained preference 

heterogeneity by assuming the presence of latent segments in the sample with systematically different preferences 
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[34]. Therefore, the main difference between LC and RPL is that LC models assume a discrete, rather than a 

continuous, mixing distribution to describe heterogeneity in respondents’ choices and preferences. Latent class 

models assume that respondents can be probabilistically assigned to a finite set of C classes based on the pattern of 

their choices. Each class is characterized by a unique class-specific vector of utility parameters βc for the attribute 

levels in the choice task. Thus, within classes, respondents are assumed to have identical preferences; however, 

across classes the preference structure is allowed to vary systematically. Defining the membership probabilities π 

for each class c according to a multinomial logit process, we have: 

𝑃𝑟𝑜𝑏[𝑌𝑗𝑛1
𝑖 , … , 𝑌𝑗𝑛𝑇

𝑖 ] =∑ 𝜋𝑐
𝐶

𝑐=1
∏

exp(∑ [(𝛽𝑐𝑘)𝑋𝑘𝑛𝑖𝑡]
𝐾
𝑘 = 1 )

∑ exp(∑ [(𝛽𝑐𝑘)𝑋𝑘𝑛𝑗𝑡]
𝐾
𝑘 = 1 )𝐽

𝑗=1

𝑇

𝑡=1

. 

In estimation, only C-1 sets of coefficients can be independently identified, while one arbitrary class c is constrained 

to zero. With this specification, the LC models do not assign each respondent to a class. Instead, they assign a class 

membership probability to each respondent. The model output includes the average class membership probability 

across the sample for each class. 

The first and one of the most important steps when considering an LC analysis is to define the optimal number of 

classes for the data. We examined the Bayesian information criterion (BIC) [35] the Akaike information criterion 

(AIC) [36], the 3AIC and the corrected AIC, variations of the AIC that penalize differently for the number of 

parameters used [37]. These criteria fail some of the regularity conditions for a valid test under the null hypothesis 

[38-39], and therefore, researchers may need additional strategies to determine the optimal number of classes for 

their studies. 

4.2.3 Modeling Preference Heterogeneity 

Preference heterogeneity is controlled for in both RPL and LC models, but the source of heterogeneity is not 

explored. Subgroup analyses can reveal how different observed respondent characteristics are correlated 

systematically with differences in preferences across the sample. 

In this study, preference heterogeneity was explored among prespecified sets of subgroups in the RPL model. 

Differences in preferences across six sets of subgroups (country of residence [Canada, France, Italy, Spain, UK], age 

[< 30 years, ≥ 30 years], median age [< 39 years, ≥ 39 years], gender [mail, female], marital status [married, single, 

other], and psoriasis severity [BSA <3%, BSA 3%-10%, BSA >10%]) were tested in this study. For subgroups in which 

patients could be categorized into one of two mutually exclusive subgroups (age, gender), analyses were conducted 

by interacting each attribute level in the model with a dummy-coded variable to identify respondents who were part 

of one subgroup in a pair (see Table 2) and adding all interaction terms to the original RPL model. For the subgroup 

sets with 3 subgroups (marital status, psoriasis severity), two sets of dummy-coded interaction terms were included. 

For country of residence, four sets of dummy-coded interaction terms were included. The estimated parameters on 

the interaction terms can be interpreted as the difference in preferences between the subgroup of interest (dummy 
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variable = 1) and the reference group (dummy variable = 0). Finally, systematic differences were tested between two 

subgroups at a time with a Wald test (e.g., by testing the hypothesis that all coefficients on the dummy-variable 

interactions were zero). 

LC models can also be used to explore preference heterogeneity based on specific subgroups of interest by including 

covariates in the membership probability function: 

 𝜋𝑐 =  
exp(𝛼𝑐+𝛾𝑐𝑧𝑛)

∑ exp(𝛼𝑐+𝛾𝑐𝑧𝑛)
𝐶
𝑐=1

, 

where zn is a vector of covariates characterizing respondent n (see Table 2), and γc is the vector of associated 

parameters, while αc is a class-specific constant. 

The analyses were conducted using NLOGIT 5.0 (Econometric software, Plainview, NY).  

5 Results 

5.1 Respondent Characteristics 

Data from 1,123 respondents who completed the DCE survey instrument were included in the final analysis. 

Detailed demographic information of study participants is shown in Table 3. In brief, 55.1% of participants were 

female, and the mean age was 40.6 years. Most respondents reported full-time employment (61.9%), and 50.3% 

were married. 

5.2 Preference Analysis: Mean Preference Weights 

Parameter estimates from the RPL and LC models yield preference weights from which mean conditional relative 

attribute importance estimates can be derived. The preference weights across classes in the LC model (i.e., the 

average of the class parameter estimates weighted by the class membership probability) can be compared directly 

with the RPL output. 

The parameter estimates from the RPL model, including the calculated parameter estimate for the omitted level of 

each attribute, are presented in Supplemental Table A-1. These estimates include the preference weights (mean 

preference estimates for the sample), their standard deviations, and P values for both means and standard deviations. 

A statistically significant estimate of the standard deviation of the mean preference weight for an attribute level 

indicates that the preference weight for that attribute level varied across respondents in the sample. The parameter 

estimates from the LC model, including the calculated parameter estimate for the omitted level of each attribute, are 

presented in Supplemental Table A-2. Following the various goodness-of-fit measures presented for the various LC 

model specifications, as well as for the multinomial logit model and the RPL in Supplemental Table A-3, the LC 
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model with four classes was considered the optimal model specification for this data set because it generated the 

best BIC and convergence for the other AIC measures (Supplemental Figure A-1). 

Figure 3 plots the mean preference weight estimate for each attribute level derived from both the RPL and the LC 

models. In this analysis, the RPL and the LC models resulted in identical (or highly similar) mean preference 

weights for the full sample. Both models indicate that, with respect to dosage form, respondents on average 

preferred tablets (once a week) to frequent (1-2 times per month) or infrequent (4 times a year) injections, ointment 

(daily), and phototherapy (in phases, several times a week). In addition, mean preference estimates for all naturally 

ordered attribute levels were ordered as one would assume. For example, shorter times to achieve clinically 

meaningful results were preferred to longer times, greater reductions in psoriasis lesions were preferred to smaller 

reductions, and lower risks of moderate-to-severe side effects were preferred to higher risks.  

The change in utility associated with a change in the levels of each attribute is represented by the vertical distance 

between the preference weights for any two levels of that attribute. Larger differences between preference weights 

indicate that respondents viewed the change as having a relatively greater effect on overall utility. For example, the 

results show that an increase in lesion reduction from 50% to 100% yields an increase in utility of approximately 

1.5. Likewise, a reduction in the time to reach clinically meaningful results from 6 months to 2 weeks yields an 

increase in utility of approximately 0.4. Therefore, an increase in lesion reduction from 50% to 100% is preferred to 

a reduction in the time to reach clinically meaningful results from 6 months to 2 weeks because it results in an 

increase in utility that is approximately four times greater than a reduction in the time to reach clinically meaningful 

results from 6 months to 2 weeks. 

Finally, the vertical distance between the most-preferred and least-preferred levels of an attribute is a measure of 

conditional relative importance of that attribute—the importance of an attribute relative to the other attributes in the 

study given the range of levels of that attribute. Among the full sample, lesion reduction was, on average, 

approximately as important as the risk of moderate-to-severe side effects, while the remaining attributes were 

relatively less important. 

In contrast with the output of the RPL model, which includes standard deviations of the normal distributions 

assumed for each parameter related to the attribute levels, the output of the LC model directly creates groups (or 

classes) of preferences to which respondents are assigned probabilistically. As presented in Supplemental Table A-2, 

four classes were identified in the data by the LC model, showing, similar to the RPL model, that preference 

heterogeneity is present in the sample. Class-specific preference weights retrieved from the LC model are presented 

in Figure 4. The preference weights for the respondents likely to be in class 1 (approximately 35.0% of the sample) 

are shown in blue and indicate a strong preference for lower risk of moderate-to-severe side effects. Preference 

weights for likely class 2 respondents (approximately 36% of the sample) are indicated in red and indicate that these 

respondents were somewhat indifferent among the attributes. Preference weights for likely class 3 respondents 

(approximately 20% of the sample) are shown in green and indicate that these respondents strongly preferred higher 
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efficacy. Finally, preference weights for likely class 4 respondents (approximately 14% of the sample) are presented 

in orange and indicate that these respondents were strongly averse to injections. 

5.3 Modeling Preference Heterogeneity 

This section presents model specifications of both RPL and LC models that attempt to explain preference 

heterogeneity based on observed respondent characteristics. 

5.3.1 Subgroup Analysis in the Random-Parameters Logit Model 

Table 2 summarizes the subgroups considered and the sample size of each subgroup included in the analysis, and 

Table 4 presents the P values associated with the chi-squared distribution used to test for systematic differences in 

the RPL subgroups analysis and the membership probability model output of the LC model.  

Focusing our attention firstly on the RPL model, results of the test for whether the interaction terms created by 

interacting each subgroup-specific dummy variable were jointly statistically significant indicate whether preferences 

between subgroups within a subgroup pair were statically significantly systematically different. The joint test may 

indicate that the set of interaction terms is not jointly statistically significant, but individual interaction terms could 

be statistically significant. Therefore, this test is used to identify systematic differences in preferences between 

subgroup pairs. These results indicate that preferences were systematically different between male and female 

respondents (P < 0.001) (Supplemental Figure B-1), but not statistically significantly systematically different 

between respondents younger than the median age of 39 years and respondents who were the median age of 39 years 

or older (P = 0.439) (Supplemental Figure B-2). We also tested differences between respondents younger than 

30 years of age and respondents 30 years of age or older but did not find a statistical difference (P = 0.104) 

(Supplemental Figure B-3).  

The same test was performed on the subgroups generated by dividing the sample into categories of marital status 

(married, single, and other) and three severity subgroups based on percentage of BSA affected (2% or lower, 

between 3% and 10%, and greater than 10%). Single and married respondents did not have statistically significantly 

systematically different preferences (P = 0.116); however, while married respondents and respondents with other 

marital status (neither single nor married) were not systematically different (P = 0.157), single respondents had 

systematically different preferences from respondents with other marital status (P = 0.041) (Supplemental Figure B-

4).  

Finally, preferences of respondents with affected BSA of 3% to 10% systematically differed from those of 

respondents with affected BSA < 3% (P = 0.004) and those of respondents with affected BSA > 10% (P < 0.001) 

(Supplemental Figure B-5). In contrast, no statistically significant systematic differences in the preferences of 

respondents with BSA ≤ 3% and BSA >10% were observed (P = 0.056). 
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Although preferences are statistically significantly systematically different between certain pairs of subgroups, the 

pattern of preference weights and conditional relative attribute importance appears to be qualitatively similar in most 

cases. That is, these subgroup analyses using RPL do not appear to reveal substantial differences in preferences 

between subgroups. The only exception is represented by the subgroup based on country of residence, for which 

preference weight estimates are presented in Supplemental Figure B-6. These results suggest that the patterns of the 

preference estimates are similar across countries, although lesion reduction was considered relatively more 

important to respondents in France, Canada, and the United Kingdom (UK) than to other respondents, itching was 

less important to respondents from Italy, and reducing the risk of impairing side effects was relatively more 

important to respondents in the UK, Spain, and Canada. 

5.3.2 Subgroup Analysis in the Latent Class Model 

The results of the LC analysis indicate that there are four different segments of respondents in the sample, each with 

systematically different preferences. However, the LC model presented above does not indicate who is likely to be 

in each segment. To explore whether the respondent characteristics used in the RPL subgroup analysis can explain 

which respondents are likely to be in which segment, we used these characteristics as explanatory variables in the 

class probability model in the LC analysis. Table 4 presents the output of this analysis next to the P values 

associated with the chi-squared distribution used to test for systematic differences in the RPL subgroups analysis. 

When considering these results, it is important to note that, for the class membership probability model to be 

identified, class 3 is omitted and is the reference for all other model estimates. Therefore, a positive and significant 

coefficient estimate for a covariate in the class membership probability model is interpreted as increasing the 

probability that a respondent with this characteristic will be in a specific class rather than class 3. 

The membership probability model for the LC presented in Table 4 shows that most of the coefficients included in 

the class membership probability model are not statistically different from zero, confirming that most preference 

heterogeneity is likely to be only weakly linked to the respondent characteristics included in the analysis, as it is not 

fully captured by any covariates and remains unexplained in this data set. However, examining more in detail the LC 

membership probability model, it is possible to notice that for some classes, some characteristics are statistically 

significant. For example, respondents from France, Italy, and Spain are more likely to be in different classes than 

respondents from the UK and Canada; older respondents are more likely to be in a different class than younger 

respondents; and respondents with a higher BSA affected are likely to be in a different class than respondents with 

lower BSA affected. More specifically, respondents from France are less likely to be in class 1 than in class 3 

compared with respondents from the UK, while respondents in Italy and Spain are more likely to be in class 4 than 

in class 3 compared with respondents in the UK. Respondents older than 30 years appear to be more likely to be in 

class 1 than in class 3 compared with respondents younger than 30 years. Respondents with a BSA higher than 10% 

are less likely to be in class 1 and 4 than in class 3 compared with respondents with a BSA lower than 3%. Finally, 

gender and marital status did not affect the class membership probability. 
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6 Discussion 

This study examined two commonly used methods of controlling for and modelling preference heterogeneity in data 

generated using a DCE: the RPL with independent random parameters and the LC model, selected as the two most 

widely used options in health preference assessment. To account for unexplained preference heterogeneity, the 

former model specification assumes a continuous distribution of preferences across the sample (i.e., preferences are 

normally distributed around a mean preference across respondents), while the latter assumes a discrete distribution 

(i.e., preferences are divided into a finite number of groups). This study evaluated, for the first time in a health care 

application, multiple methods for comparison of two models that are able to account for preference heterogeneity 

resulting in similar outcomes despite the use of different ways to explicitly control for preference heterogeneity in 

the model specification. Such analyses have been done in environmental economics [40], but this study is the first 

health application with different research questions. 

Initial comparison of the average results from both RPL and LC models revealed similar mean preference weights 

and conditional attribute relative importance across model specifications. Consequently, by narrowing the analysis 

to only the mean estimates, either model would lead to similar empirical conclusions. However, when considering 

the full model output, including both mean and standard deviations in the RPL model and preference weights 

specific to each class identified in the LC model, the LC analysis seemed to uncover some preference-heterogeneity 

patterns that were not evident in the RPL subgroup analysis. It should be noted that these patterns may be a function 

of the assumptions to account for preference heterogeneity in the model and may not result in significant differences 

in conclusions between the two analyses when the capacity of both models to explore preference heterogeneity is 

fully exploited. 

Consequently, we compared the same respondent characteristics in a subgroup analysis implemented with the RPL 

model and in the class membership probability model included in the LC model. Interestingly, in both modeling 

approaches, country of residence and affected BSA explain preference heterogeneity (although, in the LC model, 

BSA affects preferences only marginally); however, only the LC model highlights some preference differences 

associated with age, and only the RPL model highlights systematically different preferences among gender and 

marital status subgroups.  

In addition to the different assumptions about the distribution of preference heterogeneity in the RPL and LC 

models, the way in which subgroup analyses were conducted using the RPL in this study may explain some of the 

difference in the results between the RPL and LC models. Specifically, by segmenting the sample into subgroups 

defined by a single respondent characteristic (e.g., age, gender, country), we assumed that all differences in 

preferences based on characteristics other than the single characteristic being modeled are captured by the standard 

deviation estimates in the model. As a result, we do not control for correlation among multiple characteristics in the 

RPL. In contrast, the LC model considers all modeled respondent characteristics jointly when estimating the class 

membership function. These results prompt questions of whether the choice of model for incorporating preference 

heterogeneity matters and, if so, how to judge which approach to modeling unexplained preference heterogeneity 
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should be selected. In general, how RPL and LC compare in terms of average preference weight or policy 

implications is an empirical question. In our case study, LC and RPL models produced the same average results but 

could lead to different implications if looking at the subgroup analysis and at the different patterns of heterogeneity 

highlighted in the LC model. The difference is probably caused by the fact that we are making fundamentally 

different assumptions about how preference heterogeneity works and can be described by the different models.  

Provencher and Moore [41] argued that the choice should depend on the researcher’s judgment about underlying 

preferences: preferences that are individual specific are better represented by an RPL model specification, while 

preferences by clustered groups are better represented by LC model specification. However, according to Hynes et 

al. [40], who also found different implications from the two modeling approaches, the LC model has an advantage 

over the RPL approach, as it is a model that can simultaneously estimate marginal preference weights associated 

with different attribute levels characterizing alternative medical treatments for different groups and can assign the 

group a probability that can be dependent on the respondent’s characteristics. It is therefore possible that the LC 

model approach, in some cases, could provide a greater range of potentially useful information for public health 

decision makers. Indeed, in our analysis, the LC model highlighted a pattern of preference heterogeneity across 

groups that did not appear in the RPL analysis. Still, it is important to note that both models are correct and indicated 

for preference analysis. 

On the basis of the results, we suggest that the final model should be determined by the type of research questions. If 

the objective of the research is to identify segments in a population for whom alternative approaches to treatment or 

communication are to be developed, then LC analysis is very likely the correct approach. For example, LC may be 

best utilized when determining how many health education or outreach programs may be necessary within a 

population and which factors the education or outreach should address to be most effective within each group [42]. 

Understanding which patients are in which class can then be used to target the treatment or communication to the 

appropriate patients within a population.  

If instead the objective of the study is to quantify the preferences for a population, an RPL model may be most 

appropriate. For example, RPL may provide the evidence necessary to demonstrate that patients view the benefits of 

a treatment to outweigh the risks when a decision is being made to approve a drug or device in a given indication 

and alternative drugs or devices cannot be designed for different preference segments within the patient population 

[43]. Subgroup analysis can then be used to explore whether and to what extent the risk-benefit balance differs 

among patients based on observable characteristics. 

Some limitations of the study must be acknowledged. In fact, stated preferences may differ from preferences implied 

by actual treatment choices, and repeated-choice tasks can cause cognitive fatigue and lead to measurement error. 

While results from online DCE surveys are often similar to face-to-face interviews, there may be some selection bias 

resulting from conducting the survey online. Furthermore, the survey respondents constituted a convenience sample 

and may not be representative of the population of people with psoriasis, potentially limiting the generalizability of 

the results. Respondents’ diagnosis and other clinical characteristics were self-reported and were not verified. 
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Finally, the discussion of results from RPL and LC models are empirical findings limited to the data analyzed and 

the models specified for the analysis, and the results may vary for other studies or different model specifications. 

7 Conclusions 

This study estimates and compares uncorrelated RPL and LC models, which were selected as the two most 

commonly used options in health preference assessment. Although both explained and unexplained preference 

heterogeneity can be modeled using both RPL and LC models, the two models explore heterogeneity from different 

angles. Research should model data using the most adaptable modeling approach to respond to the initial study 

question. For studies exploring how many groups characterized by different preferences are present in the sample (as 

in many policy applications), LC analysis is indicated; otherwise RPL can achieve similar if not better results. 

Random parameter logit and LC also can be compared in terms of preference weights as well as in terms of other 

preference measures. Since this comparison is an empirical matter, further research may be warranted. 
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13 Tables 

Table 1. Attributes and Levels for the Choice Questions 

Attribute Labels Levels  

Variable Used 

in the Model 

Mode and frequency of administration 

(presented as “dosage form”) 

Ointment (daily) DOSE1 

Tablet (once a week) DOSE2 

Injection (1-2 times per month) DOSE3 

Phototherapy a (in phases, several times a 

week) 

DOSE4 

Injection (4 times per year) DOSE5b 

Time to reach clinically meaningful results 

(presented as “time to reach results”) 

After 2 weeks TIME1 

After 4 weeks TIME2 

After 3 months TIME3 

After 6 months TIME4b 

Reduction in psoriasis lesions including 

plaques (presented as “results: skin”) 

100% reduction of psoriasis spots SKIN1 

90% reduction of psoriasis spots SKIN2 

75% reduction of psoriasis spots SKIN3 

50% reduction of psoriasis spots SKIN4 b 

Reduction in itching 

(presented as “results: itching”) 

No itching at all ITCH1 

Less itching ITCH2 

No change in itching ITCH3b 

Risk of moderate-to-severe side effects  

(presented as “risk of impairing side effects”)c 

Very high risk (1 in 10) IMP1 

High risk (1 in 100) IMP2 

Low risk (1 in 1,000) IMP3 

Very low risk (1 in 10,000) IMP4b 

Side effects manifestation 

(presented as “appearance of side effects”) 

Permanently (throughout the therapy) APP1 

Temporary (during therapy) APP2 

In phases (when starting the therapy) APP3b 

a Presented to respondent as “PUVA/Light therapy, phototherapy (in phases, several times a week).” 

b Omitted during estimation to have an identifiable model and then recovered as the negative sum of the coefficients on the 

nonexcluded levels of the attribute. The standard error of the recovered coefficient on the omitted level was then recovered 

mathematically using the delta method (WALD command in NLOGIT5). 

c Depending on personal circumstances, this could be headaches, nausea, vomiting, common cold, or other side effects. 

Note: the presentation of the levels used in the choice questions were slightly different from those included in the choice question 

presented to respondents in the survey instrument (see Figure 2 for an example of choice question).  
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Table 2. Descriptions of Subgroups Considered for Subgroup Analyses 

Subgroup Description Subgroups Explored 

Sample Size 

(N = 1,123) 

Country Canada 163 (14.5%) 

France 253 (22.5%) 

Italy 245 (21.8%) 

Spain 249 (22.2%) 

UK 213 (19.0%) 

Age subgroup pair 1 Below median age (39 years) 542 (48.3%) 

Median age (39 years) or older 581 (51.7%) 

Age subgroup pair 2 Younger than 30 years  248 (22.1%) 

Aged 30 years or older 875 (77.9%) 

Gender Female 619 (55.1%) 

Male 504 (44.9%) 

Marital status Married 565 (50.3%) 

Single 267 (23.8%) 

Other marital status 291 (25.9%) 

BSA affected BSA affected < 3% 361 (32.1%) 

BSA affected 3% to 10% 434 (38.6%) 

BSA affected > 10 %  328 (29.2%) 

BSA = body surface area; UK = United Kingdom. 
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Table 3. Descriptive Statistics of Respondent Characteristics (N = 1,123) 

Question 

Respondents (N = 1,123), 

n (%) 

Age: Mean (SD) 40.6 (12.8) 

Gender  

Female 619 (55.1%) 

Male 504 (44.9%) 

Please tell which of the following best describes your current status  

Full-time employed 695 (61.9%) 

Part-time employed 149 (13.3%) 

Studying/in education/training 54 (4.8%) 

Employed but on sick leave 15 (1.3%) 

Looking after home 42 (3.7%) 

Unemployed 55 (4.9%) 

Retired 87 (7.7%) 

Other 26 (2.3%) 

Which of the following best describes your marital/relationship 

status? 

 

Single 267 (23.8%) 

Married 565 (50.3%) 

Cohabiting with partner 179 (15.9%) 

In a relationship/not cohabiting 78 (6.9%) 

Other 34 (3.0%) 

Which of the following best describes your level of education?  

High school/secondary school education 304 (27.1%) 

College 252 (22.4%) 

Undergraduate degree 329 (29.3%) 

Masters/PhD 210 (18.7%) 

Other 28 (2.5%) 

SD = standard deviation. 
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Table 4. P Values for the Random-Parameters Logit Subgroups Analysis and Membership 

Probability Model for the Latent Class, Including Patient Characteristics Used for the 

Subgroup Analysis (N = 1,123) 

Covariate 

RPL LC 

Subgroup 

Analysis a 

Class 1 

(Blue) 

Class 2 

(Red) 

Class 4 b  

(Yellow) 

P Value 

γ  

Estimate 

P  

Value 

γ  

Estimate 

P  

Value 

γ  

Estimate 

P  

Value 

Constant NA 0.149 0.724 −0.170 0.699 −0.893 0.082 

UK  Reference     

Canada 0.210 −0.006 0.986 0.242 0.527 0.143 0.765 

France < 0.001 −0.879 0.006 0.322 0.336 0.491 0.229 

Italy < 0.001 0.311 0.358 1.045 0.007 1.498 0.001 

Spain 0.141 0.588 0.070 0.976 0.008 0.989 0.022 

Younger than 30 years   Reference     

Aged 30 years or older 0.104 0.542 0.034 0.318 0.231 0.500 0.108 

Male  Reference     

Female < 0.001 0.208 0.318 −0.159 0.469 −0.185 0.456 

Other marital status  Reference 
    

Single 0.041 0.128 0.666 0.322 0.295 0.105 0.763 

Married 0.157 −0.030 0.907 −0.018 0.947 −0.451 0.145 

BSA affected < 3%  Reference     

BSA affected 3% to 10% 0.004 0.109 0.667 0.059 0.828 0.096 0.754 

BSA affected > 10% 0.056 −0.511 0.053 −0.455 0.099 −0.811 0.020 

BSA = body surface area; LC = latent class, NA = not applicable; RPL = random-parameters logit, UK = United Kingdom. 

a P values are associated with the chi-squared distribution of the joint test used to test for systematic differences in the RPL 

subgroups analysis. 

b For identification purposes, class 3 is fixed to zero and used as a reference. 

Note: In the preference model, the statistical significance is relative to the mean effect of the attribute (because we effects coded 

the levels, the mean effect is equal to zero). In the membership probability model, the covariates are categorical dummy coded 

with coefficients relative to the baseline dummy variable (namely, below 30 years of age, BSA < 3%, other civil status, male, and 

resident in the UK). It is possible to use overall likelihood tests for analysis in which more than two subgroups were included 

and, for the LC model, to test whether each set of covariates influences the probability of belonging to a certain class. We found 

that all subgroups, except the one defined by marital status, were significantly different overall and all the covariates included in 

the LC model significantly impacted the probability function. 
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14 Figures 

Figure 1. Sample Flow Diagram 

  

DCE = discrete-choice experiment. 
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Figure 2. Example of a Choice Question Presented in the Patient Survey 
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Figure 3. Comparison of Mean Preference Weight Estimates From Random-Parameters Logit and 

Latent Class Models (N = 1,123) 

  

Notes: This figure plots the mean preference weight estimate for each attribute level derived from both the random-parameters 

logit and latent class models.  

The vertical bars surrounding each mean preference weight denote the 95% confidence interval (standard errors for the omitted 

levels were computed by delta method). 
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Figure 4. Latent Class Model: Preference Weights by Class (N = 1,123) 

  

π = class membership probability (sample average). 

Note: The vertical bars surrounding each mean preference weight denote the 95% confidence interval (standard errors for the 

omitted levels were computed by delta method). 
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Appendix A. Main-Effects Model Outputs 
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Table A-1. Random-Parameters Model: Mean Preference Weight and Standard Deviation Estimates 

(N = 1,123) 

Attribute Levels 

Coefficient 

Estimate P Value 

Standard 

Deviation P Value 

Mode and frequency 

of administration 

Ointment (daily) 0.061 0.089 0.788 < 0.001 

Tablet (once a week) 0.233 < 0.001 0.443 < 0.001 

Injection (1-2 times per month) −0.135 < 0.001 0.286 < 0.001 

Phototherapy (in phases, several 

times a week) 

−0.132 < 0.001 0.735 < 0.001 

Injection (4 times per year) −0.026 0.5682 2.252 < 0.001 

Time to reach 

clinically meaningful 

results 

After 2 weeks 0.214 < 0.001 0.364 < 0.001 

After 4 weeks 0.134 < 0.001 0.054 0.542 

After 3 months −0.118 < 0.001 0.023 0.7072 

After 6 months −0.230 < 0.001 0.441 < 0.001 

Reduction in 

psoriasis lesions, 

including plaques 

100% reduction of psoriasis spots 0.731 < 0.001 0.760 < 0.001 

90% reduction of psoriasis spots 0.273 < 0.001 0.309 < 0.001 

75% reduction of psoriasis spots −0.150 < 0.001 0.107 0.4149 

50% reduction of psoriasis spots −0.853 < 0.001 1.176 < 0.001 

Reduction in itching No itching at all 0.220 < 0.001 0.343 < 0.001 

Less itching 0.067 < 0.001 0.065 0.2499 

No change in itching −0.287 < 0.001 0.408 < 0.001 

Risk of moderate-to-

severe side effects 

Very high risk (1 in 10) −0.890 < 0.001 0.688 < 0.001 

High risk (1 in 100) −0.407 < 0.001 0.348 < 0.001 

Low risk (1 in 1,000) 0.539 < 0.001 0.052 0.403 

Very low risk (1 in 10,000) 0.758 < 0.001 1.089 < 0.001 

Side effects 

manifestation 

Permanently (throughout the 

therapy) 

−0.149 < 0.001 0.193 < 0.001 

Temporary (during therapy) 0.070 < 0.001 0.098 0.0252 

In phases (when starting the 

therapy) 

0.080 < 0.001 0.291 < 0.001 

Note: The statistical significance is relative to the mean effect of the attribute (because we effect-coded the levels, the mean 

effect is equal to zero). 
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Table A-2. Latent Class Model: Preference Weight and Membership Probability Covariates Estimates (N = 1,123) 

Attribute Levels 

Class 1, 35.0% Class 2, 30.6% Class 3, 20.2% Class 4, 14.2% 

Mean Across 

Classes* 

β 

Estimate 

P 

Value 

β 

Estimate 

P 

Value 

β 

Estimate 

P 

Value 

β 

Estimate 

P 

Value 

β 

Estimate 

P 

Value 

Mode and 

frequency of 

administration 

Ointment (daily) −0.011 0.834 −0.248 < 0.001 −0.160 0.046 1.243 < 0.001 0.065 0.032 

Tablet (once a week) 0.191 < 0.001 0.017 0.717 0.306 < 0.001 0.702 < 0.001 0.234 < 0.001 

Injection (1-2 times per 

month) 

−0.004 0.937 0.126 0.009 −0.136 0.117 −1.552 < 0.001 −0.211 < 0.001 

Phototherapy (in phases, 

several times a week) 

−0.290 < 0.001 −0.181 0.002 −0.262 0.010 0.767 < 0.001 −0.101 < 0.001 

Injection (4 times per year) 0.113 0.031 0.285 < 0.001 0.252 0.001 −1.159 < 0.001 0.013 0.677 

Time to reach 

clinically 

meaningful 

results 

After 2 weeks 0.194 < 0.001 0.207 < 0.001 0.213 0.001 0.093 0.117 0.187 < 0.001 

After 4 weeks 0.123 0.004 0.080 0.019 0.191 0.001 0.061 0.322 0.115 < 0.001 

After 3 months −0.087 0.038 −0.116 0.001 −0.144 0.015 −0.086 0.156 −0.107 < 0.001 

After 6 months −0.229 < 0.001 −0.171 < 0.001 −0.260 < 0.001 −0.068 0.282 −0.195 < 0.001 

Reduction in 

psoriasis 

lesions, 

including 

plaques 

100% reduction of psoriasis 

spots 

0.669 < 0.001 0.199 < 0.001 1.782 < 0.001 0.159 0.011 0.678 < 0.001 

90% reduction of psoriasis 

spots 

0.278 < 0.001 0.048 0.186 0.668 < 0.001 0.118 0.062 0.264 < 0.001 

75% reduction of psoriasis 

spots 

−0.061 0.152 −0.024 0.507 −0.562 < 0.001 −0.082 0.180 −0.154 < 0.001 

50% reduction of psoriasis 

spots 

−0.886 < 0.001 −0.223 < 0.001 −1.888 < 0.001 −0.195 0.006 −0.788 < 0.001 
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Attribute Levels 

Class 1, 35.0% Class 2, 30.6% Class 3, 20.2% Class 4, 14.2% 

Mean Across 

Classes* 

β 

Estimate 

P 

Value 

β 

Estimate 

P 

Value 

β 

Estimate 

P 

Value 

β 

Estimate 

P 

Value 

β 

Estimate 

P 

Value 

Reduction in 

itching 

No itching at all 0.221 < 0.001 0.133 < 0.001 0.362 < 0.001 0.019 0.686 0.194 < 0.001 

Less itching 0.059 0.066 0.019 0.479 0.090 0.046 0.101 0.033 0.059 < 0.001 

No change in itching −0.280 < 0.001 −0.152 < 0.001 −0.452 < 0.001 −0.119 0.013 −0.253 < 0.001 

Risk of 

moderate-to-

severe side 

effects 

Very high risk (1 in 10) −1.916 < 0.001 −0.200 < 0.001 −0.467 < 0.001 −0.230 < 0.001 −0.859 < 0.001 

High risk (1 in 100) −0.861 < 0.001 0.015 0.675 −0.121 0.038 −0.238 < 0.001 −0.355 < 0.001 

Low risk (1 in 1,000) 1.221 < 0.001 0.038 0.315 0.186 0.004 0.162 0.007 0.499 < 0.001 

Very low risk (1 in 10,000) 1.556 < 0.001 0.147 < 0.001 0.403 < 0.001 0.306 < 0.001 0.714 < 0.001 

Side effects 

manifestation 

Permanently (throughout the 

therapy) 

−0.235 < 0.001 −0.085 0.003 −0.094 0.051 −0.073 0.127 −0.138 < 0.001 

Temporary (during therapy) 0.141 < 0.001 0.043 0.124 −0.040 0.375 0.067 0.172 0.064 < 0.001 

In phases (when starting the 

therapy) 

0.094 0.004 0.042 0.130 0.134 0.004 0.006 0.911 0.074 < 0.001 

Class membership probability model   Reference class     

 Constant 0.149 0.724 −0.170 0.699 0  −0.893 0.082 NA  

UK Reference         

Canada −0.006 0.986 0.242 0.527 0  0.143 0.765 NA  

France −0.879 0.006 0.322 0.336 0  0.491 0.229 NA  

Italy 0.311 0.358 1.045 0.007 0  1.498 0.001 NA  

Spain 0.588 0.070 0.976 0.008 0  0.989 0.022 NA  

Younger than 30 years  Reference         

Aged 30 years or older 0.542 0.034 0.318 0.231 0  0.500 0.108 NA  
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Attribute Levels 

Class 1, 35.0% Class 2, 30.6% Class 3, 20.2% Class 4, 14.2% 

Mean Across 

Classes* 

β 

Estimate 

P 

Value 

β 

Estimate 

P 

Value 

β 

Estimate 

P 

Value 

β 

Estimate 

P 

Value 

β 

Estimate 

P 

Value 

Male Reference         

Female 0.208 0.318 −0.159 0.469 0  −0.185 0.456 NA  

Other marital status Reference         

Single 0.128 0.666 0.322 0.295 0  0.105 0.763 NA  

Married −0.030 0.907 −0.018 0.947 0  −0.451 0.145 NA  

BSA affected < 3% Reference         

BSA affected 3% to 10% 0.109 0.667 0.059 0.828 0  0.096 0.754 NA  

BSA affected > 10% −0.511 0.053 −0.455 0.099 0  −0.811 0.020 NA  

BSA = body surface area; NA = not applicable; UK = United Kingdom. 

* The mean preference weights across classes is the average of the preference weights for each class weighted by the respective class membership probability interval (standard 

errors for the omitted levels were computed by delta method). 

Note: in the preference model, the statistical significance is relative to the mean effect of the attribute (because we effects coded the levels, the mean effect is equal to zero). In the 

membership probability model, the statistical significance of the categorical dummy-coded coefficients is relative to the reference dummy variable (namely, “Male,” “Below 

30 years of age,” “BSA < 3%,” “Other civil status,” and “UK”). For identification purposes, the parameter estimated in the class membership probability of class 3 is fixed to zero 

as this class is used as a reference. 
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Table A-3. Goodness-of-Fit Measures for the Various Model Specifications (N = 1,123) 

AIC = Akaike information criterion; BIC = Bayesian information criterion; Obs. = Observations; MNL = multinomial logit; RPL = random-parameters logit. 

* The latent class model with 4 classes was selected and included in the results. 

Model 

Null Log-

Likelihood 

Final Log-

Likelihood 

K (# 

Par) 

Pseudo-

rho2 Chi2 BIC AIC 3AIC  

Corrected 

AIC 

MNL −15,025.7  −13,050.8 17 0.130 3,949.8 26,263.6 26,135.671 26,152.7 26,136.5 

RPL −15,025.7 −12,160.4 34 0.188 5,730.7 24,644.5 24,388.704 24,422.7 24,395.0 

Latent class 
         

2 classes −15,025.7 −12,496.1 35 0.166 5,059.2 25,325.6 25,062.290 25,097.3 25,069.1 

3 classes −15,025.7 −12,112.9 53 0.190 5,825.6 24,730.6 24,331.821 24,384.8 24,354.9 

4 classes*  −15,025.7 −11,892.5 71 0.204 6,266.4 24,461.3 23,927.084 23,998.01 23,981.9 

5 classes −15,025.7 −11,824.5 89 0.207 6,402.4 24,496.6 23,826.996 23,916.0 23,934.3 
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Figure A-1. Goodness-of fit measures for the various latent class model specifications, by number of 

classes included (N = 1,123) 

 

BIC = Bayesian information criterion; AIC = Akaike information criterion 



  36 

Appendix B. Additional Figures: Preference 

Weights From RPL Subgroup Analysis 
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Figure B-1. Random-Parameters Logit Preference Weights Subgroup by Gender (N = 1,123) 

  

Note: The vertical bars surrounding each mean preference weight denote the 95% confidence interval (standard errors for the 

omitted levels were computed by delta method). 
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Figure B-2. Random-Parameters Logit Preference Weights Subgroup 1 by Age (Median 39 Years of 

Age, N = 1,123) 

  

Note: The vertical bars surrounding each mean preference weight denote the 95% confidence interval (standard errors for the 

omitted levels were computed by delta method). 

  



  39 

Figure B-3. Random-Parameters Logit Preference Weights Subgroup 2 by Age (30 Years of Age, 

N = 1,123) 

  

Note: The vertical bars surrounding each mean preference weight denote the 95% confidence interval (standard errors for the 

omitted levels were computed by delta method). 
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Figure B-4. Random-Parameters Logit Preference Weights Subgroup by Marital Status (N = 1,123) 

  

Note: The vertical bars surrounding each mean preference weight denote the 95% confidence interval (standard errors for the 

omitted levels were computed by delta method). 
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Figure B-5. Random-Parameters Logit Preference Weights Subgroup by Severity as Measured by the 

Patient’s Current Body Surface Area Affected (N = 1,123) 

  

BSA = body surface area. 

Note: The vertical bars surrounding each mean preference weight denote the 95% confidence interval (standard errors for the 

omitted levels were computed by delta method). 
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Figure B-6. Random-Parameters Logit Preference Weights Subgroup by Country (N = 1,123) 

  

UK = United Kingdom. 

Note: The vertical bars surrounding each mean preference weight denote the 95% confidence interval (standard errors for the 

omitted levels were computed by delta method). 


