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WHY KEEP A DOG AND BARK YOURSELF? FROM INTERMEDIARY LIABILITY TO RESPONSIBILITY

Giancarlo F. Frosio*


ABSTRACT

[1]** This paper contextualizes the recent developments in intermediary liability theory and policy within a broader move towards private ordering online. In this context, online intermediaries’ governance would move away from a well-established utilitarian approach and toward a moral approach by rejecting negligence-based intermediary liability arrangements. Miscellaneous policy tools—such as monitoring and filtering obligations, blocking orders, graduated response, payment blockades and follow-the-money strategies, private DNS content regulation, online search manipulation, or administrative enforcement—might reflect this change in perspective. In particular, policy makers—and interested third-parties such as intellectual property rightholders—try to coerce online intermediaries into implementing these policy strategies through voluntary measures and self-regulation, in addition to validly enacted obligations. This process might be pushing an amorphous notion of responsibility that incentivizes intermediaries’ self-intervention to police allegedly infringing activities in the Internet. In this sense, the intermediary liability discourse is shifting towards an intermediary responsibility discourse. Further, enforcement would be looking once again for an ‘answer to the machine in the machine’. By enlisting online intermediaries as watchdogs, governments would de facto delegate online enforcement to algorithmic tools. Due process and fundamental guarantees get mauled by technological enforcement, curbing fair uses of content online and silencing speech according to the mainstream ethical discourse.

I. Introduction

Intermediary liability has become one of the most critical Internet governance issues of our time. In particular, modern legal theory—and policy—still struggles

---
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with defining an adequate framework for the liability and responsibility of OSPs for user-generated content. The theoretical—and market—background against which the intermediary liability debate developed has changed considerably [2] since the first appearance of online intermediaries almost two decades ago. These changes reflected—or will soon most likely reflect—in changing policy approaches.

As we are entering hyper-history and the fourth revolution, online intermediaries mediate our interaction with ITC and virtual agents in the infosphere.1 OSPs’ role is unprecedented for their capacity to influence the informational environment and users’ interactions within it. The ethical implications of OSPs’ role in contemporary information societies are raising unprecedented social challenges, as proven by recent examples like the PRISM scandal and the debate on the ‘right to be forgotten’. The decisions made by these platforms increasingly shape contemporary life. Whether searching information via Google, discussing trendy topics on Twitter, sharing videos on YouTube, posting pictures on Instagram, making payments via PayPal, or taking employment through Upwork, sophisticated algorithms and company policies enable and constrain our actions. These algorithms take decisions reflecting policy’s assumptions and interests that have very significant consequences to society at large, yet there is limited understanding of these processes. Algorithms’ accountability remains an issue.2

In particular, most creative expression today takes place over communications networks owned by private companies. The decentralized, global nature of the Internet means that almost anyone can present an idea, make an assertion, post a photograph or push to the world numerous other types of content, some of which may be illegal in some jurisdictions or offensive in some cultures.3 Internet intermediaries play a crucial role in the freedom of expression and communication of

---

1 See Luciano Floridi, The Fourth Revolution—How the Infosphere is Reshaping Human Reality (Oxford University Press 2014) (arguing that after the Copernican, Darwinian, and Freudian Revolutions, humans are once again forced to rethink their role as—after realizing that they were not the centre of the universe, nor of the natural kingdom, and they were not a rational being—they now must interact with virtual entities and agent in a wholly new medium, the infosphere). See also Luciano Floridi, ‘Hyperhistory and the Philosophy of Information Policies’ (2012) 25 Philosophy and Technology 129, 130 (arguing that “human evolution may be visualised as a three-stage rocket: in prehistory, there are no ICTs; in history, there are ICTs, they record and transmit data, but human societies depend mainly on other kinds of technologies concerning primary resources and energy; and in hyperhistory, there are ICTs, they record, transmit and, above all, process data, and human societies become vitally dependent on them and on information as a fundamental resource”).


people worldwide. They are subjected to increasing pressure by governments and interest groups which are seeking to control online content by making use of their technical capacities. In practice, that content is increasingly regulated and sometimes censored through private contracts. What should be the role of service providers in moderating the speech they carry for customers, subscribers and others? Should intermediaries have an active role in moderating online speech? Does OSP’s role differs from the one of publishers, mass-media, and gate-keepers? Should innocent third parties be enlisted in online enforcement? These are tough questions to answer that have received miscellaneous answers so far even within the same jurisdiction. [3]

Apparently, as I argue, the policy discourse is shifting from intermediary liability to intermediary responsibility. Policy approaches might be returning to implement moral theories of intermediary liability, rather than utilitarian or welfare theories. In this case, justification for policy intervention would be based on responsibility for the actions of users as opposed to efficiency or balance innovation vs harm. This is apparent form the enforcement of miscellaneous policy strategies—that will be detailed in the next few pages—and an overall move toward incentivizing intermediaries private ordering online. While private parties’ self-awareness of their own duties and obligations might appear a laudable goal to achieve, the demise of a system based on legally enacted obligations and exemptions is not. This process might be pushing an amorphous notion of responsibility that incentivizes intermediaries’ self-intervention to police allegedly infringing activities in the Internet. Due process and fundamental guarantees get mauled by technological enforcement, silencing speech according to the mainstream ethical discourse and trampling over the emerging idea of Internet as a fundamental right.  

---

4 The United States President, Barak Obama declared in a visit to Shanghai that “freedom of access to information is a universal right.” Transcript of President Barak Obama’s November 16, 2009 Town Hall with Chinese students in Shanghai, as released by the White House (CBSNews, 16 November 2016) <http://www.cbsnews.com/news/transcript-obamas-town-hall-in-china>. The Council of Europe has specifically noted, also in response to three-strike legislations proposals, that access to Internet is a “fundamental right.” See Monika Ermert, ‘Council of Europe: Access to Internet is a Fundamental Right’ (IPWatch, 8 June 2009); ‘Internet Access is a Fundamental Right’ (BBC News, 8 March 2010) <http://news.bbc.co.uk/2/hi/technology/8548190.stm>. The concept has been stressed by several international and national bodies, such as the UN Human Rights Council, the ITU-UNESCO Commission, the Council of Europe, the Costa Rican Constitutional Court declaring Internet Access essential to the exercise of fundamental rights, or the Finnish government officially making broadband a legal right. See Kaitlin Mara, ‘Internet Access And Human Rights Highlighted Alongside UN Human Rights Council’ (IPWatch, 28 September 2010); Kaitlin Mara, ‘ITU-UNESCO Broadband Commission Aims at Global Internet Access’ (IPWatch, 10 May 2010); ‘Acceso a Internet es un derecho fundamental’ (Nacion, 8 September 2010) <http://www.nacion.com/2010-09-08/ElPaisNotasSecundarias/ElPais2514038.aspx>; ‘Finland Makes Broadband a Legal Right’ (BBC News, 1 July 1, 2010) <http://www.bbc.co.uk/news/10461048>. In the civil society debate, the human rights nature of the access to the Internet has been sustained by noting that “the Internet, by facilitating the spreading of knowledge, increases freedom of expression and the value of citizenship.” See Marshall Conley and Christina Patterson, Human Rights and The Internet (Macmillan 2000). Again, the Internet has been posited as a tool to lower ideological segregation and enhance cultural
II. Intermediary Liability Theoretical Framework

In the mid-nineties, after initial brief hesitation, legislators decided that online intermediaries, both access and hosting providers, had to enjoy exemptions for wrongful activities committed by users through their services. The United States introduced these safe harbours first. In 1996, the Communications Decency Act exempted intermediaries from liability for the speech they carry. In 1998, the Digital Millennium Copyright Act introduced specific intermediary liability safe harbours for copyright infringement under more stringent requirements. Shortly thereafter, the eCommerce Directive imposed to Member States the obligation of enacting similar legal arrangements to protect a range of online intermediaries from liability. Other jurisdictions followed suit in more recent times. In most cases, safe harbour legislations provide mere conduit, caching, and hosting exemptions for intermediaries, together with the exclusion of a general obligation on online providers to monitor the information which they transmit or store or actively seek facts or circumstances indicating illegal activity.

Hosting providers are not liable for the information stored, on condition that: (a) the provider does not have actual knowledge of illegal activity or information and—


9 See, e.g., Copyright Legislation Amendment Act 2004 (Cth), No. 154, Sch. 1 (Australia); Copyright Modernization Act, SC 2012, c20, § 31.1 (Canada); Judicial Interpretation No. 20 [2012] of the Supreme People’s Court on Several Issues concerning the Application of Law in Hearing Civil Dispute Cases Involving Infringement of the Right of Dissemination on Information Networks, December 17, 2012 (China); Federal Law No. 149-FZ, on Information, Information Technologies and Protection of Information, July 27, 2006 (Russia) and Federal Law No. 187-FZ of July 2, 2013 amending Russian Civil Code, § 1253.1.

10 See, e.g., eCommerce Directive (n 8, at art 12-15; DMCA (n 7, at § 512(c)(1)(A-C))
as regards claims for damages—is not aware of facts or circumstances from which the illegal activity or information is apparent; or (b) the provider, upon obtaining such knowledge or awareness, acts expeditiously to remove or disable access to the information. In particular, the DMCA enacted notice-and-takedown procedures for removing alleged copyright infringing content. Upon rightholders’ request, the allegedly infringing materials must be taken down expeditiously by the ISP in order to avoid liability. The removal decision is taken by the private webhosting service and no due process safeguards are in place, except for the counter-notice that the user uploading the material can issue claiming that no infringement has taken place. European jurisdictions, then, impose a higher standard on online intermediaries by providing rightholders with injunctions against intermediaries whose services are used by a third party to infringe a copyright or other intellectual property right.

As in the case of the mentioned EU injunctions, bringing pressure to innocent third parties that may enable or encourage violations by others is a well-established strategy to curb infringement. Forcing third parties to act affirmatively to curb infringement would increase the level of compliance to the law. Intermediaries’ secondary liability has been based on different theories ranging from moral to utilitarian approaches. A moral approach would argue that encouraging infringement is widely seen as immoral. The second approach is associated with the welfare theory and, more broadly, with the utilitarian approach to law in general. This approach was pioneered thirty years ago by Reiner Kraakman’s seminal article, which set the foundations of the so-called “gatekeeper theory” that will be influential

---

11 See, e.g., ibid, at art 14; DMCA (n 7, at § 512(c)(1)(A-C),
12 See DMCA (n 7, at § 512(c)(3), (g)(2-3).
13 See DMCA (n 7, at § 512(c)(3).
14 ibid, at § 512(g)(2-3).
in shaping early online intermediaries’ policies. The law would enlist third parties to frustrate or penalize recalcitrant primary infringers, such as bartenders/drunks, accountants/fraudulent clients, employers/illegal immigrants. According to Kraakman,

[s]uccessful gatekeeping is likely to require (1) serious misconduct that practicable penalties cannot deter; (2) missing or inadequate private gatekeeping incentives; (3) gatekeepers who can and will prevent misconduct reliably, regardless of the preferences and market alternatives of wrongdoers; and (4) gatekeepers whom legal rules can induce to detect misconduct at reasonable cost.

Transposing Kraakman’s framework from security regulations—for which it was initially developed—to online infringement, penalties should be imposed on intermediaries in hopes of suppressing infringing behaviours by users only if: otherwise, the incidence of infringement would be unacceptably high, because direct infringers cannot be controlled by socially acceptable sanctions; the intermediaries, on their own, would not intervene to curb infringement—and instead, might foster it; the intermediaries can effectively suppress infringement with minimal capacity for direct infringers to circumvent them; the social and economic cost of penalizing intermediaries are not unacceptably high. This last cost benefit analysis would be especially relevant in the case of so called dual-use technologies—technologies that can be used both to infringe others’ rights and facilitate social beneficial uses. Lichtman Douglas makes this welfare argument clear by applying it to YouTube:

[t]he best reason to impose liability on YouTube is that it is in an enormously good position to filter for and in other ways discourage online infringement. The best reason to decline is that there will be some cost associated with filtering, and that cost might discourage future technologists from experimenting with similar products. To the ex-tent that YouTube can discourage infringement at low cost—and it can—copyright law could serve its many competing goals by requiring YouTube to take those steps. By contrast, where the costs of filtering would be crippling or where filtering would in other ways substantially interfere with legitimate amateur video distribution, copyright law could serve those same goals by acknowledging these harms and instead looking for other ways to reward and encourage authors.


18 See Kraakman (n 17) 53.

19 ibid 61.


21 Douglas Lichtman, ‘Copyright as Information Policy: Google Book Search from a Law and Economics Perspective’ in Josh Lerner & Scott Stern (eds), 9 Innovation Policy and The Economy (NBER 2008) 19 (noting that “[t]he best reason to impose liability on YouTube is that it is in an enormously good position to filter for and in other ways discourage online infringement. The best
According to this framework—especially in the copyright infringement domain—judge-made doctrines of secondary liability—including contributory, vicarious and inducement liability—have been developed in the United States in a long line of cases, such as Sony, Fonovisa, Napster, Aimster, Grokster, and more recently Vimeo. Contributory infringement would find its origin in tort law principles—according to which who directly contributes to a tort should be held liable along with the tortfeasor herself—whereas vicarious infringement would be a qualification of the doctrine of respondiat superior—a branch of the law of agency that governs responsibility of employers for misconduct of their employees. Other countries came up with slightly different doctrines of secondary liability, such as the doctrine of authorization in the UK and Australia and miscellaneous doctrines reason to decline is that there will be some cost associated with filtering, and that cost might discourage future technologists from experimenting with similar products. To the extent that YouTube can discourage infringement at low cost—and it can—copyright law could serve its many competing goals by requiring YouTube to take those steps. By contrast, where the costs of filtering would be crippling or where filtering would in other ways substantially interfere with legitimate amateur video distribution, copyright law could serve those same goals by acknowledging these harms and instead looking for other ways to reward and encourage authors’.


23 See Fonovisa, Inc v Cherry Auction, 76 F3d 259 (9th Cir 1996).

24 See A&M Records v Napster, 239 F3d 1004 (9th Cir 2001) (finding Napster vicariously liable as it has actual knowledge of infringement and supervisory control).

25 See In re Aimster Copyright Litigation, 334 F3d 643 (7th Cir 2003) (finding that “willful blindness” constituted knowledge and triggered infringement).


27 See Capitol Records LLC et al v Vimeo LLC et al, No. 14-1048 (2nd Cir 2016) (finding that video-sharing website Vimeo LLC cannot be held liable for copyright infringement for unknowingly hosting pre-1972 music uploaded by its users and holding that the mere fact that Vimeo employees had viewed videos with copyrighted sound recordings was not enough to prove the company ignored red flags of infringement).


29 See CBS Songs Ltd v Amstrad Consumer Electronics Plc [1988] UKHL 15 (finding manufacturer and seller of hi-fi equipment not liable when applying authorization liability of intermediaries facilitating the copyright-infringing actions of their users); Roadshow Films Pty Ltd v iiNet Limited [2012] HCA 16 (High Court of Australia 2012) (holding that iiNet, Australia’s second largest ISP,
based on tort law or extra-contractual liability in most civil law countries, ranging from strict liability to negligence or no liability and depicting at times a very confused international panorama.

From Intermediary Liability to Intermediary Responsibility

Apparently, there is a revival of moral approaches to intermediary liability. Legal theory is increasingly shifting the discourse from liability to enhanced ‘responsibilities’ for intermediaries under the assumption that OSPs’ role is unprecedented for their capacity to influence the informational environment and users’ interactions within it. 30 Hence, academia, policy-makers and society increasingly ascribe a public role to online intermediaries. 31 According to Shapiro, ‘in democratic societies, those who control the access to information have a responsibility to support the public interest. […] these gatekeepers must assume an obligation as trustees of the greater good’. 32 The ethical implications of OSPs’ role in contemporary information societies are raising unprecedented social challenges, as proven by recent examples like the PRISM scandal and the debate on the ‘right to be forgotten’. The discourse now focuses on moral responsibilities of OSPs in contemporary societies and aims at building ethical frameworks for the understanding of OSPs responsibilities, e.g. corporate social responsibilities or

was not liable for authorizing its customers’ infringement of copyright films downloaded over BitTorrent); Universal Music Australia Pty Ltd v Sharman License Holdings Ltd [2005] FCA 1242 (Federal Court of Australia 2005) (finding Sharman, who operated the Kazaa filesharing platform, liable for authorizing the infringements of its users); University of New South Wales v. Moorhouse [1975] HCA 26 (High Court of Australia 1975) (finding the University of New South Wales liable for authorizing the infringements of those who used the photocopiers it provided in its library). See also Jane Ginsburg and Sam Ricketson, ‘Inducers and Authorisers: A Comparison of the US Supreme Court’s Grokster Decision and the Australian Federal Court’s KaZaa Ruling’ (2006) Columbia Public Law and Legal Theory Working Papers 0698/2006.

30 See eg Communication from the Commission to the European Parliament, the Council, and the Economic and Social Committee, and the Committee of the Regions, Tackling Illegal Content Online. Towards an enhanced responsibility of online platforms, COM(2017)555final, 28 September 2017, § 6 (noting "the constantly rising influence of online platforms in society, which flows from their role as gatekeepers to content and information, increases their responsibilities towards their users and society at large).

31 Pressure comes increasingly from users as well as recent lawsuits against platforms supposedly liable of fomenting extremism, radicalism—and related terroristic actions—might prove. See ‘Orlando nightclub victims' families sue Twitter, Google, Facebook’ (CNBC, December 21, 2016) <http://www.cnbc.com/2016/12/21/orlando-nightclub-victims-families-sue-twitter-google-facebook.html>.

32 Andrew Shapiro, The Control Revolution: How the Internet is Putting Individuals in Charge and Changing the World We Know (Public Affairs 2000) 225.
human rights. Addressing the OSPs’ role would require a coordinated interdisciplinary theorizing able to consider legal, social, and ethical standpoints.33

This move from intermediary liability to platform responsibility has been occurring first at a theoretical level, with special focus on intermediaries’ corporate social responsibilities and their role in implementing and fostering human rights.34 As made obvious from the literature cited in the next few pages, the term ‘responsibility’ have been increasingly deployed to address platforms’ governance. In the introduction to The Responsibilities of Online Service Providers, Mariarosaria Taddeo and Luciano Floridi noted that—given their prominent role of in the present society—online intermediaries are increasingly expected to act according to current social and cultural values, which rises “questions as to what kind of responsibilities OSPs should bear, and which ethical principles should guide their actions’.35 Taddeo and Floridi argued that service providers lack an ethical framework that can “(a) define [their] responsibilities and (b) provide the fundamental sharable principles necessary to guide OSPs’ conduct within the multicultural and international context in which they operate.”36 In search of a model enabling the definition of OSPs responsibilities with the well-being of the informational environment,37 Taddeo and Floridi distinguish OSP’s responsibilities on the basis of the different kinds of information that they control. They identify three important set of ethical problems, the organization and managing of access to information, censorship and freedom of speech, and users’ privacy.38 First, according to the authors, the issue at stake is whether OSPs bear any moral responsibilities for circulating on their infrastructures third-party generated content that may prove harmful, rather than whether OSPs should be held morally responsible for their users’ actions.39 In this respect, some authors argued that it may be desirable to ascribe moral responsibilities to OSPs with respect to the circulation of harmful material.40

33 Workshop ‘Understanding the Responsibilities of Online Service Providers in Information Societies’, Oxford Internet Institute, University of Oxford, UK, 9 October 2015
37 ibid
38 ibid 5.
39 ibid 10.
40 See Vincent Cerf, ‘First, Do No Harm’ (2011) 24(4) Philosophy & Technology 463, 465 (noting “the opportunity and challenge that lies ahead is how Internet actors will work together not only to do
approach to the responsibility of Internet intermediaries for third-party content they host, Thompson argued that our focus should be on their responsibility towards the reasoning processes in reaching decisions, rather than on their outcomes.\textsuperscript{41} We should not expect perfection from intermediaries, but responsible efforts like journalists who are entitled to make mistakes, if only they seek responsibly to avoid these.\textsuperscript{42}

Again, OSPs’ responsibilities with respect to Internet freedom and human rights— with emphasis on freedom of speech and information— have emerged as an additional open question. Corporate social responsibility theory have been ported to cyberspace to deploy human rights principles to non-public bodies, which operate largely outside the remit of traditional human rights law.\textsuperscript{43} Arguments have been made that obligations pertaining to States— such as those endorsed by the UN Human Rights Council declaration of Internet freedom as a human right\textsuperscript{44}— should be extended to online platforms as well.\textsuperscript{45} In particular, the preamble of the Universal Declaration of Human Rights appears to support corporate obligations to protect human rights where it mentions that “every individual and every organ of society” should strive to promote these rights.\textsuperscript{46} Other international instruments to that effect have been identified in the Declaration of Human Duties and Responsibilities,\textsuperscript{47} the

\begin{flushleft}
\textsuperscript{41} \textcopyright{} Marcelo Thompson, ‘Beyond Gatekeeping: The Normative Responsibility of Internet Intermediaries’ (2016) 18 (4) Vand J Ent & Tech L 783, 783-784.
\textsuperscript{42} ibid
\textsuperscript{43} \textcopyright{} Laidlaw (n 34) (noting that ultimately, however, the largely voluntary nature of CSR instruments makes it a problematic candidate as a governance tool for IIGs and freedom of speech).
\textsuperscript{44} \textcopyright{} Human Rights Council of the United Nations, Resolution on the Promotion, Protection and Enjoyment of Human Rights on the Internet (2012); see also David J. Karp, ‘Transnational Corporations in ‘Bad States’: Human Rights Duties, Legitimate Authority and the Rule of Law in International Political Theory’ (2009) 1(01) International Theory 87 (noting that an argument that OSPs are expected to respect human rights is made problematic by the fact that international obligations address states, rather than private parties).
\textsuperscript{47} \textcopyright{} UNESCO Declaration of Human Duties and Responsibilities (Valencia Declaration) (1998).
\end{flushleft}
preamble of the UN Norms on the Responsibilities of Transnational Corporations and Other Business Enterprises, 48 and the UN Guiding Principles on Business and Human Rights. 49 Recently, the United Nations Human Rights Council adopted a resolution on the promotion, protection and enjoyment of human rights on the internet, which also addressed a legally binding instrument on corporations’ responsibility to ensure human rights. 50

Finally, copious literature argued that OSPs might have moral responsibility with respects to users’ privacy, while being responsible for a devaluation of privacy. 51 OSPs and social networks would incentivize users to share more information, exploiting the “privacy paradox” 52 and forms of “privacy myopia.” 53 The paradox and myopia lie in the fact that—albeit being aware of the privacy risk involved—individuals continue to surrender their privacy bit by bit by giving away their data too often and too cheaply. 54 OSPs would have the moral responsibility to protect users’ privacy by providing users with the maximum level of control over the access to the information that they share. 55 In addition, when it comes to access to personal information by unauthorized parties regardless of the privacy settings set by the individuals, a communitarian and a proxy approach have been proposed. The communitarian approach would shift moral responsibility to control information and

51 See Taddeo and Floridi (n 36) 16-18.
54 ibid
protect privacy to the community,\textsuperscript{56} while the proxy approach would bring moral responsibility upon OSPs and other intermediaries.\textsuperscript{57}

The proxy approach has been increasingly deployed, especially in Europe as the enforcement of the right to be forgotten may prove.\textsuperscript{58} This proxy approach would lead to intermediary accountability rather than liability. Shifting the discourse to copyright infringement especially, Martin Husovec argued that the European Union law increasingly forces Internet intermediaries to work for the rightsholders by making them accountable even if they are not tortiously liable for actions of their users.\textsuperscript{59} According to Husovec, the shift from liability to accountability has occurred by derailing injunctions from the tracks of the tort law.\textsuperscript{60}

Theoretical analysis of corporate social responsibility in cyberspace have been backed up by conspicuous practice. Some projects developed best practices that might be implemented by intermediaries in their terms of service with special emphasis on protecting fundamental rights.\textsuperscript{61} For example, under the egis of the [1] Internet Governance Forum, the Dynamic Coalition for Platform Responsibility aims to delineate a set of model contractual-provisions.\textsuperscript{62} This provisions should be compliant with the UN “Protect, Respect and Remedy” Framework as endorsed by the UN Human Rights Council together with the UN Guiding Principles on Business and Human Rights.\textsuperscript{63} Appropriate digital labels should signal the inclusion of these model contractual provisions in the Terms of Service of selected platform providers to “help Internet users to easily identify the platform-providers who are committed to


\textsuperscript{57} See Jeff Smith, Tamara Dinev and Heng Xu, ‘Information Privacy Research: An Interdisciplinary Review’ (2011) 35(4) MIS Quarterly 989.

\textsuperscript{58} See Taddeo and Floridi (n 36) 18-20.


\textsuperscript{60} ibid


\textsuperscript{63} See UN GPBHRs (n 49).
securing the respect of human rights in a responsible manner.”64 Again, the Global Network Initiative (GNI) put together a multi-stakeholder group of companies, civil society organizations, investors and academics to create a global framework to protect and advance freedom of expression and privacy in information and communications technologies. The GNI’s participants—such as Facebook, Google, LinkedIn, Microsoft and Yahoo—committed to a set of core documents, including the GNI Principles, Implementation Guidelines and Accountability, Policy & Learning Framework.65 Ranking Digital Rights is an additional initiative that promotes best practices and transparency among online intermediaries.66 This project ranks Internet and telecommunications companies according to their virtuous behaviour in respecting users’ rights, including privacy and freedom of speech. In November 2015, the first project’s report ranked 16 companies, in different countries, on 30 different measures.67 Companies scored between 65 and 13 percent.68 Most companies received a failing grade for their public commitments and disclosed policies affecting users’ freedom of expression and privacy.69

However, there are counter-posing forces at work in the present internet governance struggle. A centripetal move towards digital constitutionalism for Internet governance alleviates the effects of the centrifugal platform responsibility discourse. Efforts to draft an “Internet Bill of Rights” can be traced at least as far back as the mid-1990s.70 Two full decades later, aspirational principles have begun to crystallize into law. Gill, Redeker and Gasser have described more than thirty initiatives spanning from 1999 to 2015 that can be labelled under the umbrella of “digital constitutionalism.”71 These initiatives have great differences—and

64 See Dynamic Coalition on Platform Responsibility (n 62).
68 ibid
69 ibid
71 See Gill, Redeker and Gasser (n 70) 1; see also The Internet and Constitutional Law (Oreste Pollicino and Grazia Romeo (eds.), Routledge 2016) (examining the gradual consolidation of a “constitutional core” of internet law at the supranational level and discussing the possibility of the “constitutionalization” of internet law, calling into question the thesis of the so-called anarchic nature of the internet.).
range from advocacy statements to official positions of intergovernmental organizations to proposed legislation—but belong to a broader proto-constitutional discourse seeking to advance a relatively comprehensive set of rights, principles, and governance norms for the Internet.  

III. Policy: From Intermediary Liability to Private Ordering

Voluntary and private enforcement of intermediary liability online appears a recent well marked trend that can be explained as a paradigmatic shift from intermediary liability to responsibility. Apparently, this trend is ongoing notwithstanding the negative connotation that private enforcement might have. The 2016 Report of the UN Special Rapporteur for Free Expression has strong language about states pressuring private actors to voluntarily remove content. The Special Rapporteur stressed that in the information and communication technology context, “States must not require or otherwise pressure the private sector to take steps that unnecessarily or disproportionately interfere with freedom of expression, whether through laws, policies, or extralegal means.” Again, the Report recommended that “any demands, requests and other measures to take down digital content or access customer information must be based on validly enacted law, subject to external and independent oversight, and demonstrate a necessary and proportionate means of achieving one or more aims under article 19 (3) of the International Covenant on Civil and Political Rights.”

There is, however, a schizophrenic approach to voluntary enforcement to curb allegedly infringing activities online. For example, in a Joint Declaration of the Three Special Rapporteurs for Freedom of Expression, the Rapporteurs encourage the adoption of self-regulatory solutions for the management of rights online, while, at the same time, noting this should be read in conjunction with the importance of minimum safeguards for individual liberties. Again, the OCSE believes that cooperation of intermediaries might be a legitimate tool that shouldn’t go too far: “[m]aking private intermediaries more transparent and accountable is a legitimate aim to be pursued by participating States through appropriate means.

---

72 See Gill, Redeker and Gasser (n 70) 1.


74 ibid (emphasis added).

However, this must not lead to excessive control by public authorities over online content.”

This schizophrenia might reflect present uncertainty in addressing a complex conundrum, whose policy framework is recently undergoing reconsideration. This cautionary note might explain why—regardless its negative externalities from a fundamental rights perspective—private enforcement has been increasingly put forward as viable policy option—and it is perhaps set to become a standard in Internet governance.

Increasingly, governments—and interested third parties such as intellectual property rightholders—try to coerce online intermediaries into implementing voluntary measures and bear much of the risk of online enforcement. In Against Jawboning, Derek Bambauer discusses government pressure on Internet intermediaries that spans a large variety of content types and subject matter. Bambauer cites Representative James Sensenbrenner, pressing U.S. Internet Service Provider Association to adopt putatively voluntary data retention scheme in the following terms: ‘if you aren’t a good rabbit and don’t start eating the carrot, I’m afraid we’re all going to be throwing the stick at you’. Either rabbits or dogs, a cost-benefit analysis would most likely suggest online intermediaries to play along. Cost and uncertainty in resisting pressures would be a strong disincentive for online intermediaries. This promotes self-regulatory enforcement strategies and make private ordering a conspicuous trend online.

Public enforcement lacking technical knowledge and resources to address an unprecedented challenge in terms of global human semiotic behaviour would coactively outsource enforcement online to private parties. Enforcement through private ToS moves the adjudication of lawful and unlawful content out of a public oversight. This process might be pushing an amorphous notion of responsibility that incentivizes intermediaries’ self-intervention to police allegedly infringing activities in the Internet. Further, enforcement would be looking once again for an “answer to the machine in the machine.” By enlisting online intermediaries as watchdogs, governments would de facto delegate online enforcement to algorithmic tools—with limited or no accountability. Due process and fundamental guarantees get mauled by technological enforcement, curbing fair uses of content online and silencing speech according to the mainstream ethical discourse.
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In Europe, the Commission is unenthusiastic about enacting new legislation, which might openly clash with the current liability regime. Coercing intermediaries into "voluntary" measures would have doubtless advantages by allowing to circumvent [14] the EU Charter on restrictions to fundamental rights, avoiding the threat of legal challenges, and taking a quicker reform route. According to the Consultation on Online Intermediaries, the European Commission’s regulatory efforts might emphasize voluntary or proactive measures to remove certain categories of illegal content and allow intermediaries to fulfil enhanced duties of care reasonably expected from them.81 Further, according to the Consultation on Modernization of IPRs’ Enforcement, voluntary involvement of intermediaries in enforcing IPRs and cooperation between rightholders and intermediaries should be apparently pushed in European upcoming reforms.82 Following these Consultations, the Communication on Online Platforms and the Digital Single Market puts forward the idea that ‘the responsibility of online platforms is a key and cross-cutting issue.’ 83 This terminology echoes a discourse that apparently would like to rearrange platform governance from intermediary liability to intermediary responsibility. Again, few months later, in its most recent Communication, the Commission made this goal even clearer by openly pursuing “enhanced responsibility of online platforms” on a voluntary basis.84 In other words, the Commission would like to impose an obligation on online platforms to behave responsibly by addressing specific problems.85 Online platforms would be invested by a duty to ‘ensure a safe online environment’ against illegal activities.86 Hosting providers—especially platforms—would be called to actively and swiftly remove illegal materials, instead of reacting to complaints. They would be called to adopt effective voluntary ‘proactive measures to detect and remove illegal content online’87 and are encouraged to do so by using automatic detection and filtering technologies.88 As the Commission puts it, the goal is ‘to engage with platforms in setting up and applying voluntary

81 See European Commission, Public consultation on the regulatory environment for platforms, online intermediaries, data and cloud computing and the collaborative economy (September 24, 2015), at 21-23; see also eCommerce Directive (n 8, at art 16 (calling on Member States and the Commission to encourage the “drawing up of codes of conduct at Community level by trade, professional and consumer associations or organisations designed to contribute to the proper implementation of articles 5 to 15”).
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cooperation mechanisms aimed at depriving those engaging in commercial infringements of intellectual property rights of the revenue streams emanating from their illegal activities, in line with a ‘follow the money’ approach’. Again, ‘online platforms must be encouraged to take more effective voluntary action to curtail exposure to illegal or harmful content’ such as incitement to terrorism, child sexual abuse and hate speech. This should occur, in particular, by setting up a privileged channel with ‘trusted flaggers’, competent authorities and specialized private entities with specific expertise in identifying illegal content, regardless of ‘being required to do so on the basis of a court order or administrative decision, especially where a law enforcement authority identifies and informs them of allegedly illegal content’. Online platforms should be able to prevent and contrast online illegal activities by allowing rapid content take-down, setting up proactive intervention, deploying automated filtering technologies, and adopting effective notice and actions mechanisms, which might not necessarily require users to identify themselves when reporting content that they consider illegal.

Apparently, the Commission aligns its strategy for online platforms to a globalized, ongoing move towards privatization of law enforcement online through algorithmic tools. As EDRi noted private enforcement “downgrades the law to a second-class status, behind the “leading role” of private companies that are being asked to arbitrarily implement their terms of service.” Voluntary measures make intermediaries prone to serve governmental purposes under murky, privately-enforced standards, rather than transparent legal obligations. This process might be pushing an amorphous notion of responsibility that incentivizes intermediaries’ self-intervention to police allegedly infringing activities in the Internet.

Private ordering and voluntary enforcement is a global trend in recent intermediary liability policy that spans all subject matters relevant to intermediary liability online. Several emerging intermediary liability trends reflect this change in perspective, such as indeed purely voluntary enforcement schemes, including codes of conducts, online search manipulation, follow-the-money strategies, and private DNS content regulation. In addition, there are other enforcement strategies that make more prominent the role of online intermediaries and might be deployed through a
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large spectrum of policy options that spans from legally-mandated obligations to private ordering. This is apparently the case of three-strike legislations, filtering obligations, blocking orders dealt almost entirely between intermediaries and rightholders, expanded constructions of the notion of communication to the public to linking and other online activities, and administrative enforcement of intermediary liability online. In the following pages, this paper will be describing those trends more tightly connected with the described move from intermediary liability to responsibility, bearing in mind that other policy strategies— as mentioned—might equally signal the same theoretical move but need treatment on their own and are beyond the scope of this paper.

Graduated Response

In the beginning it was ‘graduated-response’. So-called ‘graduated response’ or ‘three-strike’ regulations—seeking to block out household Internet connections of repeat infringers—do encourage online service providers to exercise policing power on their own over potential infringers. Graduated response arrangements have mostly targeted online copyright infringement through peer-to-peer filesharing. In some

98 See eg AGCOM Regulations regarding Online Copyright Enforcement, 680/13/CONS, 12 December 2013 (Italy) (providing AGCOM with administrative power to enforce online copyright infringement); Giancarlo Frosio, ‘Italian Communication Authority Approves Administrative Enforcement of Online Copyright Infringement’ (CISBlog, 17 December 2013) <https://cyberlaw.stanford.edu/blog/2013/12/italian-communication-authority-approves-administrative-enforcement-online-copyright> (providing an English summary of the AGCOM Regulation); Royal Legislative Decree No. 1/1996, enacting the consolidated text of the Copyright Act, 12 April 1996 (as amended by the Law No. 21/2014, 4 November 2014) (Spain) (creating an administrative body—the Second Section of the Copyright Commission (CPI)—which orders injunctions against information society services who infringe on copyright); Omnibus Bill No 524 (first introduced on June 26, 2013), amending provisions in various laws and decrees including Law No 5651 ‘Regulation of Publications on the Internet and Suppression of Crimes Committed by means of Such Publications’, Law No 5809 ‘Electronic Communications Law’ and others (Turkey) (empowering the Presidency of Telecommunications and Communications with broad administrative enforcement prerogatives online); Federal Law No. 139-FZ, on the Protection of Children from Information Harmful to Their Health and Development and Other Legislative Acts of the Russian Federation (aka “Blacklist law”), 28 July 2012 (putting the Roskomnadzor in charge of the Registry and site blocking enforcement); Act on the Establishment and Operation of Korea Communications Commission (KCCA) last amended by Act No. 11711, 23 March 2013 (establishing the KCCA implementing deletion or blocking orders according to the request and standards of the Korea Communications Standards Commission (KCSC), also instituted by the same law).
instances, graduate response arrangements have been judicially or legislatively mandated. Often, they result from voluntary arrangements. Although little is known regarding the specifics of these agreements, rightsholders might attempt to leverage their content and would only license if the providers implemented a disconnection strategy.

French Hadopi Law or the South Korean Copyright Law have mandated gradual response schemes, actually managed by administrative agencies, rather than intermediaries. French law empowers the HADOPI administrative authority to send warnings to identified infringers and transfer the case to the court in cases of repeat infringement. When the same account is identified for a third time within a period of one year, HADOPI may escalate the case by referring it to the criminal court, where a judge might order a range of penalties, including a 30-day account suspension. In 2009 the South Koren Copyright Act introduced a three-strike regime, where a subscriber, or an online bulletin board, which received more than three warnings, is subject to suspension of its account up to six months. The suspension orders to OSPs are made by the Minister of Culture, Sports and tourism, which is an administrative agency. Intermediaries failing to abide to the order will be imposed of a civil fine not exceeding 10 million won. These mechanisms have been implemented in a number of other countries such as New Zealand, Taiwan, and the United Kingdom.

In some instances, court have review the legality of graduated response schemes and issued injunctions mandating arrangements supposedly minimizing negative effects on authors rights. An ISP-administered graduated response scheme has been rejected by Australian courts. The High Court of Australia held that iiNet, Australia’s second largest ISP, was not liable for authorising its customers’
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infringement of copyright films downloaded over BitTorrent.106 In contrast, a recent Irish case does exemplify the possible judicial constructions of graduated response schemes in light of users’ rights.107 Sony, Universal and Warner Music, sought an injunction to impose upon UPC Communications, the second largest Irish Internet access provider, an obligation to implement a “Graduated Response Strategy” (GRS) against UPC’s subscribers allegedly infringing plaintiffs’ copyrights online.108 According to the injunction finally granted by the court, the GRS cannot encompass any suspension or termination of users’ accounts but only the disclosure of information to make a Norwich Pharmacal order to finally seek an accounts’ suspension or termination.109 The Court noted, on the issue of allocation of costs, that “because the defendant is the company which profits—albeit indirectly—because it derives revenue from its subscribers who are engaged in this practice, it is the defendant who should, in my view, be primarily liable for the costs.” Therefore, according to the Court, UPC should be required to contribute 80% of the costs.110

Industry-led self-regulation makes up the largest part of graduated response schemes. In a Memorandum of Understanding between the five largest US broadband ISPs and the entertainment industry, the ISPs agreed on voluntary DMCA-plus measures consisting in the implementation of a ‘six strikes’ graduate response protocol for curbing unauthorized p2p file sharing.111 However, the Copyright Alert System (CAS) was discontinued in January 2017.112 CAS set up a cooperative, multi-stakeholder approach in which information service providers served as a watchdog of the rightsholders.113 CAS would implement a system of multiple alerts, whose conclusive step encompassed the capacity of “your ISP [to]
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undertake measures that will temporarily affect your Internet experience.”\textsuperscript{114} After a fifth alert, ISPs were allowed to take "mitigation measures" to prevent future infringement.\textsuperscript{115} If the ISP did not institute a mitigation measure following the fifth alert, it had to enact one after the sixth alert.\textsuperscript{116} Mitigation measures included ‘temporary reductions of Internet speeds, temporary downgrade in Internet service tier or redirection to a landing page until the subscriber contacts the ISP to discuss the matter or reviews and responds to some educational information about copyright, or other measures (as specified in published policies) that the ISP may deem necessary to help resolve the matter’.\textsuperscript{117}

Similar multi-stakeholders’ agreements have been discussed or implemented also elsewhere. In Australia, an industry-negotiated graduated response Code was submitted to the Australian Communications and Media Authority (ACMA) for registration as an industry code under the Telecommunications Act 1997 (Cth) on 8 April 2015.\textsuperscript{118} The Code introduces a Copyright Notice Scheme that requires Internet Service Providers to pass on warnings to residential fixed account holders who are alleged to have infringed copyright.\textsuperscript{119} The scheme consists of an escalating series of infringements notices.\textsuperscript{120}

In Europe, Ireland—as also seen earlier—has been especially active in implementing graduated response schemes. Eircom was one of the first European ISPs to [19] implement a voluntary a Graduated Response Protocol under which Eircom would issue copyright infringement notices to customer, after a settlement had been reached between record companies and Eircom.\textsuperscript{121} The Irish Supreme Court later upheld the validity of the scheme.\textsuperscript{122} The Data Protection Commissioner believed that this Protocol breached EU and Irish data protection law and issued an enforcement notice requiring Eircom to cease its operation of the Protocol.\textsuperscript{123} The
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Supreme Court found that the enforcement notice was invalid because of the absence of reasons.124

Recently, an agreement has been negotiated between major British ISPs and rights-holders—with the support of the UK Government—under the name of Creative Content UK.125 This voluntary copyright scheme might serve as a workaround of the Digital Economy Act, which have not yet been fully brought into force. According to earlier reports, this scheme might resemble closely the US CAS model with four-strikes, rather than six.126 It would implement four notices or alerts sent by the ISPs to their subscribers based on IP addresses supplied by the rights-holders, where the IP address is alleged to have been used to transmit infringing content.127 The notices will be educational only, and there will be no sanction to follow if user behaviour doesn't change.128

Graduated response mechanisms have been broadly questioned for their negative implications on users’ rights.129 Other empirical studies highlighted only reductions in illegal downloading, which have been quickly replaced by other form of online piracy, such as online streaming, cyberlockers, sharp increase in VPNs’ usage.130 Arnold et al’s ‘econometric results indicate that the Hadopi [three strikes] law has not deterred individuals from engaging in digital piracy and that it did not reduce the
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intensity of illegal activity of those who did engage in piracy’. In contrast, graduated response scheme’s negative externalities—both in terms of economic and social costs—have been substantial. Due to their lack of effectiveness, graduated response strategies have lost much of their original appeal and have been apparently sidelined as a policy response to online content infringement and speech-related crimes. Much more effective enforcement tools have been implemented or are under discussion.

Proactive Monitoring and Algorithmic Enforcement

Filtering and proactive monitoring have been increasingly sought—and deployed—as enforcement strategy online. Traditionally, online service providers have enjoyed an exemption to any general obligation to monitor the information which they transmit or store or actively seek facts or circumstances indicating illegal activity. The principle of no-monitoring obligations that enforces a knowledge-and-take-down corollary principle does characterize the intermediary liability system as a negligence-based system. This fundamental tenet of online intermediaries’ governance has been increasingly challenged. The emergence of proactive monitoring obligations—and the automated or algorithmic enforcement that brings about—would further empower private ordering and enforcement. Proactive monitoring comes first—and largely—as a private ordering approach following rightholders and government pressures to purge the Internet from allegedly infringing content or illegal speech. In the midst of major lawsuits launched against them, YouTube and Vimeo felt compelled to implement filtering mechanisms on their platforms on a voluntary basis. Google lunched Contend ID in 2008.
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adopted Copyright Match in 2014. Both technologies rely on digital fingerprinting to match an uploaded file against a database of protected works provided by rightholders. [21]

Proactive monitoring—and filtering—sits on top of the rightsholders’ wish list both in the United States and Europe. The promotion of automated filtering emerges as a primary goal on the EU Commission agenda, both on a mandatory and voluntary basis. According to the recent Communication “Tackling Illegal Content Online. Towards an enhanced responsibility of online platforms,” hosting providers would be called to adopt effective voluntary “proactive measures to detect and remove illegal content online” and are encouraged to do so by using automatic detection and filtering technologies. In addition, legislatively mandated proactive monitoring obligations to curb online copyright infringement might soon follow in the footsteps of the voluntary measures already adopted by major platforms. In particular, a recent proposal included in the Copyright in the Digital Single Market Draft Directive would impose on intermediaries the implementation of effective content recognition technologies to prevent the availability of infringing content.

The proposal specifically refers to technologies such as YouTube’s Content ID or other automatic infringement assessment systems. Apparently, the proposal would force hosting providers to develop and deploy filtering systems, therefore de facto monitoring their networks.

Proactive monitoring and filtering obligations would also find their way in European policy through an update of the audio-visual media legislation. As part of
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its legislative intervention package, the Commission will tackle the proliferation on online video sharing platforms of content that is harmful to minors and of hate speech with its proposal for an updated Audio-visual Media Services Directive. Video hosts can be regulated like broadcasters if they step outside of their passive hosting role by organizing hosted content. The AVMS draft directive lists new obligations to remove and possibly monitor for hate speech. This specific-sector regulation would ask platforms to put in place measures to protect minors from harmful content and to protect everyone from incitement to hatred. Apparently, the [22] AVMS revision might erode the eCommerce directive no monitoring obligations for video platforms by asking Member States to “ensure by appropriate means that audiovisual media services provided by media service providers under their jurisdiction do not contain any incitement to violence or hatred”.

These proposals, however, confirm a well-established trend in recent intermediary liability policy that already emerged at the national level in multiple judicial decisions. Recent case law has imposed proactive monitor obligations on intermediaries for copyright infringement in multiple jurisdictions. Actually, the emerging enforcement of proactive monitoring obligations have been spanning the entire spectrum of intermediary liability subject matters: intellectual property, privacy, defamation, and hate/dangerous speech. In this context, however, notable
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exceptions—such as the landmark Belen case in Argentina—highlight also a fragmented international response to intermediary liability.¹⁴⁹

As stated by multiple authority,¹⁵⁰ general filtering and monitoring obligations would be inconsistent with the Charter of Fundamental Rights of the European Union.¹⁵¹ In the SABAM cases, the Court explained that filtering measures—and monitoring obligations—would fail to strike a ‘fair balance’ between copyright and other fundamental rights.¹⁵² In particular, they would undermine users’ freedom of expression.¹⁵³ Users’ freedom to receive and impart information would be struck by the proposal. Automatic infringement assessment systems might undermine the enjoyment of users’ exceptions and limitations.¹⁵⁴ DRM effects on exceptions and
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limitations have been highlighted by copious literature. Similar conclusions apply to this scenario. Automated systems cannot replace human judgment that should flag a certain use as fair—or falling within the scope of an exception or limitation. Also, complexities regarding the public domain status of certain works might escape the discerning capacity of content recognition technologies. At the present level of technological sophistication, false positives might cause relevant chilling effects and negatively impact users' fundamental right to freedom of expression. In the own word of the European Court of Justice, these measures could potentially undermine freedom of information, since that system might not distinguish adequately between unlawful content and lawful content, with the result that its introduction could lead to the blocking of lawful communications. Indeed, it is not contested that the reply to the question whether a transmission is lawful also depends on the application of statutory exceptions to copyright which vary from one Member State to another. In addition, in some Member States certain works fall within the public domain or may be posted online free of charge by the authors concerned.

Similar points have been highlighted by miscellaneous scholarship. Enforcing online behaviour through automated or algorithmic filtering and fair use does end up inherently in a bad trade-off for fundamental and users’ rights. Julie Cohen and Dan Burk argued that fair use cannot be programmed into an algorithm, so that institutional infrastructures will always be required instead. Although changes in technology move fast and unpredictably, the assumption that, since fair use is at heart an equitable doctrine, judgment is not programmable might remain valid. Indeed, the capacity of neural networks to develop more accurate models of many phenomena—maybe even some or most fair uses—is changing the conception of how machines can assess these phenomena.

In general, it was noted that “the design of copyright enforcement robots encodes a series of policy choices made by platforms and rightsholders and, as a result, subjects online speech and cultural participation to a new layer of private ordering and private control.” According to Matthew Sag, automatic copyright filtering systems—upon which private agreements between rightsholders and online platforms
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are predicated—“not only return platforms to their gatekeeping role, but encode that role in algorithms and software.” In turn, automatic filtering supersedes the safe harbour system and fair use only nominally applies online. In practice, private agreements and automatic filtering determine online behaviour far more “than whether that conduct is, or is not, substantively in compliance with copyright law.”

**Codes of Conduct, Filtering and Extremism**

According to the European Commission, coordinated EU-wide self-regulatory efforts by online platforms should immediately be directed to fight hate speech, incitement to terrorism and prevent cyber-bullying. As an immediate result of this new policy trend, the Commission recently agreed with all major online hosting providers—including Facebook, Twitter, YouTube and Microsoft—on a code of conduct that includes a series of commitments to combat the spread of illegal hate speech online in Europe. This includes commitments about faster notice and takedown for illegal hate speech that will be removed within 24 hours and to special channels for government and NGOs notice to remove illegal content.

In partial response to this increased pressure from the EU regarding the role of intermediaries in the fight against online terrorism, major tech companies—Facebook, Microsoft, Twitter and YouTube—announced that they will begin sharing hashes of apparent terrorist propaganda. For some time, You Tube and Facebook
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have been using ContentID and other matching tools to filter “extremist content.”\textsuperscript{167} In this context, tech companies plan to create a shared database of unique digital fingerprints—known as ashes—that can identify images and videos promoting terrorism.\textsuperscript{168} This could include recruitment videos or violent terrorist imagery or memes. When one company identifies and removes such a piece of content, the others will be able to use the hash to identify and remove the same piece of content from their own network. The fingerprints will help identify image and video content that are ‘most likely to violate all of our respective companies’ content policies’.\textsuperscript{169} Despite the collaboration, the task of defining removal policies will remain within the remit of each platform.\textsuperscript{170}

However, a report from the European Commission on the implementation of the Code of Conduct on Illegal Hate Speech EU highlighted that the compliance with the code is still far yet from satisfactory.\textsuperscript{171} The Commission stressed the need for internet platforms to speed up the removal process of hate speech, under the penalty of legislative action or legal pursuit.\textsuperscript{172} Automatic recognition technologies do become a privileged tool to prevent terrorist propaganda. The Communication \textit{Tackling Illegal Content Online} reinforces this point on the agenda by endorsing “automatic stay-down procedures” to fingerprint and filter out content which has been [26] already identified and assessed as illegal.\textsuperscript{173} In addition, especially in the domain of terrorist propaganda, extremism, and hate speech, as mentioned, online platforms must promote faster take-down mechanisms with ‘trusted flaggers’ and user-friendly anonymous notification systems.\textsuperscript{174}

Because self-regulations expected by governments appears to lag behind, some EU member States such as Germany have threaten to bring in a law to impose heavy
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fines on a platform failing to take down hate-based criminal content. The German government introduced a Draft Law to Improve Law Enforcement in Social Networks—abbreviated as the Network Enforcement Act (Netzwerkdurchsetzungsgesetz), or NetzDG. The proposed legislation would apply to social networks and specifically exclude news platforms. Social networks—which need at least 2 million registered users in Germany to qualify—are defined as (i) providers of telemedia services that, (ii) for purposes of generating profit, (iii) operate platforms in the Internet, which (d) permit users share content, to make content public, or to exchange content with other users. “Obviously unlawful” content—which encompasses fourteen specific crimes set forth in the German Criminal Code—must be evaluated and removed within 24 hours from a complain. The law would impose stay-down obligations as the social network must remove all other copies of the illegal content from the network and implement effective measures to prevent the illegal content from being re-posted. Violating takedown requirements would cost up to €500,000 in fines for individuals and up to €5,000,000 for companies. These fines might be far-reaching and cover also search engines, listing for examples links to Holocaust-denial articles, which are prohibited speech covered by Section 130(3) of the German Criminal Code. Meanwhile, German prosecutors in Munich are investigating Facebook executives, following a complaint alleging the company broke national laws against hate speech.
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and sedition by failing to remove racist [27] postings.184 Complaints have been filed also in Hamburg, where however prosecutors rejected them on the grounds that the regional court lacked jurisdiction because Facebook’s European operations are based in Ireland.185

**Online Search Manipulation**

Online search manipulation—and so-called demotion—enforce sanitization of presumptively illicit activities online through voluntary measures and private ordering. This regulatory approach also spans multiple subject matters and online allegedly illicit activities. Copyright enforcement online have a primary goal of search manipulation. Starting from the most recent effort of this kind, under the aegis of the UK Intellectual Property Office, search engines and the creative industries concluded an agreement to stop consumers being led to copyright infringing websites.186 Representatives from the creative industries, leading UK search engines, and the IPO developed a Voluntary Code of Practice dedicated to the removal of links to infringing content from the first page of search results.187 The Code—which came immediately into force—sets targets for reducing the visibility of infringing content in search results by 1 June 2017. However, Google have been demoting allegedly pirate sites for some time now. In 2012, Google altered it PageRank search algorithm taking into account the number of DMCA-compliant notices for each website.188 Shortly thereafter, in 2014, Google started to demote autocomplete predictions returning search results containing DMCA-demoted sites.189 Apparently, the demotion and search manipulation tools that Google implemented proved ineffective as claimed by a RIAA and MPAA.

Voluntary measures have been traditionally implemented with regard to manifestly illegal content, such as child pornography.190 Platforms’ involvement in curbing online pornography have been increasingly sought also for revenge porn—another behaviour characterized by high social disapproval. Suzor, Seignior and Singleton have argued that ‘the challenge in developing effective policy is not only...
to provide a remedy against the primary wrongdoer, but to impose some obligations on the platforms that host or enable access to harmful material’. Rather than waiting for legislatively mandated obligations, online hosting providers have been increasingly pursuing self-regulatory initiatives in this field. Recently, Google has adopted specific [28] self-regulatory measures for revenge porn, which Google delists from Internet searches. The close resemblance between Google voluntary actions to curb revenge porn online and the right to be forgotten is obvious. Other major platforms followed Google’s lead. After being ordered by a Dutch court to identify revenge porn publishers in the past, Facebook decided to introduce photo-matching technology to stop revenge porn and proactively filter its reappearance.

Finally, search manipulation and demotion begun to be applied to curb extremism and radicalization. Plans have been also revealed of a pilot scheme to tweak search to make counter-radicalisation videos and links more prominent.

Payment Blockades and Follow the Money

Payment blockades—notice-and-termination agreement between major right holders and online payment processors—and "voluntary best practices agreements" have been applied widely—especially in the United States—as part of "a long-term, evolving strategy on the part of corporate copyright and trademark owners". Payment processors like MasterCard and Visa have been pressured to act as intellectual property enforcers, extending the reach of intellectual property law to websites operating from servers and physical facilities located abroad. As
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Annemarie Bridy argues, ‘non-regulatory intervention from the executive branch secured [payment processors’] cooperation as a matter of private ordering’.199 Across 2011 and 2012, American Express, Discover, MasterCard, Visa, and PayPal, PULSE, and Diners Club entered into a best practice agreement with thirty-one major right holders.200 The voluntary agreement was implemented by the lunch of the Payment Processor Initiative run by the International AntiCounterfeiting Coalition (IACC).201 The role of the IACC resembles closely that of the Center for Copyright information formerly administering the CAS graduated response system.202

PayPal also have taken upon itself the duty of policing the internet by banning payments to VPN providers and geoblocking-circumvention services on ‘copyright grounds’.203 Apparently, by making more difficult to process payments with VPN’s services—although using a VPN is not illegal—PayPal would like to curb the practice of using VPN to avoid geo-blocking restriction imposed on users by services like Netflix. According to PayPal, payment processing agreements were severed unilaterally with VPN providers because its services cannot be used to ‘send or receive payments for items that infringe or violate any copyright, trademark, right of publicity or privacy, or any other proprietary right under the laws of any jurisdiction’.204 PayPal practice—apparently occurring in Australia where users broadly use VPNs as they face major limitation in accessing Netflix’s catalogue—clearly highlights tensions with fundamental rights that would impose non-discrimination obligations on technologically neutral services.

In its most recent Joint Strategic Plan for Intellectual Property Enforcement—titled Supporting Innovation, Creativity & Enterprise: Charting a Path Ahead—the US Government backed-up voluntary measures and fully endorsed a ‘follow the money’ strategy.205 It states explicitly that ‘an effective enforcement strategy against commercial-scale piracy and counterfeiting therefore, must target and dry up the illicit revenue flow of the actors engaged in commercial piracy online’.206
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to the Joint Strategic Plan, this revenue should be cut-off through voluntary collaboration between payment processors, online advertisers, and the banking sector.\textsuperscript{207} In particular, the US Government would like to push self-regulation and private enforcement to asphyxiate ‘Ad revenue [. . .] the oxygen that allows content theft to breathe’.\textsuperscript{208} To that end, ‘IPEC and the IPR Center (with its constituent law enforcement partners), along with other relevant Federal agencies, will convene the advertising industry to hear further about their voluntary efforts’.\textsuperscript{209}

In the Communication \textit{Towards a Modern, More European Copyright Framework}, the Commission apparently would like to endorse similar strategies by deploying a ‘follow-the-money’ approach.\textsuperscript{210} As the Commission noted, this strategy ‘can deprive those engaging in commercial infringements of the revenue streams (for example from consumer payments and advertising) emanating from their illegal activities, and therefore act as a deterrent’.\textsuperscript{211} According to the Commission, ‘follow-the-money’ mechanism should be based on a self-regulatory approach through the implementation of Code of Conducts that might be later backed up by legislation if necessary.\textsuperscript{212} In compliance with this agenda—in October 2016—the Commission agreed on the Guiding Principles for a Stakeholders’ Voluntary Agreement on Online Advertising and IPR.\textsuperscript{213} As stated by the principles, “the purpose of the agreement is to dissuade the placement of advertising on commercial scale IP infringing websites and apps (e.g. on mobile, tablets, or set-top boxes), thereby minimising the funding of IP infringement through advertising revenue.”\textsuperscript{214} Similar code of conduct and self-regulation have been already agreed upon by national governments in Europe, such as in Denmark or Belgium.\textsuperscript{215}

Censorship pressures on financial intermediaries—credit card companies and third-party payment processors—have reached far beyond intellectual property infringement. In particular, there are a number of instances where payment
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intermediaries’ terms of service have been used as pressure points against protected speech. *Inter alia*, payment blockades crippled Wikileaks of 95% of its revenues, when PayPal, Moneybookers, Visa and MasterCard stopped accepting public donations. No legal proceeding was ever actually initiated against Wikileaks. In *Backpage v. Dart*, Backpage sought an injunction against Sheriff Dart for his informal efforts to coerce credit card companies into closing their accounts with the site. Sheriff Tom Dart—the sheriff for Cook County, Illinois—sent letters to Visa and MasterCard demanding that they cease doing business with Backpage.com due to content in the "adult services" section of the classified ads site. The credit card companies both complied, cutting off services to the entire site’s worldwide operations. Backpage claimed that the sheriff’s informal censorship pressure amounted to a prior restraint on speech. Backpage was granted a temporary restraining order against the sheriff but was denied a preliminary injunction at the district court. The case was finally appealed to the Seventh Circuit, which reversed the previous decision and upheld a prior restraint on speech. As it turned out, however, a single action from a governmental official—lacking any due process scrutiny—was potentially capable to put under jeopardy an online business operating worldwide. The *Backpage* case highlights how intermediaries often face business incentives that make them more likely to yield to pressure. In the United States, a prior restraint on speech defence would not be directly actionable against intermediaries—if governmental pressures cannot be proved—as it does apply only against public parties. Under European law, there might be room to claim interference with online providers’ freedom to conduct a business, still this is costly and uncertain to prove.
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Private DNS Content Regulation

Domain hopping—a tactic notoriously employed by The Pirate Bay—would evade law enforcement by moving from one ccTLDs (country code Top-Level Domains) or gTLDs (Generic Top-Level Domains) registrar to another, thus driving up time and resources spent on protecting intellectual property right. In its Joint Strategic IP Enforcement Plan, the US government set as a priority to counter domain hopping and abusive domain name registration tactics. In this respect, new voluntary online enforcement schemes would also rely on stewards of the Internet’s core technical functions, such as ICANN, and implicates Internet infrastructure and governance. Intellectual Property enforcement would occur at the Internet backbone through the administration of the Domain Name System (DNS).

Apparently, ICANN might be increasingly directly involved with online content regulation through its contractual facilitation of a ‘trusted notifier’ copyright enforcement program. ICANN contractual architecture for the new gTLDs embeds support for private, DNS-based content regulation on behalf of copyright holders—and, potentially, other ‘trusted’ parties—imposing on registry operators and registrars an express prohibition on copyright infringement and obligations including suspension of the domain name. Though this contractual framework, ICANN facilitated voluntary enforcement agreements between DNS intermediaries and rightholders, such as the DNA’s Healthy Domains Initiative. According to specific program between the Motion Picture Association of America (MPAA) and two registry operators for new gTLDs, Seattle-based Donuts and Abu Dhabi-based Radix, registry operators are now acting as private copyright enforcers for ‘trusted notifiers’, which are broadly defined as ‘an industry representative trade association that represents no [32] single company, [...] dedicated to examining illegal behavior, [...] with [...] ability to identify and determine the relevant category of illegal activity’. Apparently, the ICANN’s ‘trusted notifier’ model matches closely
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the ‘trusted flaggers’—similarly defined as specialized private entities with specific expertise in identifying illegal content—which, according to the most recent EU Commission’s Communication on point, should enjoy a privileged channel with online intermediaries for removals of allegedly infringing content.\textsuperscript{229} The registry operators agrees, if “the domain clearly is devoted to abusive behaviour [. . .] in its discretion [to] suspend, terminate, or place the domain on registry lock, hold, or similar status’ within ten business days form the complaint.\textsuperscript{230} Apparently, there are no due process safeguards for the registrar to receive notice of the complaint or respond.\textsuperscript{231} In general, as Bridy explained, ‘in creating that architecture, ICANN did nothing to secure any procedural protections or uniform substantive standards for domain name registrants who find themselves subject to this new form of DNS regulation’.\textsuperscript{232}

\textbf{IV. Conclusions}

Intermediary responsibility has become the latest trend in online governance. Terminologically first, it is slowly displacing the notion of intermediary liability. Responsibility of intermediaries is all over the literature and a powerful slogan for policy makers. The European Commission have plainly admitted in recent documents that have been shaping the Digital Single Market to come that ‘responsibility of online platforms is a key […] issue’ and that the path is set “towards an enhanced responsibility of online platforms’. The new terminology, however, does represent a substantial shift in intermediary liability theory that apparently would move away from a well-established utilitarian approach toward a moral approach by rejecting negligence-based intermediary liability arrangements. In turn, this theoretical approach portends the enhanced involvement of private parties in online governance and a broader move towards private enforcement online. Public enforcement lacking technical knowledge and resources to address an unprecedented challenge in terms of global human semiotic behaviour would coactively outsource enforcement online to private parties.

The deployment of miscellaneous policy tools—such as graduated response, monitoring and filtering obligations, online search manipulation, payment blockades and follow-the-money strategies, and private DNS content regulation—reflects this change in perspective. In particular, increasingly, governments—and interested third-parties such as intellectual property rightholders—try to coerce online intermediaries into implementing this policy strategies through self-regulation and voluntary measures. Private ordering does become the privileged tool to enforce a responsible—and cooperative—behaviour of intermediaries. Nevertheless, intermediary responsibility also emerges from normative arrangements that make
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more prominent the role of online intermediaries, while incentivizing over-zealous [33] enforcement. This is apparently the case of blocking orders dealt almost entirely between intermediaries and rightholders and administrative enforcement of intermediary liability online.

Private ordering—and the retraction of the public from online enforcement—does push an amorphous notion of responsibility that incentivizes intermediaries’ self-intervention to police allegedly infringing activities in the Internet. It highlights unescapable tensions with fundamental rights that would impose non-discrimination obligations on technologically neutral services capable of substantial non-infringing uses. Obviously, transferring regulation and adjudication of Internet rights to private actors does jeopardize fundamental rights—such as freedom of information, freedom of expression, freedom of business or a fundamental right to Internet access—by limiting access to information, causing chilling effects, or curbing due process. Further, enforcement would be looking once again for an ‘answer to the machine in the machine’. By enlisting online intermediaries as watchdogs, governments would de facto delegate online enforcement to algorithmic tools. Due process and fundamental guarantees get mauled by technological enforcement, curbing fair uses of content online and silencing speech according to the mainstream ethical discourse. The response to the centrifugal move caused by private ordering and intermediary responsibility should be a centripetal reaction towards Internet Bills of Rights, Internet Constitutional Charts and mandatory Internet Governance and Intermediary Liability Principles. Digital constitutionalism—although partially occurring at multiple levels—seems overshadow for now by the counterpoising trend that this article detailed.