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Abstract. In contrast to the common belief that OpenMP requires data-parallel extensions to scale well on architectures with non-uniform memory access latency, recent work has shown that it is possible to develop OpenMP programs with good levels of memory access locality, without any extension of the OpenMP API. The vehicle for localizing memory accesses transparently to the programming model, is a runtime memory manager, which uses memory access tracing and dynamic page migration to implement automatic data distribution. This paper evaluates the effectiveness of using this runtime data distribution method in non embarrassingly parallel codes, such as the SPEC benchmarks. We investigate the extent up to which sophisticated management of physical memory in the runtime system can speedup programs for which the programmer has no knowledge of the memory access pattern. Our runtime memory management algorithms improve the speedup of five SPEC benchmarks by 20–25% on average. The speedups are close to the theoretical maximum speedups for the problem sizes used and they are obtained with a minimal programming effort of about a couple of hours per benchmark.

1 Introduction

There is an ongoing debate between developers and users of OpenMP, about how should OpenMP be extended to scale better on architectures with non-uniform memory access latency, such as ccNUMA multiprocessors and clusters of SMPs\cite{1411}. Most of the related proposals converge to the conclusion that OpenMP should be extended with data distribution directives similar to the ones used in data-parallel programming languages like HPF. This argument is counterweighted by a recent research outcome\cite{810} which suggests that it is possible to replace manual data distribution with intelligent runtime memory management algorithms, which infer the memory access pattern of the program.
and the most appropriate placement of data from traces of memory accesses collected in hardware counters.

We have developed a runtime memory manager which localizes transparently the memory accesses of OpenMP programs on tightly-coupled ccNUMA multiprocessors [10]. The memory manager utilizes snapshots of memory access traces and dynamic page migration, to perform data distribution in a manner that minimizes the latency of remote memory accesses. The distinguishing feature of our runtime system is that it works transparently to the programmer and requires no modifications to the OpenMP API. It requires merely a simple instrumentation pass by the OpenMP translator to activate the memory manager. The runtime system detects automatically the data segment of the program and applies page migration algorithms by scanning the data segment periodically. The algorithms can exploit feedback from compiler analysis for data distribution, however they are primarily designed to operate in a fully automated process. The programming overhead for using the algorithms amounts to recompiling and linking the program with the runtime system.

The design of our runtime data distribution method is consistent with the current design principles of OpenMP, which dictate that the implementation must hide the details of the parallel architecture and the underlying hardware/software interface from the programmer. We consider our work as part of a broader effort towards building parallel programming models that meet the requirements of code and performance portability simultaneously. The purpose is to render the average programmer able to rapidly develop efficient portable parallel code and minimize the effort/speedup ratio, using a combination of OpenMP and runtime techniques for performance tuning.

1.1 Motivation

We have successfully applied our runtime data distribution method in parallel programs where manual data distribution would otherwise be necessary to reduce the number of remote memory accesses [2,3,9,10]. So far, we have evaluated the performance of our runtime system (named UPMlib after user-level page migration) using the OpenMP implementations of the NAS benchmarks [5]. Using these codes as a starting point provided us with a handful of advantages. The NAS benchmarks are highly parallel codes with coarse-grain parallelism and high sustained efficiency on most scalable parallel architectures; they are already well-tuned by their providers, the OpenMP implementations in particular are tuned specifically for the Origin2000, encompassing sophisticated cache-conscious programming and NUMA-aware data placement; moreover, the best manual data distribution algorithms, as well as the best automatic data placement algorithms for the NAS benchmarks were a-priori known to us, therefore we had a well-defined basis for comparisons.

In this work, we report our experience from using our runtime data distribution method with floating-point benchmarks from the SPEC CPU2000 and the SPEChpc benchmark suites [12]. Compared to the NAS benchmarks, the SPEC
Table 1. Coverage of parallel code in the SPEC benchmarks with which we experimented.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Coverage</th>
<th>Maximum speedup (Amdahl’s law)</th>
</tr>
</thead>
<tbody>
<tr>
<td>swim</td>
<td>77%</td>
<td>4.34</td>
</tr>
<tr>
<td>mgrid</td>
<td>80%</td>
<td>5.00</td>
</tr>
<tr>
<td>applu</td>
<td>51%</td>
<td>2.04</td>
</tr>
<tr>
<td>equake</td>
<td>93%</td>
<td>14.28</td>
</tr>
<tr>
<td>climate</td>
<td>80%</td>
<td>5.00</td>
</tr>
</tbody>
</table>

codes present us with a different picture. The native SPEC CPU2000 benchmarks are not parallelized. A very short parallelization effort of about a couple of hours per benchmark indicated that the codes expose a degree of parallelism which is well below that of the NAS benchmarks. The coverage of parallel code (ratio of the execution time of parallel code over the execution time of the entire program on a single processor) in the benchmarks we parallelized averages 76% (see Table 1). Amdahl’s law suggests that the theoretical maximum speedups that the benchmarks can attain is very limited (6.13 on average). Practically, the parallelized loops are too fine-grain to provide sizable speedups. The actual maximum speedup of the hand-parallelized codes on a 64-processor Origin2000 ranges between 1.3 and 10. Of more interest to our work, is the fact that we are not aware of what is the best data placement algorithm for these benchmarks on a NUMA system, in order for us to have a point of reference for the performance of UPMlib.

The objective of this study is to investigate the extent up to which memory access localization can improve the scalability of codes with the characteristics of the SPEC benchmarks, on medium-scale NUMA systems. An important property common to both the SPEC and the NAS benchmarks, is that the codes are iterative, i.e. they repeat the same piece of computation for a number of iterations that correspond to ticks of a virtual timer. This is the exact class of codes for which our runtime system is more effective in localizing memory accesses [9].

Given that our runtime system is already tested against manual data distribution using iterative codes with known best data placement algorithms [7], a study with the SPEC benchmarks can provide us with an indication of the importance of memory access locality, without the burden of investigating, implementing and testing explicit data distribution schemes for the benchmarks.

Our findings are summarized as follows: Proper relocation of pages for localizing memory accesses has a significant impact on the scalability of the SPEC benchmarks. Linking the codes with UPMlib yields a speedup of up to 45% over the minimum execution time of the unmodified OpenMP code and up to 50% over the execution time with the maximum number of processors on the system with which we experimented (a 64-processor SGI Origin2000). It can be argued that the same or even higher speedup could be obtained with manual data distribution or careful restructuring of the code to localize the memory access pattern of each processor. This argument is counterweighted by the fact
that these transformations require substantially more programming effort and
non-portable extensions to OpenMP.

A second outcome of our experiments is that a good fraction of the speedup
obtained from our runtime page migration algorithms can be obtained with a
simpler automatic page placement algorithm, which invalidates the pages that
store the data accessed within parallel loops and maps them locally to each
processor on a first-touch basis\footnote{The term \textit{first-touch} refers to a page placement algorithm in which the processor
that touches a page first maps the page to a local memory module.}, the first time a parallel loop is executed. This
mechanism resembles the generic first-touch page placement algorithm \cite{first-touch}, but
instead of being used from the beginning of execution and for the whole address
space of the program, it is used right before the first iteration of the outer time-
stepping loop that encapsulates the parallel computation and solely for regions of
the address space which are likely to incur frequent remote memory accesses. The
intuition behind the algorithm, is to place pages strictly according to the memory
access pattern of the parallel code. In this way, automatic page placement is not
biased by the effects of initialization, which may include sequential access of
critical arrays (forcing the placement of relevant pages on a single node), or a
parallel initialization phase the memory access pattern of which does not match
the memory access pattern of the actual parallel computation.

The rest of this paper is organized as follows. Section 2 provides some back-
ground on the basic concepts of our runtime data distribution method. Section 3
outlines our methodology, Section 4 presents the results from our experiments
and Section 5 concludes the paper.

2 Background

\textit{UPMlib} uses dynamic page migration as a tool for implicit data distribution.
The runtime system infers the memory access pattern of a program by taking
snapshots of page reference counters\footnote{Currently, the system is implemented on the Origin2000, which collects per-node
reference information for each page in hardware counters. The counters are copied
back to memory by the operating system upon overflow.}. The key idea of the memory management
algorithms of \textit{UPMlib} is to retrieve snapshots of reference traces that reflect
accurately the memory access pattern of the whole program, or specific parts of
the program for which data distribution is required to localize memory accesses.
Using these snapshots, the runtime system distributes data transparently to
the programmer, using a cost/benefit criterion based on the frequency and the
latency of remote memory accesses to each page.

In iterative parallel codes (which constitute the majority of parallel codes in
use today), implementing global data distribution with \textit{UPMlib} is as simple as
retrieving a snapshot of the memory access trace at the end of the first iteration
of the parallel computation and applying the page migration criterion on this
snapshot. It has been shown that this simple runtime technique performs at least
Table 2. Parallelized loops in the SPEC CPU2000 benchmarks (subroutines enclosing the loops and loop labels given in parentheses).

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Loops</th>
</tr>
</thead>
<tbody>
<tr>
<td>171.swim</td>
<td>INITAL(50,60,70,75,86)</td>
</tr>
<tr>
<td></td>
<td>CALC1(100,110,115)</td>
</tr>
<tr>
<td></td>
<td>CALC2(200,210,215)</td>
</tr>
<tr>
<td></td>
<td>CALC3Z(400)</td>
</tr>
<tr>
<td></td>
<td>CALC3(300,320,325)</td>
</tr>
<tr>
<td>172.mgrid</td>
<td>PSINV(600)</td>
</tr>
<tr>
<td></td>
<td>RESID(600)</td>
</tr>
<tr>
<td></td>
<td>RPJ3(100)</td>
</tr>
<tr>
<td></td>
<td>INTERP(400,800)</td>
</tr>
<tr>
<td></td>
<td>ZERO3(100)</td>
</tr>
<tr>
<td></td>
<td>ZRAN3(400)</td>
</tr>
<tr>
<td>173.apphu</td>
<td>jacld(outer k-loop)</td>
</tr>
<tr>
<td></td>
<td>jacu(outer k-loop)</td>
</tr>
<tr>
<td></td>
<td>rhs(outer k- and j-loops)</td>
</tr>
<tr>
<td>183.equake</td>
<td>smvp(i-loop)</td>
</tr>
<tr>
<td></td>
<td>all i-loops inside main time-stepping loop</td>
</tr>
</tbody>
</table>

as well and usually better than manual data distribution in coarse-grain, embarrassingly parallel codes like the NAS benchmarks [10], while it can be easily extended to implement data redistribution within iterations. Under certain circumstances, UPMlib outperforms data distribution, because the runtime library captures more accurate page reference information.

The main disadvantage of UPMlib is that it is prone to the overhead of the page migration algorithms, which require expensive operations such as data copying, TLB coherence maintenance and several system calls for accessing hardware counters. This disadvantage shows up in fine-grain codes, more specifically, when the execution time per iteration is in the order of a few tens of milliseconds or less. Note that this problem occurs in data distribution tools as well, it is not an inherent disadvantage of UPMlib. A second disadvantage in that the page migration algorithms of UPMlib require some form of repeatability in the memory access pattern. The algorithms can not handle adaptive programs, that is, codes that perform an unpredictable amount of computation in each time step. Both issues, i.e. the runtime overhead of UPMlib and adaptive programs are a subject of ongoing work. We attempt to address the former by parallelizing the page migration algorithms, via inlining the algorithms in the OpenMP threads. For the latter, we investigate statistical approaches for data distribution.

3 Methodology

We manually parallelized six benchmarks from the SPEC CPU2000 floating point suite, namely swim, mgrid, equake, applu, apsi and lucas. The results for apsi, lucas and applu are qualitatively similar. More specifically, the speedup of the benchmarks flattens beyond 2 processors, due to the very limited coverage
of parallel code (around 50%). We omit the results from the executions of these benchmarks, since they do not appear to be of interest to our study.

We parallelized the most time-consuming loops in each benchmark. We did not attempt to exploit coarse-grain task-level parallelism, although some benchmarks might benefit from it [1]. Most of the loops that we parallelized are identified as parallel by the SGI MIPSpro compiler, however in some cases, most notably in applu and equake, we had to manually apply privatization, rewriting of loop indices and induction variable elimination. The parallelized loops for each benchmark are listed in Table 2. Although the effort spent in parallelizing the benchmarks was not major, we can state with some confidence that extracting more parallelism out of these benchmarks would probably require highly sophisticated interprocedural analysis and other parallelization techniques not found in most commercial compilers. It might also require an extended execution model that exploits multiple levels of task and data parallelism [1]. Even if these techniques are applied, there is no clear evidence of their effectiveness. We have also experimented with the SPEChpc mesoscale climate modeling code. Parts of this code are already parallelized with OpenMP directives. We ran this code as distributed in the SPEChpc96 suite.

We executed three versions of the benchmarks. The first version is the unmodified parallelized OpenMP code. This code is executed using STATIC loop scheduling for all parallel loops and the first-touch page placement algorithm of IRIX. The IRIX kernel-level page migration engine was disabled during the experiments. IRIX includes a competitive dynamic page migration engine, which is activated by setting the DSM MIGRATION environment variable. We have run numerous tests with the IRIX page migration engine and found no case were the engine could provide meaningful improvements. All benchmarks except swim were slowed down by the IRIX page migration engine (equake slowed down by as much as 17%). Swim’s improvement was less than 2% on 32 processors. Note that all benchmarks except swim have no parallel initialization phase. Parallel initialization is helpful in certain cases, because if an automatic data placement algorithm is applied during initialization, data may be distributed quite effectively before the beginning of the main parallel computation.

The second version is the parallelized OpenMP code linked with UPMlib. UPMlib applies a competitive page migration criterion to pages accessed during the execution of parallel code at the end of the first and, if needed, subsequent iterations of the outer time-step loop [10]. During our experiments with the SPEC benchmarks, all migrated pages were identified after the execution of the first iteration and the runtime system’s page migration engine was deactivated thereafter. The overhead of executing the page migration algorithm was therefore minimal. Note that although UPMlib minimizes its runtime overhead, the cost of page migration is still significant enough to account for, as shown in Section 4.

The third version of the benchmarks is produced from the OpenMP code with the following modification. The pages accessed during the execution of parallel code are invalidated with the mprotect() system call, right before the first iteration of the outer time-stepping loop. We install a handler for the SIGSEGV
signal, which records the address of the faulting page and maps the page to a local frame (i.e. residing on the same node with the processor that incurs the fault) using \texttt{mmap()}. This modification implements a restricted form of first-touch page placement. In particular, pages are mapped locally to the processor that touches them first during the first executed instance of a parallel loop. This ensures that pages are placed on a first-touch basis, according to the page reference pattern of the parallelized part of the code, rather than the reference pattern of the program as a whole. Basically, the mechanism discards any inopportune placement of pages that might be performed from the operating system during the initialization phase. We applied one optimization in the algorithm, for situations where the memory access patterns of different parallel loops do not match. In these cases, the algorithm applies first-touch page placement during the most time consuming loops with the same access pattern. We applied the algorithms in all benchmarks except \texttt{swim}. \texttt{Swim} already includes a parallelized initialization phase, which performs implicitly the placement of pages that our modification would otherwise do during the first iteration of the time-stepping loop.

Our hardware platform is a 64-processor (32-node) SGI Origin2000, with MIPS R10k processors running at 250 MHz. Each processor has 32 Kbytes of split L1 cache and 4 Mbytes of unified L2 cache. The system has 12 Gbytes of DRAM memory. The experiments were conducted on an idle system. The reported execution times are medians of three runs. We used the train problem sizes. Although this was mandated by system administration restrictions in the time available for running experiments on an idle system, the selected problem sizes are coarse enough to indicate parallel performance trends. The maximum number of processors used was 62, because we detected contention between the IRIX kernel and the application threads when the benchmarks used all 64 processors. The codes were compiled the with -O2 optimization level.

4 Results

Figure 1 illustrates the execution times of four benchmarks versus the number of processors. Note that the y-axes are drawn logarithmic and the minimum and maximum values of the axes are tuned according to each benchmark’s parallel execution time, for the sake of readability. The labels correspond to the unmodified OpenMP code (\texttt{OpenMP}), the OpenMP code linked with \texttt{UPMlib} (\texttt{OpenMP+upmlib}) and the OpenMP code modified to use our optimized first-touch page placement algorithm (\texttt{OpenMP+opt_ft}).

We observe a clear trend in the results. \texttt{UPMlib} reduces the minimum execution time of the benchmarks, regardless of the number of processors on which this time is obtained, by up to 45\% (see Table 3). On the maximum number of pro-

\footnote{The granularity of the train problem size is roughly equivalent to that of the Class A problem size of the NAS benchmarks. The execution time per iteration is in the order of several hundreds of milliseconds.}
Fig. 1. Execution times.

cessors the improvement is up to 50%. On average, the margin of improvement is similar to that observed for the NAS benchmarks [7].

Figures 2 and 3 illustrate how UPMlib localizes memory accesses for higher performance. The charts show histograms of memory accesses from the executions of the benchmarks on 32 processors, divided into local (gray part) and remote (black part) memory accesses. The applied page migration algorithms have two important effects. First, they convert a significant fraction of remote memory accesses (in all cases more than 50%) into local memory accesses. On the Origin2000, this translates into a net saving of at least 100 ns. and up to 800 ns. per memory access [4]. The reductions in execution time are roughly proportional to the amount of remote memory accesses converted into local ones by UPMlib. The benchmarks with more remote memory accesses benefit more from dynamic page migration. Mgrid and climate, which average 1.5 and 6 million remote memory accesses per node, enjoy speedups of 45% and 26% respectively.
Table 3. Reduction of execution time (in percent) with UPMlib and our optimized first-touch algorithm.

<table>
<thead>
<tr>
<th></th>
<th>UPMlib</th>
<th>Optimized first touch</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min. exec. time</td>
<td>exec. time on 62 proc.</td>
</tr>
<tr>
<td>swim</td>
<td>-7.4</td>
<td>-8.7</td>
</tr>
<tr>
<td>mgrid</td>
<td>-44.8</td>
<td>-50.3</td>
</tr>
<tr>
<td>equake</td>
<td>-12.7</td>
<td>-25.7</td>
</tr>
<tr>
<td>climate</td>
<td>-26.4</td>
<td>-25.9</td>
</tr>
<tr>
<td>avg.</td>
<td>-20.3</td>
<td>-27.7</td>
</tr>
<tr>
<td>stdev</td>
<td>16.7</td>
<td>32.4</td>
</tr>
</tbody>
</table>

The second and apparently equally important effect of our runtime data distribution method is the alleviation of contention. The memory access traces reveal that all benchmarks have a highly unbalanced pattern of remote memory accesses. This means that a few nodes are accessed remotely significantly more frequently compared to the other nodes. The nodes that concentrate frequent remote memory accesses are likely to suffer from contention at their memory modules and network links. Contention is an important, yet underestimated effect on the performance of NUMA systems. On the Origin2000, the contention factor may account for as much as an additional 50 ns. per contended node per remote memory access [4]. UPMlib reduces contention by reducing and distributing evenly the remote memory accesses. The right charts in Figures 2 and 3 show that UPMlib achieves an almost perfectly balanced distribution of remote memory access in mgrid and equake. The remote memory accesses in swim are lightly unbalanced, however the low number of remote memory accesses per processor makes the contention effect almost imperceptible.

Intuitively, we expected somewhat more improvements, because unlike the OpenMP implementations of the NAS benchmarks [5], the SPEC codes are not tuned for efficient execution on a NUMA system. Practically, this effect does not show up in the experiments because the scalability of the SPEC benchmarks is primarily limited by the limited coverage of parallel code. A closer look at the results reveals that the benchmarks that have the higher speedup are also the ones that benefit more from the use of our page migration engine. Based on this observation, we speculate that extracting more parallelism out of the benchmarks is likely to make the impact of memory access localization more profound and the use of our runtime data distribution method vital. On the other hand, the magnitude of difference between the OpenMP and the OpenMP+upmllib versions indicates that the hardware of the Origin2000 is quite effective in reducing the impact of remote memory accesses, by guaranteeing a relatively low remote-to-local memory access latency ratio. We expect this trend to prevail in next-generation NUMA systems, which include full-fledged hardware mechanisms for reducing the impact of remote memory accesses, such as remote access caches and COMA protocols.
Interestingly, our optimized first-touch algorithm outperforms the native IRIX page placement algorithm. In two benchmarks, swim and climate, the improvements are considerably lower compared to those yielded by UPMlib (see Table 3). Figure 4 shows that in climate, the optimized first-touch algorithm has more remote memory accesses. The pattern of remote memory accesses is also highly unbalanced, which is a strong indicator of contention. The results show that first-touch is not the best choice of an automatic page placement algorithm for climate. We attempted to fix this problem using a round-robin page placement algorithm instead of first-touch without success. Round-robin performs slightly better than first-touch because it distributes better the remote accesses. However, the actual number of remote memory accesses is increased with round-robin. The memory access pattern of climate is both unbalanced...
and irregular, therefore dynamic page migration is the best option for optimizing memory access locality.

Both the page migration algorithm and the optimized first-touch algorithm perform approximately the same in mgrid. In equake, the optimized first-touch algorithm outperforms the IRIX page placement algorithm by a significantly wider margin compared to our dynamic page migration engine. This result is somewhat surprising. Figure 4 shows that the optimized first-touch algorithm incurs less remote memory accesses than the page migration algorithm. We were not able to find a convincing explanation for this effect, other than that UPMlib relocates pages that concentrate frequent remote memory accesses later than the optimized first-touch algorithm. The reason which is more likely to explain the performance of the page migration engine in equake is the overhead of page migrations.
Fig. 4. Comparison of the memory access traces of the page migration engine and the optimized first-touch algorithm in climate and equake.

Figure 5 shows the relative overhead of the page migration algorithm during the executions of the benchmarks on 62 processors. UPMlib uses a thread that executes the page migration algorithms in parallel with the program. Although the overhead of page migration is overlapped, there is still an interference between the UPMlib thread and one or more OpenMP threads. We conservatively estimated this interference by measuring the CPU time spent by the UPMlib thread and assuming that 50% of this CPU time is spared from a thread of the program. The relative overhead of page migration in equake exceeds 20% of the execution time of the benchmark. As a comparison, the relative overhead of the optimized first-touch algorithm in equake is 4% of the total execution time (shown in the right chart of Figure 5). The overhead of page migration is noticeable in swim and climate as well.
The performance of our optimized first-touch algorithm brings life to an old idea suggesting that automatic page placement algorithms for NUMA systems can be more effective, when coupled with hints from the runtime system about the points of execution at which the algorithms should be activated (referred to as phase changes in the related literature [6]). The actual contribution to our OpenMP memory management framework is a low-cost, transparent mechanism for localizing memory accesses, which might prove of practical use in cases where dynamic page migration is vulnerable, most notably in fine-grain parallel codes [7].

5 Conclusions

This paper analyzed the performance of runtime memory management algorithms that localize the memory accesses of OpenMP programs on a NUMA system, using programs from the SPEC benchmark suites. The SPEC benchmarks are challenging for automatic memory management algorithms, because they are not embarrassingly parallel, neither are they tuned for efficient execution on NUMA systems. Linking the codes with our runtime system yielded a solid performance improvement of 20–25% on average. Similar or somewhat lower improvements were obtained from a simpler algorithm that places pages on a first-touch basis during the first invocation of each parallel loop. This mechanism may be valuable when the overhead of page migration is non-negligible. Overall, the results are consistent with a recently established trend that favors the use of intelligent runtime methods to scale OpenMP on clustered NUMA architectures, without modifying the appealing OpenMP API [9]. We plan to take several steps in this direction, hoping to secure performance portability with unmodified implementations of the OpenMP standard.
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