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Abstract: In the 21st century, information has become the most valuable resource that is 

available to modern societies. Thus, great efforts have been made to develop new information 

processing and storage techniques. Chemistry can offer a wide variety of computing 

paradigms that are closely related to the natural processes found in living organisms (e.g., in 

the nervous systems of animals). Moreover, these phenomena cannot be reproduced easily by 

solely using silicon-based technology. Other great advantages of molecular-scale systems 

include their simplicity and the diversity of interactions that occur among them. Thus, devices 

constructed using chemical entities may be programmed to deal with different information 

carriers (photons, electrons, ions, and molecules), possibly surpassing the capabilities of 

classic electronic circuits. 
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This article reviews the development of research efforts on chemical information 

acquisition and processing made in Krakow and Belfast. Though starting from different 

positions and materials, there are conceptual parallels which have resulted in the construction 

of a common platform for systems of gradually increasing complexity operating on the 

ground of Boolean logic, fuzzy logic and other paradigms of higher complexity.1 Indeed, two 

books have emerged from Krakow2 and Belfast3 which summarise chemical information 

gathering and processing research from around the world. This review develops the concepts 

presented there and in a chapter soon to be published in the book entitled “Advances in 

Unconventional Computing”. 

Semiconductors, molecules and light 

Information processing is based on changes. If everything stays the same we do not 

get any message. The crucial factors which cause some changes in semiconductors and 

molecules are light, potentials and/or binding of atomic/molecular species. One of the most 

important characteristics of semiconductors and molecules is their ability to alter upon 

appropriate stimulation. Furthermore, many of these changes are reversible. Because light is 

the most powerful carrier of information, it is natural that photochemical and photophysical 

processes are recognized as the most suitable for information processing at the molecular 

scale. Semiconductors separate electron-hole pairs upon illumination within the appropriate 

wavelength range. This property is widely applied in photovoltaics, photocatalysis and in 

general photochemistry. It also allows the use of materials in semiconductor laser technology 

and optoelectronics, as well as in molecular photochemical industry. In terms of information 

processing, charge separation within molecularly-modified or unmodified semiconductors is 

embodied in the photoelectrochemical effect of photocurrent switching (PEPS), which can be 

applied in the construction of switches, logic gates and other basic elements used in 

computing systems. When molecules are considered alone, similar construction of switches, 

sensors and logic gates also becomes possible by modulating the competition between 

fluorescence and photoinduced electron transfer (PET). 

 In classical situations under illumination of n-type semiconductors anodic 

photocurrent is generated, whereas in the case of p-type semiconductors – cathodic 

photocurrent will be observed. However, in some special situations under appropriate 

polarization with external potential, a switching between anodic and cathodic photocurrent 

can be observed (Fig. 1).4-7 This effect was described for the first time in literature in 2006 
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and since then it has been extensively investigated. This phenomenon is defined as the change 

in the photocurrent polarity due to the change in either the semiconducting electrode potential 

or/and the wavelength of incident light.8 It was named the PEPS effect (acronym of 

PhotoElectrochemical Photocurrent Switching Effect).  

 

Fig. 1. A linear sweep voltammetry performed for n-type semiconductor (TiO2 modified with 

[Fe(CN)6]
4-) under pulsed illumination at 350 nm (a) and the photocurrent action spectrum of 

the same material recorded at 200 mV vs Ag/AgCl reference electrode with varying 

wavelength of the incident light (b).. 

 

 So far PEPS effect has been observed only for several groups of semiconducting 

materials. We can distinguish unmodified and surface-modified semiconductors. For the first 

group the photocurrent switching effect was observed mainly for unmodified oxide 

semiconductors such as bismuth orthovanadate,30, 31 BixLa1−xVO4 solid solutions (x between 

0.23 and 0.93),9 lead molybdate,10 V-VI-VII semiconductors: bismuth oxyiodide,7, 11 bismuth 

oxynitrate12 and antimony sulfoiodide13 as well as cadmium sulphide14, 15 and lead sulphide.16 

For unmodified semiconductors, the observation of the switching effect is possible only for 

sufficiently low potential barrier Ebi at the solid-liquid junction – this may be achieved by the 

reduction in grain sizes of the semiconductor and the decrease in the doping level,17 or when 

appropriate surface states are present.  

More interesting examples are hybrid materials in which surface of semiconductor is 

modified with organic or inorganic species. Some most important examples of such materials 

are collected inTable 1. 
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Table 1. Molecular species reporter to induce photoelectrochemical photocurrent switching 

effect in wide band gap semiconductors.  

semiconductor modifier ref 

TiO2 Carminic acid 

  

18 

TiO2 Folic acid 

 

19 

TiO2 hexacyanoferrate(II), [Fe(CN)6]
4− 8, 20-22 

TiO2 pentacyanoferrates(II), L=H2O, NH3, thiamine, thiodiethanol, 

thiodipropanol, thiodiacetic acid, thiodipropionic acid, 

thiodipropionitrile, 1,3-dithiane, 1,3-dithiolene, thiamine 

23, 24 

TiO2 Alizarin 

 

25, 26 
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TiO2 dihydroxyanthraquinones 

   

 

25 

TiO2 alizarin complexone 

 

27 

TiO2 Ferrocene 

Fe

 

28 

TiO2 Ferroceneboronic acid 

B

OH

OH

Fe

 

28 

TiO2 Prussian Blue 8, 29 

TiO2 
30 
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TiO2 

            

31 

TiO2 CrO4
2-, CrO3F

- 32 

CdS Prussian Blue 8 

CdS Fullerene-oligothiophene 

  

 

33 

 

When considering the examples presented in Table 1 we may formulate some general 

principles that must be met in order to observe the PEPS effect. The most obvious is the 

illumination of a semiconducting system within its absorption range in order to generate an 

electron-hole pair (except for the scenario in which a sensitisation of a semiconductor occurs). 

The second rule is the presence of efficient electron donors/acceptors dissolved in electrolyte, 

(for example: I−/I3
−,11 Ce4+/Ce3+

,
10, 13 and sacrificial electron donors like EDTA).34 This aspect 

influences both thermodynamics and kinetics of the system and should be considered at the 

design step for each device. The process is thermodynamically allowed when the redox 

potential of an electron donor/acceptor is located between the conduction and the valence 

band edges. Only in such a case, ΔG for the reduction of oxidized species from the electrolyte 

with an electron from the conduction band as well as the oxidation of reduced species with  

a hole from the valence band is negative. In our consideration we assume that the reduction 
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process is associated with the conduction band whereas the oxidation relies on the valence 

band.35 Our assumption is usually valid when the band gap of a semiconductor is not too wide 

and for a relatively high reorganization energy value.  

 Considering the above cases, we can also note that the PEPS effect can be also 

observed in redox-innocent supporting electrolytes (e.g. aqueous solution of KNO3), when the 

band gap of a semiconductor is sufficiently wide (more than ca. 2 eV).9 In such a case, in the 

equilibrium with air, two redox couples – OH•/OH− and O2/O2
•− – can be distinguished. Their 

formal potentials are equal to 1.9 V36 and −0.16 V vs. SHE respectively.37 When the 

electrolyte is purged with oxygen, its reduction potential shifts anodically which facilitates 

cathodic photocurrent flow leading to the occurrence of the switching effect at sufficiently 

negative electrode potential.  

 The kinetic aspect of these processes is also crucial. The electron donor/acceptor 

system present in electrolyte should ensure the charge transfer through the semiconductor-

liquid junction in a fast enough manner to avoid the recombination events. From the 

viewpoint of the thermodynamics, appropriate reduction potential values of the redox couples 

vs. the conduction and the valence band edges ensure the electrochemical stability of an 

investigated material. On the one hand, at sufficiently cathodic polarization of the electrode 

and in the absence of an efficient electron acceptor, the reduction of metal ions from the 

crystal lattice may occur. On the other hand, holes photogenerated under irradiation in the 

valence band may oxidize metal ions from the lattice. For oxide semiconductors it is usually 

not the case, however this problem has to be considered for sulphides and iodides.35  
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Fig. 2. The energy diagram for the n-type semiconductor-electrolyte junction at the 

equilibrium. The depletion layer (a) and the accumulation layer (b) are presented. The sign of 

the charge collected within the semiconductor part of the junction depends on the relative 

positions of the Fermi level EF and the reduction potential of the redox couple Eredox in the 

electrolyte. ECB, EVB – the conduction and the valence band edge potentials, En – the Fermi 

level potential vs. ECB, Ebi – the potential barrier at the junction, Φb – the potential difference 

between ECB and Eredox, W – the depletion layer width. 

 Finally, the third factor having a significant impact on the occurrence and the 

mechanism of the PEPS effect is the potential barrier characteristics at the semiconductor-

electrolyte interface. The stronger the electric field at the junction, the higher the intensity of 

anodic (and the lower the intensity of cathodic) photocurrents. In order to observe the 

switching effect, one should prepare a material with a moderate height of the potential barrier. 

Its value for a given system (of a defined size) may be tuned using two factors – the 

concentration of donor states and the space charge layer width according to the equation (1). 

The initial difference between Fermi levels of both counterparts in the junction is the driving 

force of the majority charge carrier flow. For the n-type semiconductor, the resulting 

depletion layer is usually 10 – 1000 nm wide (Fig. 2).38 At the 1 V initial difference between 

Fermi levels, the strength of the electric field is around 105 V·cm−1, which enables 1 m 

separation of charge carriers from an electron-hole pair within picosecond timescale.39 Since 

the potential distribution in the depletion layer is parabolic, the potential drop at the interface 

can be formulated as follows (1):40 
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where e is the elementary charge, W is the depletion layer width and LD is the Debye length 

(2). The Debye length is defined as follows: 

D

D

kT
L

eN


 ,           (2) 

where ND is the concentration of electron donors. This description is valid for oxide 

semiconductors immersed in aqueous electrolyte in the dark.35 

 In the case of oxide materials, the concentration of electron donors in the lattice may 

be controlled during the annealing step in the oxygen-rich atmosphere. Lowering its partial 

pressure increases oxygen vacancies concentration, which are the most prominent electron 

donors in oxide semiconductors. On the contrary, high oxygen partial pressure decreases 

donor density and the potential barrier height at the solid-liquid interface. However, it should 

be noted here that it also decreases the electric conductivity of the electrode.41 Alternatively, 

one may compensate a semiconductor by the implementation of acceptor levels within the 

energy gap (e.g. in the form of metal vacancies).41,42 Semiconductor compensation via the 

introduction of defects into the lattice is believed to be responsible for the photocurrent 

switching effect observed in the case of BixLa1−xVO4 solid solutions.9 However, usually it is 

easier to control the width of the space charge layer. The thinner it is, the higher is the 

probability of the electron transfer from the conduction band to electrolyte to occur. The space 

charge layer width may be easily decreased by the reduction in semiconductor grain size. 

When the particle radius is significantly smaller than the estimated width of the space charge 

layer, equation (1) is not valid. In this case the potential drop at the interface is given by: 

2

0
6 D

kT r

e L


 
   

 
 (3) 

Therefore for a sufficiently fine powder, the space charge layer is only partially 

developed resulting in a weak electric field at the interface. Yet, one must note that increasing 

cathodic photocurrent intensity concomitantly decreases anodic photocurrents. In the case of a 

small potential barrier, the relative photocurrent intensities depend mainly on the kinetics of 

the electron transfer from the conduction band to electron acceptors in electrolyte and the hole 

transfer from electron donors to the valence band.43 
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So far, the mechanism of the PEPS effect was usually described for the surface-

modified, n-type semiconductors (mainly TiO2, also CdS). To observe a significant signal 

from the organic or inorganic modifier adsorbed onto the oxide surface it is necessary to 

ensure as high a surface-to-volume ratio as possible. Thus, mainly nanoscopic semiconducting 

powders (i.e. with the diameter within the range of tens of nanometres) were investigated.8, 14, 

18-23, 28 In such cases, the variations in the space charge layer width can be neglected. The 

separation of electron-hole pairs depends mainly on the kinetics of the charge transfer through 

the solid-liquid junction. Upon the adsorption of a modifier onto semiconductor, in the dark, 

the equilibration of the Fermi levels is realized via the charge transfer through the interface. 

The current flow direction depends on the relative positions of the Fermi levels for electrons 

in the n-type semiconductor and the molecule of modifier. Since, usually very fine powder is 

subjected to the modification, the space charge layer is developed only to a small extent. 

Thus, the band bending may be neglected. In such a system there is a possibility to excite 

electrons in semiconductor from the valence to the conduction band, but also another 

processes involving surface molecules take place. These may include both electron transfer 

and hole transfer from the surface molecules, however the latter process is very rare,44 

therefore is not discussed in detail. 

 

PET and OET processes 

Electronic properties of hybrid materials depend on the interaction of both 

counterparts: semiconductor and organic/inorganic species.45 The interaction between 

molecules and a semiconductor is based on a certain level of electronic coupling.46 Depending 

on the strength of electronic coupling we can distinguish two kinds of processes which are 

involved in electron transfer in such a system: the optical electron transfer (OET) and the 

photoinduced electron transfer (PET). When the electronic coupling between molecule and 

surface of the semiconductor is strong OET dominates, whereas in the opposite situation PET 

is the winner. This can be explained on the basis of the Creutz-Brunschwig-Sutin model47-50 

for strong-coupled systems and by the Sakata-Hiramoto-Hashimoto model for weakly-

coupled systems.51, 52 Our preliminary computational results indicate that both models can be 

applied to describe higher catechol homologues adsorbed on titanium dioxide surfaces, 

depending on the number of fused aromatic rings and the structure of anchoring groups.53-55 
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When the electronic coupling between the molecule and the surface is strong enough, 

new surface coordination species and new energy levels are formed. The origin of which are 

the molecular levels of the ligands and the surface states of semiconductor counterpart. In the 

case of TiO2, which is the n-type semiconductor, the interaction between HOMO level of the 

molecule (usually an aromatic π orbital) with empty surface states (titanium d orbitals) results 

in the formation of a bonding orbital. While the HOMO level of the system is mostly located 

at the molecule, the LUMO still belongs to the conduction band (Fig. 3a). When the excitation 

of a surface complex occurs, the optical electron transfer (OET) is observed i.e. an electron is 

promoted directly to the conduction band. It is possible in extreme situations, that d orbitals of 

only one Ti4+ ion may be involved in the optical electron transfer, followed by an ultrafast 

rearrangement of electronic structure and delocalization of electron over a large fragment of 

the lattice.56, 57 

In the case of the weak electronic coupling, there is only one way of photosensitization 

which is called the photoinduced electron transfer (PET). Initially, when the photon with 

sufficient energy is absorbed, an electron is promoted from the HOMO to the LUMO of the 

system (Fig. 3b). In the case of conjugate aromatic photosensitizers (e.g. perylene, porphyrins, 

etc.) the ground state of the adsorbed molecule is its π-state, while the photoexcited state 

consists of π*-orbitals of the same aromatic system.58 If the LUMO level is located above the 

conduction band edge, the electron transfer process is possible and an electron is injected into 

the conduction band to the energy level that is in resonance with the π* level.59 Since non-

exponential kinetics of this step was observed, it is possible, that the empty surface states, 

(probably unsaturated Ti4+ surface states with oxygen vacancies) may contribute to the 

photoinduced electron transfer.60 
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Fig. 3. The direct photosensitization of an n-type semiconductor according to the Creutz-

Brunschwig-Sutin model (a) and the indirect photosensitization according to the Sakata-

Hiramoto-Hashimoto model (b). White and green bell-shaped envelopes represent empty and 

occupied surface states respectively, EF is the Fermi energy, Eg – the band gap, CB and VB 

stems for conduction and valence band respectively. 

 

 Depending on the local energetics and/or the electron transfer kinetics, electrons 

excited to the surface states/the conduction band may either reduce an electron acceptor in the 

electrolyte or be transferred to the conducting support. In this way cathodic or anodic 

photocurrents are generated, respectively. In most of the cases both processes take place 

simultaneously and the resulting photocurrent polarity is a result of the competition between 

them and depends on the wavelength of incident light (possibility of the excitation of both or 

only one counterpart of the hybrid material), the electrode potential and the interaction 

between semiconductor surface and an organic modifier. Possible electron pathways for  

a semiconductor-modifier system are summarized in Fig. 4.  
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Fig. 4. Tentative mechanisms of the photocurrent switching for surface modified 

semiconductors, where HOMO and LUMO denotes highest occupied and lowest unoccupied 

molecular levels associated with the surface species: the photocurrent generation at 

semiconductor upon fundamental (a and c) and modifier (b and d) excitations at gradually 

decreasing photoelectrode potential. The anodic photocurrent generation at semiconductor 

upon fundamental (a) and modifier (b) excitations. The cathodic photocurrent generation at 

semiconductor upon fundamental (c) and modifier (d) excitations.  
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 The simplest case, described in the previous section i.e. the anodic photocurrent 

generation occurring entirely within the semiconductor is presented in Fig. 4a. It may be 

observed for the wavelength range, in which the semiconductor is excited exclusively. The 

illumination within the absorption band of a modifier may also produce the anodic 

photocurrent (Fig. 4b), however the mechanism is more complicated and depends on the 

nature of the interaction between semiconductor surface and molecules. Depending on the 

strength of the electronic coupling of both counterparts there are two different possibilities for 

the electron transfer – the photoinduced electron transfer (PET) and the optical electron 

transfer (OET). The former is observed for weakly-coupled systems, whereas the latter – for 

strong interactions between a semiconductor and a modifier. 

 In the case of a weak electronic coupling, the photoinduced electron transfer is the 

only possible way of the photosensitization – both HOMO and LUMO levels of such a system 

are located mainly on the modifier (e.g. π and π* states respectively for conjugate aromatic 

modifiers such as perylene and porphyrins).58 The LUMO level of the system must be located 

at the lower potential than the conduction band edge. In such a case the electron injection to 

the conduction band may occur for the energy level in the resonance with the π* level.59 

Subsequently, the injected electron moves towards the conductive substrate, whereas an 

electron donor from the electrolyte neutralizes the adsorbed molecule, provided that the redox 

potential of the electron donor is located between HOMO and LUMO levels. The most 

common examples of systems exhibiting PET are: TiO2 – alizarin,61, 62 TiO2 – carminic acid18 

and TiO2 – phthalic acid.59  

 In the case of a strong electronic coupling (like in a CT complex), new energy levels 

are formed from empty surface states of the semiconductor (e.g. d-states of titanium in the 

case of TiO2) and HOMO levels of the ligand. Together they constitute a new LUMO level of 

the system, which mainly belongs to the conduction band, whereas the HOMO level is 

entirely located on the molecule. Upon the illumination, an electron is transferred between 

these two states and further, to the conductive substrate.53 Subsequently, the oxidized ground 

state of the molecule is reduced with an electron from the electron donor present in the 

electrolyte. The OET has been observed for titanium dioxide modified with catechol50, 58, 61 

and salicylic acid.63  

 The electron injected into the conduction band should afterwards move inside the bulk 

material and through the relaxation move towards the band edge. The timescale of these two 
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processes is between one and two hundred femtoseconds. However, the recombination 

processes (involving both the chromophore and the sacrificial electron acceptor from 

electrolyte) are also possible, but these occur in the picosecond timescale – they are relatively 

slow as compared to the electron injection which takes place in hundreds of fs.58  

 Both, PET and OET processes may be observed when the redox potential of adsorbed 

species is located within the band gap of the semiconductor – it prevents modifier molecules 

from electrochemical degradation. Moreover, the electron transfer must occur at lower energy 

than the value of the band gap. Otherwise, the intense interband transitions will mask this 

effect.50 In practice, the anodic photocurrent is often generated simultaneously via the 

molecule and the semiconductor excitation. The contributions of these two components in the 

net, measured photocurrent depend, among the others, on the number of adsorbed molecules, 

which in turn is proportional to the surface area of the semiconductor. For relatively big 

grains, the anodic photocurrent generated within the semiconductor is dominant.  

 The cathodic photocurrent is observed for sufficiently negative electrode potential. 

One may conclude that in this case two distinctive processes exist, namely the mechanism 

involving the semiconductor or the molecule which is excited. The former case was described 

in the previous section, where an electron from the conduction band directly reduces an 

electron acceptor from the electrolyte (Fig. 4c). In the latter case, the modifier excited state 

behaves as a very efficient electron donor which reduces the electron acceptor in the 

electrolyte, while an electron from the conductive substrate neutralizes the surface molecule 

(Fig. 4d). Such a behaviour has been observed for instance in the case of TiO2-ferrocene28 and 

TiO2-cyanocarbons.31  

 For sufficiently big grains of semiconductor (or the material which is sufficiently 

highly-doped), the electron transfer from the conduction band to the electrolyte is very slow 

resulting in very low cathodic photocurrent intensity. On the other hand, the excitation of a 

modifier may result in a very intensive cathodic photocurrent generation. In such a way it is 

possible to induce the switching effect for hybrid materials, whereas it does not occur for the 

unmodified semiconductor. The presence of a potential barrier at the semiconductor-molecule 

interface arising from sufficiently coarse grains yields very interesting results, namely the 

anodic photocurrent is generated mainly in the semiconductor while the cathodic counterpart 

– in the molecules. 
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The described model may be further developed, if one takes into consideration that 

modifiers can undergo redox reactions within the experimental potential range – as e.g. in the 

case of TiO2 modified with folic19 and carminic acids.18 In these situations the switching 

effect occurs only due to the polarization of an electrode. The most important hybrid 

materials, for which modifiers undergo redox reactions are TiO2 nanoparticles modified with 

penta- and hexacyanoferrates.20-24, 28, 64 For these systems, the photocurrent switching resulted 

either from the change in electrode potential or the wavelength of incident light. This 

phenomenon originated from different interactions between metal centres in FeII-C≡N-TiIV 

and FeIII-C≡N-TiIV assemblies. 

The anodic photocurrents in such systems are observed because of the semiconductor 

excitation provided that adsorbed molecules are oxidized. At sufficiently low potential (the 

surface species are reduced), the excitation of the surface complex within the MBCT band 

yields the cathodic photocurrent (an electron injected to the conduction band reduces the 

electron acceptor from the electrolyte). Still, the switching due to the wavelength change is 

possible at the potential value, where the modifier is only partially oxidized. Depending on 

the light wavelength either the semiconductor or the MBCT complex is excited leading to the 

generation of the anodic or the cathodic photocurrent respectively. 

 The last group of inorganic materials exhibiting the PEPS effect are bulk p-n 

heterojunctions. Also in this case it is possible to observe the switching effect due to the 

change of either the electrode polarization or the wavelength. Two conditions that must be 

met are: different band gap values of p- and n-type semiconductors(i) and an appropriate 

alignment of the band edges in the energetic scale(ii). The former enables the selective 

excitation of only one counterpart of the junction, the latter prevents the parasitic electron 

transfer between particles of different conductivity types. If these two prerequisites are not 

fulfilled, only one photocurrent direction will be preferred and no switching effect will be 

observed.17. The most significant examples of the switching effect observed for p-n 

heterojunctions are: n – TiO2 – N/p – CuI,34 n– BiVO4/p – Co3O4,
65 n – TiO2/p – Se,4, 5 n – 

CdS/p – CdTe,66 p – PbMoO4/n – Bi2O3
67 and p-CuO/n-CuWO4.

68 

 A similar behaviour can be observed also in the case of inorganic n-type 

semiconductors modified with organic semiconductors. Nonetheless, only few such materials 

have been reported so far: titanium dioxide/ferrocene,28 titanium 
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dioxide/hexacyanobutanedienide,31 titanium dioxide/hexacyanodiazahexadienide31 and 

cadmium sulphide/fullerene-oligothiophene33 systems. 

Photoelectrochemical properties of fullerene-modified CdS are very different from 

unmodified material. In the absence of dissolved oxygen, however it behaves much the same 

as the untreated CdS and photocurrent switching cannot be observed. In the presence of 

dissolved oxygen, however, the photoelectrical characteristics of fullerene-modified CdS 

change dramatically. When photoelectrode is positively polarized usual anodic photocurrents 

are observed, but upon negative polarization cathodic photocurrents are generated (Fig. 5a). 

The transition between the anodic and cathodic regimes is sharp and wavelength-

independent, which contrasts the typical photocurrent switching characteristics recorded for 

other systems exhibiting the PEPS effect.22, 23 It indicates that the photocurrent is generated 

solely by the inorganic counterpart, whereas the fullerene-based modifier influences only the 

fate of the conduction band electrons. At sufficiently high photoelectrode potentials electron 

transfer from the conduction band through the Schottky barrier to the conducting support is 

the most favoured process. With decreasing photoelectrode potential this process is less 

favoured and the alternative pathway becomes dominant: electrons from the conduction band 

are collected by the surface-deposited fullerene moieties, with thiophene moieties facilitating 

the fullerene-CdS interactions. Thus, generated fulleride anions are sufficiently good electron 

donors to reduce molecular oxygen dissolved in the electrolyte. Reduction of molecular 

oxygen is further facilitated by the hydrophobic nature of fullerene derivatives.28 Depending 

on the number of thiophene units the switching potential can be tuned within the range of 

−0.15 ÷ −0.25 V, which is associated with variation of the first reduction potential of 

thiophene-fullerene conjugates. This clear dependence supports the photocurrent switching 

mechanism described above and shown in Fig. 5 b-c. Anodic photocurrents are generated 

according to well-established mechanism involving charge separation, followed by electrons 

scavenged by the conducting support and holes oxidizing the redox mediator in solution. At 

more negative polarization of the photoelectrode molecular oxygen is being reduced at the 

surface of the photoelectrode. This process is mediated by fullerene-based modifier, which 

also can act as an oxygen concentrator due to its hydrophobic character. 



18 

 

 

Fig. 5. Photocurrent action spectra recorded as a function of photoelectrode potential for 

CdS modified with fullerene-thiophene conjugate (cf. Table 1) in the presence of oxygen 

dissolved in the electrolyte (a). The mechanism of anodic (b) and cathodic (c) photocurrent 

generation at CdS modified with thiophene derivatives. Adapted from Ref. 33. 

 

 In the absence of semiconductors, the situation is simpler since PET rather than OET 

rules under most conditions. However the molecules themselves need to carry some level of 

complexity in order for information gathering and processing tasks to be achieved. This is 

done by building molecules according to the ‘fluorophore-spacer-receptor’ format69, 70 so that 

photonic and chemical transactions are both enabled. 

When light is absorbed by a fluorophore, an electron is caused to move from the 

HOMO to the LUMO. This excited state is unstable and falls back to the ground state emitting 

the excess energy as a new photon which may be observed as fluorescence. However if 

another MO is in close proximity, and possesses the correct energy and symmetry, it can 

cause a diversion. This HOMO’ can transfer an electron to the HOMO of the fluorophore. 

This exergonic transfer (PET) fills the HOMO and prevents the excited fluorophore from 

falling back to ground state and the result is the absence of an emitted photon. If the 

properties of this HOMO’ can be manipulated then the two competing processes of 

fluorescence and PET can be controlled.  

Let us consider a HOMO’ that is derived from a tertiary amine receptor as an example. 

The lone pair of this amine can form a dative covalent bond to H+. The emergence of this new 

N-H σ bond transforms the HOMO’ to the HOMO’’ at such an energy level where it can no 

longer interfere. Fluorescence is only visible when the amine is protonated so the emission of 

a photon acts as a reporter for the state of the amine and simultaneously as a reporter for H+. 
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Further analysis shows that pH values around the pKa value of the amine receptor can be 

accurately measured by the ‘fluorophore-spacer-amine’ system, i.e. it acts as a pH sensor.69, 71 

Importantly the combination of these receptors and fluorophores has little effect on their 

properties (except for the switching of fluorescence) in favourable instances. The binding 

constants of the receptor are virtually identical whether or not it is combined with the ‘spacer-

fluorophore’ components.72, 73 This means that such molecular devices can be built in an ‘off-

the-shelf’ fashion. Components are chosen for their intrinsic properties and these remain 

virtually unchanged as the molecular superstructures are built. 

 

Fig. 6. The molecular structure of 174 and the frontier orbitals of (a) its components and of (b) 

the superstructure, without and with H+. In the part (a), the energies of the HOMO, LUMO, 

HOMO’ and HOMO’’ are estimated (DFT-B3LYP) at -7.9, -5.7, -5.3 and -11.6 eV 

respectively. We notice that the energy of HOMO’ of the receptor will adjust to a value of 

lower than -5.7 eV if the presence of an electron withdrawing group across the spacer is 

allowed. 
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 The chemically-switchable competition between fluorescence and PET, which was 

outlined in the previous paragraph can be put on a more quantitative footing by resorting to 

quantum theoretical calculations.75-83 The extreme convenience with which these can be 

performed nowadays can be illustrated by the approximate evaluation84 of 1, a member74 of 

the Lysosensor GreenTM series,85 which is sold for visualization of acidic compartments in 

living cells where ingested food is digested. Fig. 6a shows the HOMO of the fluorophore and 

the HOMO’ of the H+-free receptor components separately, among other things. The energy 

difference between them makes PET exergonic, In general, the 0.1 eV of ion-pairing energy 

present within the resulting radical ion pair86 should also be taken into account. On the other 

hand, the HOMO’’ energy of the H+-bound receptor is so low that PET is severely endergonic 

and therefore fluorescence is the result. Fig. 6b shows the HOMO-1 of the ‘fluorophore-

spacer-receptor’ system, when it is free of H+, localized on the receptor. This orbital is close –  

in terms of energy – to the HOMO and hence would couple with it. Since the LUMO is 

localized on the fluorophore, HOMO-LUMO excitation results in the electron essentially 

transiting from the receptor to the fluorophore. In contrast, the H+-bound version shows both 

the HOMO and LUMO to be restricted to the fluorophore. Thus the excitation and de-

excitation involve the fluorophore only, along the photonic channel.  

 

Information gathering with molecular ‘fluorophore-spacer-receptor’ systems 

Humans have boldly gone beyond the confines of our planet. This is possible because 

space, cold and inhospitable as it is, is vast. When we encapsulate ourselves in a Soyuz rocket 

and are delivered to the international space station, space remains essentially unperturbed. 

The vastness and emptiness means that our presence has almost no effect on its dynamics. 

There are however some areas of interest to which we may never travel. This is not through 

lack of ingenuity or desire but because these spaces are not only smaller than us but in many 

cases the spaces are inside of us. To investigate the properties of these spaces we must follow 

our colleagues that examine the cosmos and send a probe. However these small spaces pose 

unique challenges. Not only must the probe fit within the space of interest but it must also 

function as a reporter. Its presence must leave the normal dynamics of the space virtually 

unperturbed. So how can we develop a miniaturized Philae lander that can examine without 

digging? We must use molecules because of their smallness, which allows them access to 

interesting nano-, micro- and millimetric spaces. Molecular reporters are therefore capable of 
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sending us intelligence from these domains where humans are barred. Many of these domains 

are physiologically crucial and therefore issues concerning human health and illness can be 

profitably addressed in this way. 

Some of the most easily prepared nanospaces occur in aqueous solutions of detergents, 

where spherical micelles are formed.87 These, and their associated counterion clouds, have 

radii of a few nanometers. Although they are simple, they can serve as models for 

investigating membrane-bounded ions and membrane-bounded water. For instance, 

membrane-bounded H+ determines general bioenergetics and membrane-bounded Na+ 

underpins nerve signals.88 Suitably targeted fluorescent PET sensors89 can report on 

membrane-bounded H+ and advanced versions90 can even map H+ in these nano-environments 

as shown below. 

The mapping is achieved with a multiplexing fluorescent sensor 290 which 

simultaneously monitors multiple environmental parameters by means of multiple emission 

properties.91 The distribution of H+ can be mapped by simultaneously collecting information 

on both the H+ density observed by the sensor and the sensor position. H+ density in  

a localized position in aqueous solution can be measured using a simple fluorescent pH sensor 

like 1,74 after appropriate calibration for the micellar medium.92 A multiplexing fluorescent 

sensor like 2 can do the same. The position can be determined when the change in polarity 

across a micelle is considered. On traveling outwards from the centre of a micelle along a 

radial line the environment changes from that of the hydrophobic alkane chains to that of the 

hydrophilic head groups. If local polarity is measured along this line it would initially 

correspond to that of alkanes and would eventually correspond to that of bulk water. As the 

head groups are passed, bound water molecules would become apparent to us as the polarity 

value will be significantly reduced when compared to that of bulk water. The internal charge 

transfer (ICT) excited state of sensor 2 allows it to measure local polarity by means of 

emission wavelength shifts93 which can be translated as a location with respect to the centre of 

a micelle. Since the H+ density is measured simultaneously, the multiplexing sensor 2 

produces a data pair of H+ density and location. By using many sensors scattered over 

different positions of the aqueous micelle, by virtue of their individual hydrophobicities,  

a nanoscaled mapping of H+ density can be achieved (Fig. 7). 
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Fig. 7. The molecular structure of 290 and the map of H+ density in an aqueous charge-neutral 

micellar system. 

 

As alluded to above, 2 contains an ICT fluorophore, though within a ‘gross targeting 

unit-fluorophore-spacer-receptor-fine targeting unit’ system. The gross and fine targeting 

units on either end hold the sensor close to the charge-neutral micelle while moving the 

lumophore and receptor to a characteristic location. Fig. 7 gives the position of a series of 

derivatives of 2 in terms of local polarity as measured by the mean dielectric constant. The 

ordinate gives the local H+ density measured by the pKa shift in the micellar medium 

compared to bulk water. It can be seen in Fig. 7 that H+ density increases with an increasing 

distance from the centre of the micelle. The H+ density is seen to level off as polarity comes 

closer to that of bulk water farther away from the head groups. This graph is proof that ions 

are repelled away from the relatively apolar membrane toward bulk water and provides  

a quantitation of the effect. 
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Fig. 8. The molecular structures of Na+ sensors 3-4,94 control compounds 5-894 and 

fluorescence spectra of 3 (excited at 376 nm) as a function of bulk Na+ concentration in an 

aqueous anionic micellar system. 

 

The concept of measuring ion densities near micellar membranes can be developed to 

include Na+.94 The format of ‘gross targeting unit-fluorophore-spacer-receptor’ is used in this 

instance. The receptor is of particular importance as it must be selective for Na+ against H+ to 

the point where it is virtually insensitive to H+. This is because some unexplored membrane-

bounded nanospaces could have highly amplified H+ densities large enough to interfere with 

the correct functioning of Na+ sensors which have a finite response towards H+. For this 

reason a benzo-15-crown-5 ether,95 which only binds H+ under extreme acidities, is chosen. 

Two different fluorophores are chosen, anthracene and a push-pull benzofurazan, within 3 and 

4 respectively. Both are hydrophobic which targets them to micelles94 and both take part in 

PET processes with benzo-15-crown-5 when vacant,96 emitting strong fluorescence when Na+ 

is captured (Fig. 8). The emission of the push-pull benzofurazan has the added advantage of 

being polarity sensitive due to its ICT excited state as hypsochromic shifts are observed in  

a hydrophobic environment.97 Two control compounds, which are unable to bind Na+, are 
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used for each sensor. One of these compounds, (5/8) always has PET (fluorescence ‘off’) and 

the other (6/7) has no PET channel (fluorescence ‘on’). These control molecules, especially 

the ones carrying the PET channel, warn against any extremely apolar micelle 

nanoenvironments, which can produce a false positive in the Na+ sensors. Fluorescence 

switching ‘on’ is only observed for anionic micelles where electrostatic attraction between its 

head-groups and the cationic sensors holds the latter right next to the micellar surface. The 

electrostatic attraction also causes Na+ to be concentrated in the same place to such an extent 

that the benzo-15-crown-5 receptor can be extensively occupied. In the best case, Na+ is 

found to be concentrated by a factor of 160.  

The use of fluorescent PET sensors to map chemical species in micrometric 

environments is well-established and well-reviewed.98 Indeed, much physiology has been 

illuminated in exactly this way. For instance, 1’s capability to visualize acidic compartments 

of living cells has been mentioned already. Far more important examples are available99 which 

visualize Ca2+ waves as the language of internal cellular communication. 

While the ability of a sensor molecule to roam free in homogeneous solution leads to 

fertile applications in intracellular regimes,100 solid-bound sensors are robust enough to be 

used outside of research laboratories in the form of devices with millimetric internal 

dimensions. The latter means use at the hospital bedside, in the battlefield, or even on the 

street. To be of use to a health practitioner, a Na+ sensor must be effective around 0.15 M Na+ 

- the level found in normal blood. Its effectiveness is governed by the binding constant (βNa+) 

which must have a value of around 6. This is where the predictive power of modular 

fluorescent PET systems can be exploited. The binding constant of the receptor is unchanged 

by construction of a spacer between it and the fluorophore. This means that one may need 

only to search literature for a Na+ receptor with the correct properties and suitable lariat ethers 

were found.101 The fluorophore which communicates the Na+ binding cannot function in the 

ultraviolet region, as even with blood filtering the remaining serum cannot transmit light in 

this region. The 4-aminonaphthalimide fluorophore has suitable properties and is an 

inexpensive commodity chemical which can be excited by cost-effective blue light-emitting-

diodes. The dimethylene spacer allows PET at sufficient rates to ensure that 9 would function 

as an ‘off-on’ fluorescent sensor for Na+
.
102

 The system is immobilized on aminocellulose 

fibres with a sufficiently long linker to minimize perturbation of the sensor properties. Similar 

‘off-on’ sensors for K+ and Ca2+ are constructed by altering the receptor component of 9. 

These sensors together with others for pH, PCO2, PO2 and Cl- are mounted into a single cassette 
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(Fig. 9) to form the business end of the OPTI blood gas and electrolyte analysers.103 The OPTI 

system requires 120 µL of whole blood and performs the measurement in around 30 seconds. 

The measuring device is convenient and requires little training for its use. In social terms, the 

speed and portability of the device has undoubtedly saved lives. In economic terms, the use of 

OPTI technology by the healthcare and veterinary professions worldwide has generated 

around 530M $ for the measuring device alone. 

 

Fig. 9. The molecular structure of Na+ sensor 9102 and the OPTI blood diagnostic devices. 

Photograph adapted from ref. 73. 

 

Boolean logic devices based on the PEPS effect and on other molecular phenomena 

Although Boolean logic devices underpin modern semiconductor-based computers,104, 

105 experiments with molecules to perform Boolean logic operations are only 22 years old.106 

Though these experiments concerned molecules free in solution now the studies have 

diversified to include molecules adsorbed on solids. It is also important to note that the cases 

discussed in the previous section can be understood as single input-single output YES logic 

gates. The present section will consider more of these gates, as well as those of a more 

complex nature. 

Since the PEPS effect allows the straightforward control on the photocurrent polarity 

via two independent channels (i.e. the wavelength of incident light and the photoelectrode 
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potential), materials exhibiting this effect are suitable for the construction of Boolean logic 

gates. In most of the cases it is sufficient to assign appropriate Boolean values (0 and 1) to the 

specific ranges of the input stimuli and to the output states. In more complex systems, two 

different wavelengths can be used as the inputs and the generated photocurrent can be 

interpreted as the output. The most convenient material for light-only control is titanium 

dioxide modified with hexacyanoferrate(II) anions. The surface interactions lead to the 

formation of cyanobridged, two-dimensional assembly with Fe-C≡N-Ti bonding framework.  

In an original experiment two LEDs (with wavelengths equal to 400 and 460 nm) were 

used as the light sources. Boolean 0 and 1 states were assigned to off and on states of each 

diode playing the role of two independent inputs. At the exit, the Boolean 0 was assigned to 

null net photocurrent, while any nonzero photocurrent intensity was interpreted as the 

Boolean 1 (irrespectively of its polarity). During the pulsed irradiation with the violet diode 

(400 nm) at the potentials that oxidize completely the surface species (+400 mV vs Ag/AgCl 

reference electrode), the anodic photocurrent is generated and the irradiation with the blue 

LED (460 nm) does not give any signal. The synchronized irradiation with both diodes lead to 

the same effect as the use of the violet diode alone (Fig. 7, Table 1, output 1).21, 22 

 

Fig. 10. The experimental setup for the measurement of a reconfigurable logic device 

prototype (a) and an electronic equivalent circuit for the logic system based on a modified 

titanium dioxide electrode (b). Output 1 follows the input 1 signal, output 2 computes the 

XOR function of input data while output 3 corresponds to the logic sum (OR) of input data. 

The three-position switch represents the programming functionality of the device through the 

photoelectrode potential. Adapted from Ref. 21. 

 At the lower potentials the electrochemical reduction of surface species takes place. 

The irradiation of this material with violet and blue diodes leads to the generation of cathodic 
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photocurrent. Simultaneous irradiation by both LEDs effects in photocurrent of much higher 

intensity. This kind of behaviour of the photoelectrode at -200 mV vs. Ag/AgCl corresponds 

to the OR logic gate operation (Fig. 10 Table 2, output 3). The partial oxidation of the surface 

complex results in yet another observation. The violet light pulses generate the anodic 

photocurrent, which is consistent with the excitation of an inner part of semiconductor 

particles. The blue light pulses generate the cathodic photocurrent and the synchronized 

irradiation with both LEDs gives null net current as the anodic and the cathodic photocurrents 

compensate effectively (Fig. 10, Table 2, output 2). It corresponds to the XOR gate function. 

This system represents the first example of the photoelectrochemical XOR logic gate with two 

optical inputs. 

 Furthermore, the system is reconfigurable and its logic characteristics can be changed 

via an appropriate polarization of the photoelectrode.22, 107 The rich chemistry of cyanoferrate 

complexes combined with the reactivity of wide band gap semiconductors creates numerous 

possibilities for other, even more complex logic circuits based on simple chemical systems. 

The information is supplied to the device through the pulses of light, is processed by the 

electrochemical interactions and retrieved in the form of current spikes. This behaviour allows 

facile communication between various electronic components and chemical logic systems.21-23 

Table 2. The truth table for logic gates based on [Fe(CN)6]
4- modified titanium dioxide 

photoelectrodes. Adapted from Refs. 22, 107. 

input 1 input 2 output 

400 nm 

 

460 nm 

 

400 mV 

 

250 mV 

 

–200 mV 

 

0 0 0 0 0 

0 1 0 1 1 

1 0 1 1 1 

1 1 1 0 1 

Boolean function YES XOR OR 

 

Similar, albeit more simplistic behaviour was observed for titanium dioxide modified 

with pentacyanofferrate(II) complex of thiamine,24 folic acid,19 and carminic acid.108 

Thiamine itself cannot bind to the surface of titanium dioxide and it requires an additional 
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anchoring group. It can be bound to the surface of nanocrystalline titania via  

a pentacyanoferrate linker. Materials obtained by the immobilization of these chromophores 

onto the surface of TiO2 behave similarly to those obtained via the deposition of redox-active 

cyanoferrate complexes. This is possible because of organic chromophores containing  

-electron systems that can act here as electron buffers, donating or accepting electrons if 

necessary.109 In principle, any electrochemically active, amphoteric molecule with its energy 

levels properly aligned with the semiconductor bands110 should yield an optoelectronic 

switch.64, 111 It seems easy, but it is a nontrivial task, as the molecule must be photostable and 

should be resistant to the photocatalytic degradation in the contact with semiconducting 

surfaces.112, 113 

The PEPS effect allows the use of such systems as optoelectronic two-channel 

demultiplexers (Table 3). In this case it is also possible to assign the logic values to input and 

output signals for the logic operation analysis. ‘0’ value can be related to the negative 

polarization and ‘1’ value to the positive polarization of a photoelectrode. In the case of the 

optical input the simplest and the most natural signal assignment is achieved when the logical 

‘0’ and the logical ‘1’ correspond to the light turned off and on respectively. In the case of 

photocurrent switching, when both polarities of photocurrent are allowed, it is convenient to 

split the electric output into two channels, one associated with the anodic photocurrent, and 

the other with the cathodic one. The photoelectrochemical system defined this way follows 

the behaviour of the 1:2 demultiplexer (Fig. 11).  

Table 3. The truth table for the 1:2 demultiplexer. Adapted from Refs. 19, 107. 

light input 1 photoelectrode potential input 2 photocurrent output 1 output 2 

OFF 0 positive 0 NO 0 0 

ON 1 positive 0 cathodic 1 0 

OFF 0 negative 1 NO 0 0 

ON 1 negative 1 anodic 0 1 

 



29 

 

 

Fig. 11. The electronic-equivalent circuit of a photoelectrode based on wide band gap 

semiconductors (TiO2, CdS) modified with redox active species. 

 

An interesting example of a single nanoparticle which could be used in the 

construction of an optoelectronic 1:2 demultiplexer is provided by nanocrystalline S-doped 

CdS.114 The photoelectrode made of sulphur-doped cadmium sulphide generates the anodic 

and/or the cathodic photocurrents depending on the incident light wavelength or the applied 

bias. This unexpected behaviour of nonstoichiometric CdS was attributed to the presence of 

additional sulphur atoms which results in the existence of additional energy levels within the 

band gap.14 Under the potential higher than the conduction band edge potential the anodic 

photocurrent, which is characteristic for CdS, was observed. However, when the potential has 

been lowered beyond the potential of the sulphur-associated doping states only the cathodic 

photocurrent was recorded. The polarity of the generated photocurrent depends also on the 

incident light wavelength. The illumination with light of higher energy results in anodic 

photocurrent – the excitation within fundamental transition occurs – whereas lowering the 

energy results in the cathodic photocurrent generation associated with the valence band to 

sulphur-centred gap states transition. 

 The peculiar photoelectrochemical behaviour of S-doped CdS nanoparticles of 5-7 nm 

in diameter can be used to build the 1:2 demultiplexer operating on the same principle as in 

the case of surface-modified titanium dioxide. Interestingly, all the switching phenomena 

occur at the single nanoparticle level and do not require any cooperative interactions between 

nanoparticles. Despite the fact, that the operation of these systems has been demonstrated only 
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on a large set of nanoparticles, similar devices have been reported to work at a single 

nanowire level.115-118 

The photoelectrochemical properties of nanoparticulate CdS deposited on conducting 

substrates open the way for the construction of nanoscale photoelectrochemical arithmetic 

systems. The optoelectronic binary half-adder can be built from nanoparticle-based ITO/CdS 

Schottky junctions working in iodide-loaded, semi-solid ionic liquid electrolyte.119 The single 

Schottky junction was made by the chemical bath deposition of thin layer of CdS on the ITO 

surface or by the cast-coating onto the conductive support with thiourea-capped CdS 

nanoparticles. At no external bias the illumination of the junction results in the anodic 

photocurrent generation. The combination of two Schottky photodiodes with identical 

polarities results in the operation resembling AND logic gate as the high intensity 

photocurrent can be recorded only upon the illumination of both junctions. The opposite 

polarization of photodiodes naturally leads to the XOR gate, as the illumination of any single 

junction generates certain net photocurrent, while the concomitant illumination of both 

junctions results in the compensation of photocurrents.  

An appropriate concatenation of these two optoelectronic systems leads to the 

construction of an optoelectronic binary half-adder. In this device two input signals (light 

pulses) generate current pulses in two different circuits (corresponding to the AND and the 

XOR logic gates) and thus yield the binary representation of the sum of the input signals.119 

These devices, similarly to the previously described, do not require any interactions between 

individual particles and therefore the whole arithmetic unit can be confined within the size of 

two small nanoparticles. 

The described materials give the possibility for the photocurrent direction control 

through both stimuli: the change in the wavelength or the photoelectrode potential. These 

structures are not composites comprising of two types of semiconductors but are engineered 

as uniform materials and the photocurrent switching phenomenon is their intrinsic feature 

resulting from a specific electronic structure of the system. In this sense the materials 

described in this chapter are unique. The PEPS effect may serve as a basis for the construction 

of tunable, light-harvesting antennae, chemical switches, logic gates, and many other 

optoelectronic devices.  

Just like logic gates arose from the PEPS effect concerning semiconductors 

with/without molecular modifiers, it is possible to develop logic gates from molecules alone. 
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Our early examples of this type concern chemical inputs and fluorescence outputs.106, 120-125,127 

Here, we discuss a three-input AND logic gate126 to illustrate medical applications of 

molecular logic-based computation. 

The medical profession aids and facilitates our recovery from disease or illness 

through examination. More often than not this examination is chemical as well as physical. 

Diseases prevent our bodies from functioning normally and either as a cause or consequence 

of this malfunction the chemical make-up of our cells and bodily fluids change. Whilst such 

biofluid screening is commonplace in hospitals, the process can involve dozens of people and 

require sample transport to a clinical laboratory. Laboratory equipment is large, expensive and 

requires a trained technician to operate it. There are instances (in theatres of war, in less 

developed countries and during times of civic strife or pandemics) where such laboraory 

systems are not available or are overloaded. There are other instances, e.g. in critical care 

wards, where the process of engaging the clinical laboratory is too slow. However, the 

development of a ‘lab-on-a-molecule’ would give us a portable device that can draw medical 

inferences from a Boolean logical combination of how a set of analytes deviate from their 

normal values. A detailed measurement of the analytes is not required. We develop such a 

case,126 10 (Fig. 12) which examines the levels of Na+, H+, and Zn2+ simultaneously and gives 

a strong fluorescence signal only when the levels of each are simultaneously determined to be 

‘high’ when compared to normal values. 

 

Fig. 12. The molecular structure of ‘lab-on-a-molecule’ 10126 and its modular construction.  

 

The diagnostic molecule in question is built according to the ‘receptor1-spacer1-fluorophore-

spacer2-receptor2-spacer3-receptor3’ format. The benzo-15-crown-5 ether receptor binds Na+, 

the tertiary amine binds H+ and the N-phenyliminodiacetate moiety complexes Zn2+. The 
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complexation of each ion results in the retardation of a PET process that otherwise prevents 

emission from the anthracenyl fluorophore. Crucially, any of these three individual PET 

process prevents fluoresce. This means that only when all three ions are present above certain 

levels is a fluorescence emission observed. In logic terms the molecule is a three input AND 

device driven by Na+, H+ and Zn2+. In healthcare terms the delivery of the result by simple 

irradiation of a fluorescent compound removes the need for expensive equipment, a laboratory 

technician and a doctor. Whilst the implementation of such a multi-sensing and diagnostic 

molecule has not been commercially realized yet, the previous section outlined how single-

input YES logic gates for H+, Na+, K+ and Ca2+ have been deployed worldwide.103  

 

Towards multi-valued logic systems 

The vast majority of modern computing devices operate based entirely on the binary 

system – it is commonly used in both hardware and software applications. This limitation – to 

merely two values (expressed as TRUE and FALSE, on and off or high and low) – may be 

traced back to a similar dualism found in most of the modern languages. If we take a glance at 

the very beginning of a scientific history we will realise that works by Aristotle on so called 

term logic already have established the position of the binary logic.127 The adopted paradigm 

allowed for a deterministic description of statements and was both intuitive and simple 

enough to become a dominant platform for devices and algorithms based on the two-valued 

Boolean algebra. Nevertheless, even Aristotle, the father of this dyadic approach, was aware 

of some limitations of his creation. 

 What we perceive as a great convenience of the binary logic system – the simplicity – 

is as a matter of fact its main weakness. We understand intuitively that it takes more than two 

logic values to create a system capable of describing undefined states – this flaw is reflected 

in the law of excluded middle and in the principle of bivalence.128 The limitation can be better 

understood if we take a look at the sea battle paradox – in this problem we eventually reach 

the point at which a statement cannot be classified as either true or false because it would 

result in some constraints on free will (we could not influence future events freely). There 

exists a rather obvious solution to this troublesome situation – we need an additional state 

representing the uncertainty. It leads us also to the conclusion that the two-valued logic cannot 

be considered as a universal language; still its domination has been undisputed till the early 

20th century. 
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 The most significant attempt to find a better system which would be devoid of 

described limitations was made by Polish logician Jan Łukasiewicz in 1917.129 He draw 

similar conclusions (as presented in the last paragraph) and simply added an unknown state 

(the solution proposed also by C. S. Peirce).130 The scientific community followed this 

concept and a rich background for the multi-valued logic, probability logic, fuzzy logic and 

other more complex ideas has been created soon after. These new tools proved to be 

extremely useful as some features of multi-valued systems (both infinite and finite) could be 

easily associated with fundamental phenomena observed in Nature. Nature provides good 

examples such as: gene regulation pathways131 – where the production of proteins is 

controlled by three different outcomes interpreted as promotion, inhibition and “no effect” – 

or cell signalling patterns.132 Another natural implementation of the three-valued logic is the 

Aymara language used by inhabitants of the Lake Titicaca basin, some parts of Bolivia and 

Peru. A formal analysis of the Aymara syntax indicates that an additional, third logic value is 

used in order to express the unknown state133 – the implementation of the ternary logic 

distinguish Aymara from the majority of modern languages. 

 The story behind fuzzy logic is a bit different. After the idea was born and the 

mathematical formalism capable of dealing with information in a fuzzified form was 

introduced, it was quickly recognised as a system compatible with the human comprehension. 

It is actually used naturally in our everyday life, for example when we cannot describe 

precisely the temperature of an object by using two extremes (cold or hot) and we would 

rather prefer to choose something in between. Since the fuzzy logic appears to be a good 

linkage between a strict realm of mathematics and the way we perceive the environment it 

found numerous applications in devices programmable with the use of linguistic commands 

which are easily understandable for people (like in the case of thermostats and washing 

machines).134 

 One important question arises: why we haven’t used multi-valued logic systems at the 

early stages of the computing devices development? From the technological point of view it 

was simpler and more convenient to apply the binary logic in original electronic circuits135 – 

the use of only two states allowed to easily distinguish one from another in a signal pattern 

spoiled by high noise levels and other distortions. Now, the introduction of new transmission 

media, especially optical fibres (which allow to encode information by turning the signal off 

and on and also by changing the light polarization direction), the growing role of 

optoelectronics and the increased sensitivity of devices (which recognise more subtle features 
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in the signal), stimulated the discussion on the use of other computational paradigms adopting 

the multi-valued logic.136 

 Actually, this trend isn’t really new as we have witnessed several attempts of the 

multi-valued logic implementation in the 20th century. A good example is given by studies 

conducted in the Soviet Union in 1958 when the ternary Setun (Сетунь) was built. In the 

following years its successors have been introduced (e.g. Сетунь-70), but eventually the 

programme was abandoned by the order of the USSR authorities.137, 138 Remarkably, these 

devices surpassed – if compared in terms of the power consumption and the computing speed 

– the contemporary binary machines. Not because of its performance, but rather due to some 

political factors Setun has never been directed to mass production. 

 These are not the only attempts made to incorporate the ternary logic into both 

hardware and software designs – the Josephson junction provides us with another interesting 

example. The circulating superconducting currents can be described not only by their on/off 

state but also by their direction, thus they may be easily associated with the three-valued 

system (as it was discussed for the polarised light in optical fibres).139 The use of such devices 

could lead to the efficient storage and processing of information based on the balanced ternary 

system. As for the software implementation, a good example is found among the 

programming languages, in which the third logic value is introduced (e.g. SQL). This 

additional state can be expressed as a so called NULL flag which indicates – in SQL 

databases – that the data is missing, and the result of a comparison with the entry is unknown 

(it cannot be formally given as true or false).140 

 As it was mentioned before, the use of multi-valued logic systems receives a great deal 

of attention. Numerous new devices are demonstrated by the scientists, to mention a few: the 

carbon nanotubes-based pseudo N-Type FETs presented recently by J. Liang et al.,141 the 

quantum-dot cellular automaton realizing multi-valued logic operations showed by I. Lebar 

Bajec, N. Zimic and M. Mraz142 or encoders constructed with the use of carbon nanotubes 

FETs proposed by P. Viswa Saidutt et al.143 At the same time, with all this diversity of 

different devices, there is a noticeable lack of devices capable of optical signal processing. 

Actually, the interaction with light, as mentioned before, could immediately reveal the 

advantages of multi-valued logic systems. In the given example (of optical fibres), the very 

nature of light favours the ternary logic – it can be polarised in two orthogonal planes and 

turned off, yielding three logic values. Moreover, if the device is sensitive to irradiation we 
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may combine an optical input with information encoded in electrical signals obtaining some 

emergent features. If we additionally use materials which can respond also to the change in 

chemical environment we could create a system responsive to three independent inputs. A few 

devices of this kind have been already presented (works by Shutian Liu, Uwe Pischel, Gilles 

Lemercier)144, 145[cyt.] but they usually operate in solutions. 

 Our contribution to the field has been presented just recently – it was the first case of  

a solid-state system realising two ternary logic gate functions31 (accept anything and 

consensus). The heart of the device was made of a wide band gap semiconductor (i.e. titanium 

dioxide) combined with molecular modifiers. The nanoparticulate film exhibited the 

photocurrent response that resembled the outputs of two aforementioned logic gates. It was 

achieved by the purposeful introduction of additional electronic states within the band gap 

which were associated with cyanocarbon modifiers (hexacyanobutadienide or hexacyano-

diazahexadienide anions, denoted as X in Fig. 11) and resulting new excitation path. 

 

Fig. 13. A simplified energy diagram and the mechanisms responsible for three modes of the 

photocurrent generation in the system. 

 

 The appearance of an additional excitation path contributing to the photocurrents 

generation (Fig. 11c) leads to the presence of three distinctive areas in the photocurrent action 

spectra (Fig. 12). These are of either anodic (Fig. 11a) or cathodic (Fig. 11c) character or the 
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net photocurrent is close to zero (Fig. 11b). In the last situation the interplay between two 

competitive processes is responsible for the overall decrease in photocurrents intensity. It may 

be explained with the use of a model in which two different semiconductors, one of the n-type 

and the second one of the p-type, are merged together. If they are active within two different 

regions of the incident light wavelengths and the electrode potentials, we may obtain a similar 

result. This unique feature of the system allows us to implement the ternary information 

processing functions through an appropriate association of the electrical and optical inputs 

with logic values. 

 The procedure is similar to the one presented for modified wide band gap 

semiconductors in the previous paragraphs. Here, we have three values (we will use the 

balanced ternary logic) – contrary to the binary logic discussed before – which we can assign 

to three different output ranges recorded for the cyanocarbon modified titanium dioxide 

electrode. We can label the anodic photocurrents region as logical “1” (TRUE), the cathodic 

region as logical “-1” (FALSE) and the area with no net photocurrents as logical “0” 

(UNKNOWN). Such mapping is quite natural as it may be easily related to the mechanisms 

responsible for the generation of particular signals. The conclusion is supported by the 

analysis of the situation shown in the Fig. 11b – the competitive character of the processes 

realized by the n-type and the p-type parts of the device lead to the unknown state of the 

system. 

 

Fig. 14. The photocurrent action map (a) with its interpretation as two dual ternary logic 

gates: accept anything (b) and consensus (c). The transition between them is done by the 

change in current intensity threshold. Adapted from Ref. 31. 
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 Both dual gates may be realised within the same system and the transition between 

them can be done by a simple shift of the current threshold. They may be applied in the design 

of arithmetic devices, but also – due to a fairly easy concatenation and a possibility to power 

them through one of the inputs (the energy carried by light pulses) – they may serve as a good 

starting point for the construction of more complex computing units. Furthermore, the system 

is immune to undesired feedback loops – by a simple introduction of e.g. Schottky diode the 

unidirectional information flow can be achieved. Similar approach, but based on different 

hybrid materials enabled the construction of ternary-to-binary decoders and other three-valued 

logic gates, such as exclusive OR gate. 

 Molecules can also be persuaded to perform ternary logic of a useful kind. For 

molecular logic-based computation to become established as a research field, it is important to 

address applications which are barred to semiconductor-based logic devices. One of these 

incorporates ternary logic, but begins with the simplest binary logic operations. 

People within a population are generally identified from their facial features, for twins 

we might have to look harder or ask a name. Civic matters or travel require certified 

identification such as a passport. Objects are identified by their characteristics, when we 

disguise these characteristics or hide them completely by placing them in a box for example, 

we usually place a label on the box so that it can be easily identified and retrieved. 

Supermarkets use barcodes to quickly identify goods and reference the price. Computer 

engineers have gone further taking the identification away from the optical channel and into 

semiconductor-based paths with Radiofrequency ID chips.146 These are advantageous as they 

are machine readable without the need for line of sight. Such tags are commonly used in 

warehouses for stock control, placed into passports so that biometric data can also be retrieved 

quickly and easily and are very often found in workplace entry passes. However problems 

start to arise when the size of the object is reduced. RFID chips are generally useful and cost 

effective until their dimensions drop below 0.1 mm which leaves smaller objects label-less. 

We might use an atomic force microscope to engrave smaller objects and an electron 

micrograph to identify them but it is hard to imagine this as a practical solution. 

In order for something to be useful it must be identifiable, in some cases this 

identification is a spatial address147 (e.g. wells on a parallel synthesis plate) but in some 

instances such as combinatorial libraries location identification is not a convenient option. 

Polymer gel beads are often employed to carry drug or assay candidates during screening and 

these must be labelled. Cells from patients may also be needed to be identifiable without the 
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need for gene sequencing. At this level the semiconductor cannot provide a solution – even 

with further miniaturisation of the component parts, RFID relies on receiving and tranmitting 

radio frequencies which requires an antenna. To decrease the size of the antenna we must 

decrease the wavelength of the signal and the shorter the wavelength the smaller the 

propagation rendering distance reading an impossibility. Thus there is a rather high size limit 

to the miniaturization of antennas. 

The solution to this problem comes first from the world of chemistry. Polymer beads 

can be tagged with fluorescent dyes allowing us to identify the bead from its 

excitation/emission spectrum.148 The problem here is that the molecular excitation/emission 

spectra are broad and this limits the number of useful colours that can be employed. Using 

different input/output frequencies allows the handling of larger populations but these are 

limited very quickly. 

A stronger solution is provided by molecular computation.149 The solution is 

philosophically simple – ask more than one question during the identification procedure. Each 

time we shine light (or interrogate an RFID chip) we are asking a question – unfortunately the 

devices can only answer yes/no and only when the question is phrased correctly. However, 

beads (or any object) can be tagged with fluorescent PET molecular logic gates and these can 

respond to more than one question. The questions and answers can be specified as follows:  

a) What is the characteristic wavelength of excitation?  

370 nm.  

b) What is the characteristic output emission wavelength?  

420 nm.  

c) c) What is the characteristic input (species or property) that interacts productively with 

the tag?  

H+.  

d) What is the Boolean logic type of the input-output profile?  

YES.  

e) What is the binding strength of the input species as defined by the binding consant?  

7.0.  

f) What is the pair-wise combination of logic gates (defined by the above questions) 

which is applied to the object if it is doubly tagged?  

PASS 1 + YES. 

The answers to questions a) and b) are based solely on the properties of the 

fluorophore, no significant molecular computation is involved and indeed, this type of system 
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has been used for tags in combinatorial libraries.148 The power of the system begins to be 

exploited when questions are asked of the receptor component, about its acid sensitivity and if 

so at what pH does the switching occur? Does the tag require an ion? If so what ion? What 

concentration of ion does it require? Does it require more than one input? Does the input 

switch fluorescence ‘on’ or ‘off’? All of these questions are being addressed to a single 

molecular tag and the tag is responding with one of two answers ‘yes’ or ‘no’, fluorescence 

‘on’ or ‘off”, ‘1’ or ‘0’. 

This system has been demonstrated with TentagelTM beads 0.1 mm diameter tagged 

with H+-driven YES, PASS 1 and NOT logic gates (11, 12 and 13 respectively) (Fig. 15).149 

The PASS 1 gate is devoid of a receptor and fluoresces regardless of the pH while for the 

YES gate a PET process from the amine to the fluorophore is blocked by protonation. The 

NOT gate works in reverse fashion - protonation of the pyridyl unit launches a PET process 

from the fluorophore quenching fluorescence. 

 

Fig. 15. The molecular structures of MCID tags 11-13149 and their use in distinguishing 

tagged beads with pH-dependent fluorescence microscopy. The logic type of each bead is A; 

PASS 1, B; NOT, C; PASS 1, D; PASS 1 + YES (1:1), E; YES, F; NOT, G; PASS 1, I; YES, J; 

PASS 0. Photograph adapted from ref. 149. 
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In this monochromatic system the beads tagged with 11, 12 and 13 are clearly 

distinguishable through a few simple tests. Variation of the tag allows large numbers of 

objects to be quickly and easily identified in this way. The combination of input/output 

frequencies, types of logic, input chemicals and threshold values gives rise to thousands of 

distinguishable tags - a number that cannot be approached with colour alone. It is however, 

only with the realization that beads may be tagged with more than one tag (or with different 

ratios of the same pair of tags) that the true power of the system becomes evident. The output 

of these systems relies on a single measurement of fluorescence intensity and this single 

measurement means that multi-valued logic derived from summed output can be used.150  

In modern computing the serial integration of vast numbers of logic gates means that 

accummulated errors during reading prevent the use of such higher-valued logic. Every 

measurement has an associated error, and when one measurement is the basis for the next 

these errors mount quickly. The result of such elongated serial measurement is that only the 

presence or absence of a phenomenon can be distinguished. Thus the practical world of 

electronics is binary. Since this system needs only to make a few simple measurements of 

emission intensity (each with an error of ca 1%) and the number of sequential measurements 

is low the overall error remains below 10%. As any two logic gates can be easily arrayed into 

five easily distinguishable tags based upon the ratio of each (1:1, 1:2, 2:1, 1:0 and 0:1) we can 

potentially generate millions of unique tags, which can be identified through five 

experimental quantities (excitation wavelength).(emission wavelength).(logic type and 

combination).(inputs).(binding threshold for each input). 

 

The first steps into fuzzy logic… 

 As stated before, information processing structures designed by Nature operate based 

not only on the two-valued logic but also incorporate some more complex systems. It is fairly 

easy to find numerous examples of such biological devices in our surroundings, but also in 

our bodies – the perception of external signals bases on the chunks of information which are 

very often imprecise. The sensors and receptors responsible for the communication with the 

environment provide our central nervous system with data which may be noisy or even 

incomplete – mainly due to some fundamental limitations of our bodies (e.g. the limited 

concentration of sensors per area unit, the signal attenuation during the transmission, etc.). 

Despite this, our brain is capable of interpreting these inputs and creating a complete and 

meaningful picture of the situation.151 As a matter of fact, the brain is so efficient that we are 
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able to process information at the level surpassing the performance of the most powerful 

computers (it refers to cognitive functions considered in a broader sense, as we can no longer 

compete with modern supercomputers in terms of the raw computational power).152 

 It was mentioned in the previous paragraph, that some features of the binary system – 

such as the rule of excluded middle128 – entail certain limitations which make the proper 

description of real situations impossible. Ultimately, that may lead to paradoxes or false 

dichotomies. An instant remedy for this problem may be provided by the multi-valued logic, 

but it does not eliminate all the obstacles – even in the case of a greater number of logic 

states, we are still entitled to play only with crisp and well-defined values. The description of 

the real world demands something more general – the system in which some level of 

vagueness exist and the truth depends on the reasoning process (as in the case of sensory 

systems of various people – the same set of input signals may be interpreted in a different 

way). It leads us to the conclusion that a paradigm which allows us to assign particular 

elements to different sets is required. 

 Similar reasoning led to the introduction of the fuzzy logic by Zadeh in 1965153 – it is 

noteworthy that several other mathematicians (such as Tarski, Łukasiewicz or Russell) have 

studied some elements of the fuzzy logic before.129, 154 The most important feature of the 

system is its ability to convert the quantitative data into the qualitative, descriptive forms 

which may be interpreted in terms of human-like linguistic rules. That induced a development 

of a strict mathematical formalism encapsulating very natural (from the human perspective) 

logic. The concept was further expanded by Mamdani in 1975155 and with several minor 

modifications has been used since then. It is particularly useful in systems which operation 

principle bases on the interaction with a user and it is implemented in numerous control 

algorithms and in some artificial intelligence systems.156 

 As the interest in the fuzzy logic increased the system has been applied in various 

hardware and software implementations. In an addition to engineering solutions it has been 

considered as a good candidate for simulations and modelling of some fundamental 

phenomena found in biological structures. A promising extension to this idea is provided by 

the chosen concepts taken from the field of molecular electronics – when combined with the 

fuzzy logic approach it can serve as a platform facilitating the research on functions of 

biological neural networks and sensory systems.  
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 The efforts to merge molecular electronics with the fuzzy logic systems (FLS) have 

been made by researchers like Gentili151, 152, 157-162 and Deaton163 at the beginning of the 

century and just recently by Zadegan164. A next step in the process, which seems natural, is 

adapting FLS on the ground of solid-state devices based on hybrid materials made of 

metallic/semiconducting nanostructures combined with molecular modifiers. Here, the PEPS 

effect may prove useful. 

 

Fig. 16. The schematic representation of a fuzzy logic system. The presence of the defuzzifier 

is optional and it can be removed from the FLS if Takagi-Sugeno inference is applied or if the 

expert system is expected to provide a linguistic output. 

 

 Both, inputs and outputs of ordinary systems exhibiting the PEPS effect may be 

expressed by functions which are smooth (they are continuous and differentiable). It makes it 

possible to divide the variables ranges into regions, which may be labelled in the process of 

fuzzification. Thanks to the linguistic rules provided by a rules base we may operate on these 

newly created sets (and labels) inside a fuzzy inference machine. Finally, according to the 

purpose and the elements of the FLS, we may obtain a crisp output (in the case of Takagi-

Sugeno approach), we may decide to defuzzify the results (in the case of Mamdami system), 

or to leave the output in a linguistic form (Fig. 16). 

 In the step called fuzzification we assign membership functions to the crisp values and 

label them (Fig. 17).  The process is similar to the one presented by Gentili157 for fuzzy logic 

systems realised with the use of intermolecular interactions. Here we used FuzzyLite library 

with QTFuzzyLite graphic user interface and XFuzzy 3.3 design tool. We apply triangular and 
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trapezoidal type membership functions and formulate normal, convex fuzzy sets – the 

resulting partition is presented in Fig. 17. 

 

Fig. 17. The result of the variables division in fuzzy sets for both inputs – (a) the wavelength 

of incident light and (b) the electrode potential – and (c) the generated photocurrent. The 

ordinates show the membership functions values and the labels are correlated with the 

symbols used in Table 4 – Very Low (VL), Low (L), Medium (M), High (H), Very High (VH) 

and Extremely High (EH). 

 

 Noteworthy, the partitions for the system output (Fig. 17c) recreate the photocurrent 

map presented in Fig. 14 with signal intensities assigned to six presented ranges labelled as 

Very Low (VL), Low (L), Medium (M), High (H), Very High (VH) and Extremely High (EH). 
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To create the Mamdani-type FLS we need to formulate the linguistic rules, which are used to 

map the input onto the output inside the inference engine. These rules can be expressed as 

IF…THEN… statements in which the first part is called the antecedent (or the premise) and 

the second one is called the consequence (or the conclusion). In order to connect multiple 

antecedents we may use three basic operators – AND, OR and NOT. In the case of more 

complex rules bases and/or an expanded data set, we can introduce weights that role is to 

strengthen or weaken certain implications. This procedure prevents us from the situation in 

which the premise will lead to different conclusions, thus the statements would lead to 

contradictions. Our system is fairly simple, hence this step may be omitted.  

 One of the most important phases in the design of the FLS is a formulation of rules – 

these may be expressed in various ways for the situation depicted in Fig. 17. For simplicity, it 

is a good policy to split complex implications into simplified forms. An example is showed 

below – the instruction (4a) can be converted into three more elementary statements linked 

only with the AND operator (4b). From the mathematical point of view, this 

interchangeability is nontrivial, as it depends on the selected definitions of t-norm and s-norm. 

At the same time, we probably recognise this equivalence – from the linguistic viewpoint – as 

quite obvious. 

IF (λ=H AND E=VL) OR (λ=M AND E=VL) OR (λ=H AND E=L) THEN i=VL (4a) 

IF λ=H AND E=VL THEN i=VL          

IF λ=M AND E=VL THEN i=VL        (4b) 

IF λ=H AND E=L THEN i=VL         

 The clarity of such representation of the rules base is paid for with its complexity in 

the case of a larger number of labels. An alternative form can be adapted when we decide on 

only one operator connecting the inputs – the rules base may be represent in such structure by 

the matrix. In the presented situation we may try to simplify the system by choosing only the 

AND operator and creating a rules base matrix as presented in Table 4. As there are two 

independent inputs with three and four labels (for wavelengths and potentials respectively) we 

will obtain 3×4 matrix as the result. 
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Table 4. The rules base matrix for the fuzzy logic system based on the photocurrents map 

presented in Fig. 14. 

 potential 

w
av

el
en

g
th

 

 VL L H VH 

L L H VH EH 

M VL L M M 

H VL VL L M 

 

 With the rules base prepared and the fuzzy sets we can make calculations on, we only 

need to start our inference engine to get the results in a linguistic form. As mentioned before, 

we may want to translate the output back into crisp values. To do so we need to add  

a defuzzification block to our scheme. That presents an additional degree of freedom in the 

FLS as we may choose from a great variety of methods. If we select appropriately, the FLS 

may be used as so called approximator which will give expected intensities of the generated 

photocurrent when fed with input values in a fuzzified form. We may even try to recreate the 

photocurrent map presented in Fig. 14. The result of such procedure is shown in Fig. 18. We 

can notice some resemblance between both graphs, as the main features of the experimental 

data are fully reproduced. 

 

Fig. 18. The output of the fuzzy inference system used as an approximator for the 

reproduction of the experimental results shown in Fig. 14. 
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 The discussed fuzzy logic system is fairly uncomplicated – it consists of relatively 

small fuzzy sets with only a few membership functions (labels) and the simple rules base.  

T-norm and s-norm operations are defined here in a standard way (i.e. the minimum for 

conjunction and the maximum for disjunction), we chose basic accumulation and implication 

approaches (the maximum and the minimum respectively) and used the defuzzification 

procedure based on the centroid method. Even with these simplifications we are able to 

reproduce some of the most important features of the experimental data. Obviously, the FLS 

may be further optimised to enhance its prediction capabilities by an appropriate tuning of the 

aforementioned parameters. 

 It is also possible to change the FLS behaviour by the addition of some other features 

– one of the useful examples are hedges.165 These additional terms are introduced inside the 

rules base and have an impact on the membership function shape. They may be expressed in 

the form of adverbs such as: very, slightly, somewhat, etc. To further enhance the information 

processing capabilities of the FLS we may combine it with some concepts taken from neural 

networks which results in so called neural adaptive fuzzy inference systems. These are 

capable of membership functions optimisation based on the learning procedures adopted.166, 

167 

 

…and other human-level computing 

 The ultimate goal for researches working on information processing systems it to 

mimic the functions of biological neural networks and other human-level cognitive 

functionalities. As mentioned in the previous paragraphs, the modern supercomputers 

surpassed our capabilities in terms of the raw computational speed and efficiency (by the 

order of magnitude).168 Nevertheless, some features of our perception and cognitive functions 

make our brain more versatile than the fastest machines. The central nervous system is 

prepared to deal with big chunks of information of various nature, often with some level of 

incompleteness, and synthesise it into a meaningful output (a good example is the pattern 

recognition performed by the brain). 

 The major advantage – if the learning efficiency is considered – of biological 

structures over artificial devices results from their plasticity.169-172 It is, in simple words, 

caused by the capability to create new information transfer pathways (through synaptic 
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connections) which facilitates reasoning processes. This superiority can be also explained by 

the differences in used computation paradigms – our nervous system is versatile in this matter 

and does not limit itself to only binary bits (e.g. the sensory system deals with some level of 

uncertainty and information fuzzification). At this moment, that kind of plasticity is a unique 

feature of biological structures and has not been mimicked successfully in any artificial 

system yet.172 

A lot of effort has been put to create algorithms with similar functionalities and some 

of these attempts have been successful. The neural networks (NN) are the best example of 

such system, as they can be used (after an appropriate training) as approximators, pattern and 

sequence recognition systems, etc. The NNs have been applied in various control software 

implementations at the technological and production level and in prototypic devices such as 

an artificial nose (used for sensing chemicals found in drugs, explosives, etc.). The NNs 

provided also a good starting point for more complex ideas, such as the hierarchical temporal 

memory (HTM), which is basically a combination of certain concepts from the NNs and some 

biomimetic features (e.g. the architecture of the neocortex) and offers a new quality, which 

already has proved to be extremely useful.173, 174 

The HTM networks are essentially the multi-level matrices composed of simple 

computing units which are stacked in a hierarchical manner to provide an advanced 

information processing resembling the functions of the cerebral cortex. In this biological 

structure information is translated between several circuits (typically we distinguish six main 

layers) and undergo bottom-up, top-down and horizontal interactions. This approach allows  

a single node to be numerically inefficient and is based mainly on the collective, synergetic 

behaviour of the network as a whole. The concept may be associated with the idea of a ‘smart 

dust’ introduced by Kristofer Pister in 1997.175 It bases on the use of a large number of 

relatively small (~1 mm3), ubiquitous and autonomous computing devices, which are 

provided with a sensory system, processing units, memory and communication capabilities. 

Together, they create a dynamic mobile network. The idea was retransformed and further 

developed when new sensing and labelling nanostructures have become available.176, 177 

Eventually, the ‘smart dust’ has reached a substantial level of complexity when nanoparticles 

have been merged with functional biomolecules.178-182 Similar hybrids have been used not 

only as sensors but also as simple logic devices made of micellar and liposomic structures 

combined with molecular sensors, switches and logic gates.183-185 
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 On the other hand, some features of human reasoning may be described on the ground 

of the fuzzy logic – as already explained the brain works on data which is often incomplete 

and interfered by noise and its interpretation is realised based on implications written in 

something we can call a rules base. If we take one step back in terms of complexity, we will 

notice that the information processing performed at the synaptic level can also be described 

by this paradigm. It has led some researchers to the conclusion that it should be possible to 

model some of the features of biological neural networks within chemical systems which 

behaviour would be interpreted in terms of the fuzzy logic.151 This applies also to bio- and 

chemosensors built with the use of molecular structures and nanoparticles which could be 

used as models for the sensory systems found in nature. 

 The problem may be also approached form another direction when we focus more on 

the structure of connections within biological neural networks rather than algorithms 

governing the communication. It may be realised with several hybrid materials combined 

together with different interfaces between them, which would mimic complex systems found 

in living organisms. These unitary cells can be provided with processing units and memory 

cells/memristive elements. Such prototypic devices have been already created, nonetheless in 

most of the cases information is processed in the form of chemical and electrical signals and 

no light sensitivity is implemented. These devices are also significantly slower than the 

individual building blocks of biological structures.186-192 

 A good platform, which would allow the design of optoelectronic devices exhibiting 

the behaviour similar to synaptic structures, could be provided by systems utilizing the PEPS 

effect. These may be programmed with light, thus extending the range of possible interactions 

by optical stimuli. They have also other advantages – as it was explained in previous 

paragraphs these photoactive cells may be fairly easy concatenated into more complex 

networks and the energy needed for the operation can be provided through one of their inputs. 

That makes the reconstruction of even extensive neural networks a reasonably simple task. 

The experimental results obtained for numerous hybrid materials exhibiting the PEPS effect 

and time-dependant photocurrent generation profiles show that these nanocomposites may be 

used to mimic synapse-like behaviour in fully artificial systems which are also light sensitive. 

 One of the hybrids exhibiting the PEPS effect is the system made of cadmium sulphide 

nanoparticles modified with thermally activated multi-walled carbon nanotubes combined 

with an appropriate ionic liquid. This nanocomposite fused into a sandwich-like device 
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displays a Hebbian-like plasticity193 which is characteristic for natural synapses. The 

experimental results indicate that this unique feature results from a subtle equilibrium 

between charge trapping/detrapping processes and mechanisms controlled by the diffusion. 

We verified this assumption in a numerical experiment, in which the equivalent circuit was 

examined and the response to the pulsed stimuli was calculated. 

 The experiment involved optical stimulation of the sample with short (approx. 100 µs) 

pulses of blue light. The sandwich-like device was made of CdS/MWCNT hybrid14, 194 

deposited onto ITO@PET foil and covered with another slide of ITO@PET with the semi-

solid electrolyte (Fig. 19). Under irradiation, the system generated anodic photocurrent spikes, 

which profile strongly depended on the input time characteristics (i.e. number of pulses, their 

length and the interval between them). 

 

Fig. 19. The schematic representation of a photoactive sandwich-like device exhibiting 

synapse-like behaviour. 

 

 The changes in a photocurrent profile resemble the response of certain types of 

synapses – it relays on the time correlation between incident spikes. Furthermore, we may 

observe two types of plasticity – as described by the spike-timing-dependant plasticity 

(STDP) rule195 – with an enhancement of the consecutive photocurrent spikes intensity (the 

potentiation) or with the decreasing intensity of the subsequent signals (the depression). The 

behaviour depends mainly on the electrical state of the device – the electrode potential – but 

also on the timing of the optical stimulus (Fig. 20). That feature is very similar to the 

operation modes found in the biological synapses. 
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Fig. 20. Two modes of plasticity – (a) the potentiation and (b) the depression – realised with 

the use of a fully artificial system composed of CdS/MWCNT hybrid and ionic liquid. The 

switching between both situations occurs when the applied potential is changed. 

  

 If we consider the information processing performed by biological structures, we may 

simulate the output profile, provided that we will assume the type of a synapse and we will 

approximate its internal parameters. Particularly, we may access the information on the 

relative intensities of consecutive spikes in series – that is we factor we will use to investigate 

our systems response. In a basic version of the equation coupling amplitudes of neighbouring 

signals (called the learning window) provided by the STDP model the I2/I1 ratio can be 

described by the combination of exponential functions.196 The experimental data were 

analysed based on the equation presented below, expressing the increase/decrease of the 

second spike intensity compared to the first one in series (equation 5): 
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where Δt is the time interval between the first two spikes in series, α1,2 are the parameters 

related to synaptic weights and T1,2 may be interpreted as the characteristic time constants. 

The fitting procedure yielded parameters: α1=3.014±0.034, α2=4.80±0.21, Τ1=116.4±3.7 ms, 

Τ2=6.88±0.31 ms and β=1.722±0.024. It is remarkable that the time constants coincide with 

the values found in biological structures. The result shows that the presented device mimics 

the behaviour characteristic for natural synapses.197 
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 The postulated mechanism responsible for the observed behaviour (based on the 

charge trapping/detrapping processes) was verified with the use of a numerical experiment in 

which the equivalent circuit was proposed (Fig. 21a). It consist of three RC loops, two 

resistors playing a role of the ohmic resistance of electrolyte and CdS/MWCNT junctions and 

two diodes resembling the Schottky junctions between the support and the hybrid material and 

between MCNTs and CdS nanoparticles.20, 23, 198 Upon pulsed stimulation of the circuit, the 

experimental result was recreated including the potentiation of current spikes with a decrease 

in the interval between consecutive signals (Fig. 21b and 21c). We also managed to explain 

the role of trapping states in the systems, as the removal of the branch responsible for these 

events (marked with a red line in Fig. 21a) results in a drastic change of the output. It appears 

that these processes are crucial for the synaptic plasticity – without the red branch the 

recorded response is similar to the signal given out by the unmodified semiconductor with no 

signs of any memory effects.  

 

Fig. 21. The equivalent circuit for ITO/MWCNTs/CdS hybrid electrode used in the numerical 

experiment (a). The results of the simulation done for the system with (b) and without (c)  

a branch responsible for trapping/detrapping events (highlighted fragment of the circuit). 
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With this new insight into the nature of interactions within the examined system we 

postulated an energetic diagram which describes the interplay between individual processes. 

First of all, the profile of an individual photocurrent spike is unaffected by the changes in the 

stimulus parameters. We also know that the photocurrent action spectrum is insensitive to the 

addition of multi-walled carbon nanotubes to the cadmium sulphide. It leads to a conclusion 

that the CdS nanoparticles are entirely responsible for the generation of photocurrents and 

MWCNTs play a role of charge trapping/detrapping agents. The photoelectrochemical cycle 

is closed by the redox-active species present in electrolyte which also control the time 

resolution of the memory effect throughout the diffusion process (Fig. 22). 

 

Fig. 22. The energetic diagram with the postulated mechanism responsible for the observed 

synapse-like behaviour.  

 

 The devices may be easily concatenated to form systems of a greater complexity. 

These are supposed to realise more sophisticated functions as the interactions between 

individual nodes should result in the information processing interference and some sort of the 

self-programming. In the next step, we would expect the enhancement of the learning 
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capabilities of such superstructures. That kind of matrices will be built in a near future from 

semiconductors active in different wavelength ranges and various molecular modifiers. This 

will allow the use of numerous optical inputs coupled together and – hopefully – we will 

observe some emergent features of the system.  

 Simple molecular systems have also been recently persuaded to carry out several 

human-level computations. For instance, edge detection is a nearly continuous process in our 

own visual perception, even though it occurs at a subconscious level. It is carried out in the 

retina of our eyes within milliseconds allowing us to quickly evaluate objects for their threat 

potential.199, 200 The retina contains layered cells with rod and cone cells on the surface which 

an image is received and then passed to ganglion cells, which in turn send the image down the 

optic nerve to the brain. Within the millisecond timeframe, a wiring system is called into 

action where a group of rod and cone cells pass their signals on to a single ganglion cell. This 

output is only sent to the optic nerve if the central rod or cone cell is illuminated while 

surrounding cells are in the dark (or vice versa). The edges, which are extracted in this 

manner and sent to the brain, contain far less information than the full image. This makes it 

easier for the brain to quickly identify the edge pattern by comparing it to other edge patterns 

held in easily accessible memory.201 Once identified the appropriate activation of muscles can 

enable the appropriate response, e.g. to run away. 

Edge detection can be mimicked in a semiconductor computing context but it requires 

a full stored-program computer104, 105 with edge detection software such as the Canny 

algorithm.202 It is worth emphasizing that a logic gate array alone will not do. It has also been 

emulated by films of genetically modified bacteria203 and also by reactive networks of high 

molecular-mass oligonucleotides.204 Both of these examples require high levels of 

organisation in space-time which are characteristic of living systems. The edge detection 

emulation achieved with small molecules involved their simple spreading on filter paper.205 

The molecular system used consisted of a photoacid generator (triphenylsulfonium 

chloride206) and a H+-driven ‘off-on’ fluorescent sensor.207, 208 A weak pH buffer (a dilute 

solution of Na2CO3) was used to hold the sensor in an ‘off’ fluorescent state before an object 

is projected onto the paper with 254 nm light. It is critically important that the filter paper is 

soaked in the solution of the mixture of compounds in methanol:water (1:1, v/v) and then 

dried for 4 minutes at 50 C. The projection with 254 nm light allows an image of the object to 

be written on the paper. After writing for a certain amount of time, a fluorescent outline of 

that object is seen when read under 366 nm illumination. It is notable that a common two-
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colour ultraviolet lamp is used to project the object during writing and to read the information 

presented, so that the experiment is extremely convenient and inexpensive to carry out.  

Writing with 254 nm causes the photoacid generator to produce H+ in the irradiated 

area. The weak buffer is eventually overcome by the increasing H+ concentration which then 

switches the fluorescent sensor ‘on’ from its initial ‘off’ state. The switching ‘on’ occurs 

when the PET process from the amine side groups to the perylenetetracarboxydiimide 

lumophore within 14207, 208 is stopped. This produces a positive photograph of the projected 

object for short irradiation times. Further irradiation causes a build-up of another product of 

the photoacid generator. It is electron rich allowing it to take part in a bimolecular PET 

process thus quenching the fluorescence of protonated 14 and switching it ‘off’ again. 

A fluorescent edge is produced as some protons diffuse across from the irradiated area to the 

non-irradiated area down their concentration gradient. This can be thought of as an acid front 

slowly spreading outwards while neutralizing the local pH buffer and leaving behind the 

heavier quencher product, which causes switching ‘on’ of fluorescence on the non-irradiated 

side of the edges to a distance of 1-2 mm only.  

 

Fig. 23. The molecular structure of 14205 and the photographic result of writing a ‘square’ 

object onto a paper containing 14, triphenylsulfonium chloride and Na2CO3 for the stated 

times, followed by reading under 366 nm light. Scale bar = 4.0 cm. Photograph adapted from 

ref. 205. 
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The processes outlined in the previous paragraphs can be put on a rather quantitative 

footing by detailed modelling based on simple foundations. pH profiles of acid-base titration, 

pH-dependent fluorescence of ‘off-on’ sensors, Stern-Volmer-type bimolecular quenching as 

well as Fick-type diffusion form the four pillars of these foundations.208  

The fluorescence in the irradiated regions can be decribed as an ‘off-on-off’ process 

driven by the writing light dose. ‘Off-on-off’ processes are common209-214 and can be 

understood as XOR logic behaviour.2, 3 They are common and can be seen in enzyme activity 

as a function of pH or in tunnel diode currents as a function of voltage.214 However, the 

fluorescence in the edge region itself is logically much more complex and is best described in 

terms of the Canny algorithm running on a full computer so that various subroutines can be 

called out at different stages of the run to be executed on different logic gate arrays within the 

central processing unit. The role that the filter paper plays as a graphic user interface during 

this image processing application also must not be forgotten. Just like ‘off-on-off’ processes 

‘off-medium-high’ variants215,216 are likely to be exploitable in similar contexts. 

Subconscious human processes such as edge detection appear to be closely bound up 

in conscious human activities such as outline drawing. Virtually all children who have been 

on earth have drawn outlines with a finger on sand or with a crayon on paper. A few of them 

have grown up to be a Michaelangelo or a Leonardo who give pleasure to many millions. 

Even many of their masterpieces started life as a simple cartoon or sketch which is essentially 

an outline drawing. Our molecular edge detection system involving 14 is therefore easily put 

to work to perform this outline drawing task.208 Line drawings with rather intricate curves and 

angles are faithfully achieved. We can happily conclude that the ability to get small simple 

molecules to carry out complicated human-level computations is an intiguing prospect and 

provides scope to achieve other similar processes in the future. 
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