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Abstract—This paper compares the complexity of the sphere decoder (SD) and a previously proposed detection scheme, denoted here as block SD (BSD), when they are applied to the detection of multiple-input multiple-output (MIMO) systems in frequency-selective channels. The complexity of both algorithms depends on their preprocessing and tree search stages. Although the BSD was proposed as a means of greatly reducing the complexity of the preprocessing stage of the SD, no study was done on how the complexity of the tree search stage could be affected by that reduced preprocessing stage. This paper shows, both analytically and through simulation, that the reduction in preprocessing complexity provided by the BSD has the side effect of increasing the complexity of its tree search stage compared to that of the SD, independent of the signal-to-noise ratio (SNR). In addition, this paper shows how sorting the columns of the frequency-selective channel matrix in the SD does not reduce the complexity of the tree search stage, contrary to what occurs in frequency-flat channels.

Index Terms—Detection, frequency-selective channel, multiple-input multiple-output (MIMO), sphere decoder (SD).

I. INTRODUCTION

The use of multiple-input multiple-output (MIMO) technology has emerged as one of the most relevant technical breakthroughs in modern wireless communications after theoretical analysis showed that significant capacity increase could be achieved under certain conditions by using multiple antennas at both transmitter and receiver [1]. The design of the detection algorithms at the receiver is one of the major challenges of MIMO systems, especially in high data-rate applications, where the frequency-selective channel induces intersymbol interference (ISI) at the receiver in addition to the multiple antenna interference (MAI) and the noise. Although orthogonal frequency division multiplexing (OFDM) can be used to transform the frequency-selective channel in a banded flat fading channel, that solution does not exploit the maximum diversity of the channel [2]. In addition, OFDM systems are sensitive to the effect of phase noise, intercarrier interference (ICI) and nonlinearities in the transmitter power amplifiers [3]. As an alternative, single carrier systems can be used, requiring equalization techniques to mitigate the ISI.

In order to achieve the optimal maximum-likelihood (ML) performance, the maximum-likelihood sequence estimation (MLSE) can be used, although its complexity is exponential with the product of the number of antennas and the number of channel taps [4]. Recently, the sphere decoder (SD) has been proposed for frequency-selective MIMO channels, also achieving the optimal performance [5]. The SD was first introduced as a means of obtaining vectors of minimal length in a lattice, with applications to algebraic number theory or cryptography [6]. It was later applied to solve the detection problem in wireless communications through fading channels, achieving the same performance as the optimal maximum-likelihood detector (MLD) [7]. Finally, the SD became extremely popular after it was explicitly applied to MIMO systems [8], [9], sparking a large amount of research both from a theoretical and from an implementation point of view. Although different detection schemes have been proposed to approach the performance of the SD in frequency-selective channels [10]–[12], the SD remains the most promising alternative given its ML performance and its suitability for hardware implementation [13], despite its exponential lower-bound in the complexity for high number of antennas and constellation orders [14].

The complexity of the SD in frequency-selective MIMO channels is determined by the complexity of its preprocessing and its tree search stages. This paper analyzes that complexity for the SD and a variant of the SD, denoted as block SD (BSD) in the sequel, briefly proposed in [5]. In particular, the BSD was proposed as a means of reducing the complexity of the SD by performing a lower-complexity preprocessing stage. Although the BSD greatly reduces the preprocessing complexity of the SD, no attention was paid in [5] to the resulting tree search complexity in the BSD. This paper shows that the reduced preprocessing stage of the BSD has a negative effect on its corresponding tree search stage. The complexity of the tree search stage of the BSD increases beyond that of the SD counterpart, resulting in a larger overall complexity in the low to medium signal-to-noise ratio (SNR) regime. Analytical and simulation results indicate that, among the two algorithms, the SD is, in most cases, the most promising alternative to achieve ML performance. In addition, simulation results show how, contrary to case of frequency-flat channels, sorting the columns of the channel matrix does not reduce the complexity of the SD tree search. To the best of our knowledge, this last result has not been previously reported in the literature.

The rest of the paper is organized as follows. Section II describes the frequency-selective MIMO system model. Section III introduces the SD and the BSD applied to frequency-selective MIMO channels. Section IV concentrates on
the complexity analysis of the SD and the BSD, looking at the preprocessing and the tree search stages. Complexity results for different scenarios are presented in Section V. Finally, conclusions are drawn in Section VI.

II. SYSTEM MODEL

We consider a complex-valued baseband MIMO system with $M$ transmit and $N$ receive antennas, denoted as $M \times N$, in a block-fading frequency-selective propagation environment as proposed in [5] and [10]–[12]. Thus, the MIMO channel is constant over the duration of a transmission block and changes independently between blocks. The channel between transmitter $j$ and receiver $i$ is modelled as a linear FIR filter with $L$ independent symbol-spaced taps, denoted as $h_{i,j} = [h_{i,j}(0), h_{i,j}(1), \ldots, h_{i,j}(L-1)]^T$, where $h_{i,j}(l) \sim C \mathcal{N}(0, \sigma_i^2)$ for $i = 1, \ldots, N$, $j = 1, \ldots, M$ and $\sigma_i$ is set according to the power delay profile (PDP) of the channel for $l = 0, \ldots, L - 1$, such that $E[h_{i,j}^H h_{i,j}] = 1$. For notation purposes, we consider the transmission of $MT$ symbols per block. The vector of transmitted symbols $x$ is denoted as

$$ x = [\mathbf{x}_1^T(0), \mathbf{x}_2^T(1), \ldots, \mathbf{x}_M^T(T-1)]^T, $$

where the vector $\mathbf{x}(k) = [\mathbf{x}_1(k), \mathbf{x}_2(k), \ldots, \mathbf{x}_M(k)]^T$ contains the symbols transmitted at all $M$ antennas at time instant $k = 0, \ldots, T - 1$. The symbols are taken independently from an arbitrary constellation $\mathcal{O}$ of $P$ points and the total transmitted energy is independent of the number of transmit antennas, i.e.,

$$ E[\mathbf{x}^H \mathbf{x}] = M^{-1} \mathbf{I}_{MT}, $$

where $\mathbf{I}_{MT}$ denotes the $MT \times MT$ identity matrix. We further assume a system with no inter-block interference so that $L - 1$ zeros are appended per transmit antenna at the end of each block. Correspondingly, the vector of received symbols spans over $K = T + L - 1$ time instants and can be written as

$$ y = [\mathbf{y}_1^T(0), \mathbf{y}_2^T(1), \ldots, \mathbf{y}_N^T(K-1)]^T, $$

where the vector $\mathbf{y}(k) = [\mathbf{y}_1(k), \mathbf{y}_2(k), \ldots, \mathbf{y}_N(k)]^T$ contains the symbols at the $N$ receive antennas at time instant $k = 0, \ldots, K - 1$. Thus, assuming symbol-synchronous sampling at the receiver and ideal timing, the vector of received symbols can be written as

$$ y = Hx + v $$

for $l = 0, \ldots, L - 1$. The vector $v = [\mathbf{v}_1^T(0), \mathbf{v}_2^T(1), \ldots, \mathbf{v}_N^T(K-1)]^T$, where $\mathbf{v}(k) = [\mathbf{v}_1(k), \mathbf{v}_2(k), \ldots, \mathbf{v}_N(k)]^T$ for $k = 0, \ldots, K - 1$, contains independent complex Gaussian noise samples, where $E[\mathbf{v}_i^H \mathbf{v}_j] = \sigma^2 \mathbf{I}_{NK}$. Finally, we assume that the channel is perfectly known at the receiver and that $N \geq M$.

III. SPHERE DECODER

The optimum detector for the system described in Section II and defined by (1) is the MLD, whose solution is given by

$$ \hat{x}_{ML} = \arg \min_{\mathbf{x} \in \mathcal{O}^{MT}} ||y - Hx||^2. $$

However, for the system under consideration, the MLD has an exponential complexity with the total number of transmitted symbols $O(P^{3MT})$, which makes the MLD prohibitive complex for practical scenarios. Even the Viterbi algorithm, which yields the same performance and makes use of the Markovian properties of the channel [4], also has an exponential complexity with the product of the number of transmit antennas and the number of channel taps $O(P^{3ML})$. In order to reduce that complexity, the SD, previously proposed for flat fading MIMO channels [9], has recently been proposed for frequency-selective MIMO channels [5]. The SD reduces the complexity of the MLD although, strictly speaking, it still has an exponential complexity (in the worst case and in the average case) of $O(P^{2MT})$ with $\gamma \in (0, 1)$ [14]. This paper concentrates on the complex-valued version of the SD that requires no real-valued decomposition of the system, can be applied to an arbitrary constellation [15] and results in a more optimized hardware implementation [13].

The main idea behind the SD is to reduce the complexity of the MLD by searching over only the vectors $\mathbf{x}$ that satisfy

$$ ||y - Hx||^2 \leq R^2 $$

i.e., searching over the lattice vectors $H\mathbf{x}$ that lie within a hypersphere of radius $R$ around the received vector $y$.

Making use of the QR decomposition of $H = Q[R^T0]^T$ [9], where $Q$ is an $NK \times NK$ unitary matrix, $R$ is an $MT \times MT$ upper triangular matrix with entries $r_{i,j}$ for $i, j = 1, \ldots, MT$, $0$ is a $0 \times M$-matrix of the appropriate size, and partitioning $Q = [Q_1, Q_2]$ into two submatrices $Q_1$ and $Q_2$, containing the first $MT$ columns and the last $NK - MT$ columns of $Q$, respectively, the metric calculation in (3) can be rewritten as

$$ ||Q_1^H y - Rx||^2 + ||Q_2^H y||^2 \leq R^2 $$

and can be further simplified as

$$ ||w - Rx||^2 \leq R^2 $$

where $w = Q_1^H y$ and the term $||Q_2^H y||^2$ has been dropped since it is constant for each received vector $y$ and independent of the transmitted vector $x$.

The solution to (4) can be obtained recursively taking into account that the SD is equivalent to a constrained depth-first tree search through a tree with $MT$ levels where $P$ branches
originate from each node on the tree [16]. Thus, the vectors that satisfy (4) can be obtained recursively starting from $i = MT$ and traversing down the tree until $i = 1$. For each level $i = MT, \ldots, 1$, only the branches associated to the constellation points $x_i$ that satisfy

$$
|z_i - r_{i,i}x_i|^2 \leq R_i^2
$$

(5)

are visited during the search process, noting that

$$
z_i = w_i - \sum_{j=i+1}^{MT} r_{i,j}x_j
$$

(6)

with $z_{MT} = w_{MT}$, and

$$
R_i^2 = R^2 - \sum_{j=i+1}^{MT} |z_j - r_{j,i}x_j|^2
$$

(7)

with $R_{MT}^2 = R^2$.

If a complete lattice vector (i.e., multidimensional lattice point), at $i = 1$, is found inside the hypersphere, the radius is updated with its associated metric and the algorithm continues the search until no more lattice vectors are found inside the current hypersphere. At that point, the vector $\mathbf{x}$ corresponding to the last lattice vector found inside the hypersphere is the ML solution. The reduction in complexity of the SD compared to an exhaustive search comes from the fact that, at any level $i$, if $R_i^2 < 0$ or no branches satisfy (5), the subtrees originating from those branches can be discarded.

It should be noted that the order in which the branches are visited during the search process is relevant to the final complexity of the SD. Two possible enumeration techniques exist, Fincke–Pohst (FP) [6] and Schnorr–Euchner (SE) [17], with the latter resulting in a lower complexity [9]. The SE enumeration consists of sorting the branches in increasing order of their associated metrics $|z_i - r_{i,i}x_i|^2$, such that the branches with the lowest metric are visited first. That requires direct calculation of the $P |z_i - r_{i,i}x_i|^2$ values or the application of the method presented in [15]. The SE enumeration also has the additional advantage of reducing the dependency of the complexity of the SD on the initial radius $R$. In fact, the initial radius $R$ can be set to infinite and be immediately updated with the metric associated to the first lattice vector found, which corresponds to the Babai solution [18].

The SD can also use the QL decomposition of the channel matrix $\mathbf{H}$ to perform the tree search from $i = 1$ and traverse the tree in the opposite direction [19], [20]. Both alternatives would give the same ML performance and have the same complexity if all the elements of the channel matrix $\mathbf{H}$ have exactly the same distribution. This would be the case in flat fading scenarios and frequency-selective scenarios with a uniform PDP. However, in the more realistic case of an exponential PDP, the QL decomposition can yield a slight complexity increase in high-dimensional systems, as will be shown in Section V.

### A. Block Sphere Decoder

In [5], the authors briefly proposed a modification of the SD for frequency-selective MIMO channels, denoted BSD in this paper, to reduce the computational complexity of the QR decomposition. The BSD performs the same metric calculation as in (3) but removes the need for a full QR decomposition of $\mathbf{H}$ by making use of its block Toeplitz structure, with blocks of size $N \times M$ as given by (2). In fact, only a QR decomposition of the block $\mathbf{H}(L-1)$ is required before the sphere decoder algorithm can be applied [5]. However, the algorithm is only mentioned in [5], with no analysis of the claimed improvement in complexity. A more detailed description of the BSD is given in this section in order to analyze its complexity in Section IV.

Consider the partition of the channel matrix $\mathbf{H} = [\mathbf{H}_1^T \mathbf{H}_2^T]^T$ where $\mathbf{H}_1$ is an $N(L-1) \times MT$ matrix

$$
\mathbf{H}_1 = \begin{bmatrix}
\mathbf{H}(0) & 0 & 0 & \cdots & 0 \\
\vdots & \ddots & \vdots & \ddots & \vdots \\
\mathbf{H}(L-2) & \cdots & \mathbf{H}(0) & 0 & 0
\end{bmatrix}
$$

and $\mathbf{H}_2$ is an $NT \times MT$ block upper triangular matrix with blocks of size $N \times M$

$$
\mathbf{H}_2 = \begin{bmatrix}
\mathbf{H}(L-1) & \cdots & \mathbf{H}(0) \\
\vdots & \ddots & \vdots \\
0 & \cdots & \mathbf{H}(L-1)
\end{bmatrix}
$$

The (squared) Euclidean distance calculation performed by the BSD can then be written as

$$
\frac{||\mathbf{y}_1 - \mathbf{H}_1\mathbf{x}||^2}{d_1} + \frac{||\mathbf{y}_2 - \mathbf{H}_2\mathbf{x}||^2}{d_2} \leq R^2
$$

(8)

where $\mathbf{y}_1 = [\mathbf{y}_1^T(0), \mathbf{y}_1^T(1), \ldots, \mathbf{y}_1^T(L-1)]^T$ and $\mathbf{y}_2 = [\mathbf{y}_2^T(L-1), \mathbf{y}_2^T(L), \ldots, \mathbf{y}_2^T(K-1)]^T$.

To solve (8), the BSD transforms $d_2$ to obtain an upper triangular structure, performs a tree search from $i = MT$ to $i = 1$, considering only the term $d_2$, and adds the term $d_1$ at level $i = 1$ to obtain the total metric and check whether the lattice vector lies inside the hypersphere [5]. The BSD reduces the preprocessing complexity of the SD by applying the QR decomposition only to $\mathbf{H}(L-1)$, instead of $\mathbf{H}$ [5]. However, the effect that preprocessing has on the tree search complexity has not been studied.

In particular, making use of the QR decomposition of $\mathbf{H}(L-1) = \mathbf{Q}_1\mathbf{R}^T\mathbf{Q}_2^T$, where $\mathbf{Q}_1$ is an $N \times N$ unitary matrix, $\mathbf{R}$ is an $M \times M$ upper triangular matrix with entries $\hat{r}_{i,j}$ for $i,j = 1, \ldots, M$, $\mathbf{0}$ is a $0$-matrix of the appropriate size, and partitioning $\mathbf{Q}_2 = [\mathbf{Q}_1^T \mathbf{Q}_2^T]$ into two submatrices $\mathbf{Q}_1$ and $\mathbf{Q}_2$, containing the first $M$ columns and the last $N-M$ columns of $\mathbf{Q}_2$, respectively, the term $d_2$ in (8) can be rewritten as

$$
d_2 = ||\mathbf{Q}_1^H\mathbf{y}' - \mathbf{R}'\mathbf{x}||^2 + ||\mathbf{Q}_2^H\mathbf{y}'||^2
$$

where $\mathbf{Q}_1'$ and $\mathbf{Q}_2'$ are $NT \times MT$ and $NT \times (N-M)T$ block diagonal matrices with $N \times M$ and $N \times (N-M)$ blocks, respectively

$$
\mathbf{Q}_1' = \begin{bmatrix}
\mathbf{Q}_1 & 0 \\
0 & \mathbf{Q}_1
\end{bmatrix}, \quad \mathbf{Q}_2' = \begin{bmatrix}
\mathbf{Q}_2 & 0 \\
0 & \mathbf{Q}_2
\end{bmatrix}
$$
\( \mathbf{R}' \) is an \( MT \times MT \) block diagonal matrix with \( M \times M \) blocks

\[
\mathbf{R}' = \begin{bmatrix}
\mathbf{R} & 0 \\
0 & \ddots & \ddots \\
0 & 0 & \mathbf{R}
\end{bmatrix}
\]

with entries \( r'_{ij} \) for \( i, j = 1, \ldots, MT \), and \( \mathbf{y}' = [\mathbf{y}'^T(0), \mathbf{y}'^T(1), \ldots, \mathbf{y}'^T(T-1)]^T \), where \( \mathbf{y}'(k) = [y'_{1}(k), y'_{2}(k), \ldots, y'_{N}(k)]^T \) for \( k = 1, \ldots, T-1 \), is obtained as

\[
\mathbf{y}' = \mathbf{y}_2 - \mathbf{H}_3 \mathbf{x}
\]

with \( \mathbf{H}_3 \) being an \( NT \times MT \) block upper triangular matrix with \( N \times M \) 0-matrix blocks at the main diagonal, i.e.,

\[
\mathbf{H}_3 = \begin{bmatrix}
0 & \mathbf{H}(L-2) & \cdots & \mathbf{H}(0) & 0 \\
\vdots & \ddots & & \vdots & \vdots \\
0 & \mathbf{H}(L-2) & \cdots & \mathbf{H}(0) & 0 \\
0 & 0 & \ddots & \vdots & \vdots \\
0 & 0 & \cdots & \mathbf{H}(L-2) & 0
\end{bmatrix}
\]

Thus, considering only \( d_2 \) in (8), the tree search is performed following the constraint:

\[
||\mathbf{w}' - \mathbf{R}' \mathbf{x}||^2 + ||\mathbf{Q}_2^H \mathbf{y}'||^2 \leq R^2
\]

(10)

where \( \mathbf{w}' = \mathbf{Q}_1^H \mathbf{y}' = [\mathbf{w}'^T(0), \mathbf{w}'^T(1), \ldots, \mathbf{w}'^T(T-1)]^T \), with \( \mathbf{w}'(k) = [\mathbf{w}_1(k), \mathbf{w}_2(k), \ldots, \mathbf{w}_N(k)]^T \) for \( k = 1, \ldots, T-1 \). Noting that \( ||\mathbf{Q}_2^H \mathbf{y}'||^2 \) can also be written as

\[
||\mathbf{Q}_2^H \mathbf{y}'||^2 = \sum_{k=0}^{T-1} ||\mathbf{Q}_2^H \mathbf{y}'(k)||^2
\]

(11)

it can be observed that, from the definition of \( \mathbf{y}' \) in (9), only the term \( \mathbf{y}'(T-1) \) is independent of the transmitted vector \( \mathbf{x} \). Thus, contrary to the SD, only the last term of the sum in (11) can be dropped from the metric calculation in (10), yielding

\[
||\mathbf{w}' - \mathbf{R}' \mathbf{x}||^2 + \sum_{k=0}^{T-2} ||\mathbf{Q}_2^H \mathbf{y}'(k)||^2 \leq R^2.
\]

(12)

Therefore, during the tree search, for each level \( i = MT, \ldots, 1 \), only the branches associated to the constellation points \( x_i \) that satisfy

\[
||z'_i - r'_{ik} x_i||^2 \leq R_i^2
\]

(13)

are visited during the search process, noting that

\[
z'_i = u'_i - \sum_{j=i+1}^{MT} r'_{ij} x_j
\]

(14)

with \( z'_{MT} = u'_i \), and

\[
R_i^2 = R^2 - \sum_{j=i+1}^{MT} ||z'_j - r'_{ij} x_j||^2 - \sum_{k=[i/M]+1}^{T-2} ||\mathbf{Q}_2^H \mathbf{y}'(k)||^2
\]

(15)

with \( R_{MT}^2 = R^2 \), resulting in a tree search equivalent to that of the SD. The only difference, lies on the fact that at level \( i = 1 \), the contribution of the term \( d_1 \) needs to be considered to check whether a lattice vector lies inside the hypersphere.

The BSD can also use the QL decomposition of the channel matrix \( \mathbf{H}(0) \) to perform the tree search from \( i = 1 \) and traverse the tree in the opposite direction, as has been stated for the SD in the previous section. Although both alternatives, QR and QL decomposition, would give the same ML performance, the QL decomposition yields a lower complexity in the case of exponential PDP, as will be shown in Section V.

It should be noted that the BSD concept was introduced in [5] in the context of the equivalent real decomposition of the MIMO system. However, the BSD cannot be applied in that case given that the special block-Toeplitz structure of \( \mathbf{H} \) is not maintained in the equivalent real channel matrix. This factor, together with the reasons outlined for the SD in Section III have made us concentrate on the complex-valued MIMO system for the complexity analysis of the next section.

IV. COMPLEXITY ANALYSIS

This section analyzes the complexity of the SD and the BSD looking at both the preprocessing stage and the tree search stage. Thus, the overall complexity of both algorithms is studied looking at the effect the reduction in complexity of the preprocessing stage of the BSD has on the complexity of its tree search stage. The total number of real operations has been considered for the complexity analysis.\textsuperscript{1} For simplicity, all the operations have the same relevance on the final operation count. Finally, it should be noted that the complexity analysis in this section has been done assuming a QR decomposition, although the analysis can equivalently be applied to the QL decomposition.

A. Preprocessing Stage of the SD

The following operations are performed during preprocessing stage of the SD:

1) the QR decomposition of the \( NK \times MT \) matrix \( \mathbf{H} \) to obtain \( \mathbf{Q}_1 \) and \( \mathbf{R} \):\textsuperscript{2}

2) the computation of \( \mathbf{w} = \mathbf{Q}_2^H \mathbf{y} \).

In order to study the complexity of the QR decomposition, we consider the use of the modified Gram–Schmidt (MGS) method [19], reproduced in Algorithm 1 for completeness, where, in general, \( \mathbf{A}(i, i) \) denotes the \( i \)th column of \( \mathbf{A} \). It should be noted that other QR decomposition methods exist, namely Householder transformation or Givens rotation [19], but the MGS has been considered due to the tractability of its operations from a complexity analysis point of view. Although the absolute complexity of the three methods is different, the main motivation of this paper is to assess the relative complexity between the SD and the BSD, which we can assume to be similar, independently of the method used. For the analysis,

\textsuperscript{1}We assume that a complex product requires 4 real products and 2 real additions, a complex addition requires 2 real additions and a complex by real division requires 2 real divisions.
we divide the operations of the QR decomposition between the following:

- norm operations (NO), which account for the operations of lines 2, 3, 9, and 10 in Algorithm 1;
- inner operations (IO), which account for the operations of lines 6 and 7 in Algorithm 1.

Thus, the number of operations of the QR decomposition is given by $N_{\text{BSD}} = N_{\text{BSD-No}} + N_{\text{BSD-IO}}$. The number of operations of the preprocessing stage can then be written as $N_{\text{BSD-pre}} = N_{\text{BSD}} + N_{\text{BSD-w}}$, where $N_{\text{BSD-w}}$ denotes the number of operations required in the computation of $w$.

Taking into account the 0-matrix blocks in the block-Toeplitz matrix $H$ in (2), the number of operations of the preprocessing stage $N_{\text{BSD-pre}}$ can be approximated by

$$N_{\text{BSD-pre}} \approx 4N(2L - 1)(MT)^2 + 8N(L - 1)MTML - \frac{8N}{3}(2L - 3)(ML)^2$$

as shown in Appendix A.

Considering only the dominant term, we observe that there is a reduction in complexity by a factor of $K/L$ compared to the QR decomposition of the full $NK \times MT$ matrix $H$, whose preprocessing complexity is $O(8NK(MT)^2)$. In addition, since $K = T + L - 1$, that complexity reduction factor can be further approximated by $T/L$ if $T \gg L$. Although the result is just an approximation, it gives an important intuitive idea about the preprocessing complexity. That is, the block-Toeplitz structure of $H$ effectively reduces the preprocessing complexity to be equal to that of an $NL \times MT$ matrix, as opposed to the $NK \times MT$ matrix $H$ in addition, that reduction in complexity could be expected also from an implementation point of view. Apart from the number of hardware architectures proposed for general QR decomposition [21], parallel algorithms and architectures also exist for block-Toeplitz matrices [22].

### B. Preprocessing Stage of the BSD

In this case, the following operations are required during the preprocessing stage:

1) the full QR decomposition of the $N \times M$ matrix $H(L - 1)$ to obtain $Q_1, Q_2$ and $\bar{R}$;

2) the computation of $\bar{w}(T - 1) = Q_2^H\bar{y}^r(T - 1)$.

Apart from the sizes of the matrices involved, two differences can be observed compared to the SD. First, the matrix $Q_2$ needs to be computed since it is required during the tree search of the BSD as shown by (12). Second, only $\bar{w}'(T - 1)$ can be computed during the preprocessing stage as opposed to $w'$. This is due to the fact that $\bar{w}'(k)$ for $k = 0, \ldots, T - 2$ depends on the transmitted vector $x$, as shown by (9), and can only be calculated during the tree search.

Initially, we consider the QR decomposition, that involves the following operations.

- NO: This is equivalent to the SD case in the previous section, the number of operations is $N_{\text{BSD-No}} = 6NM$.
- IO: As in the previous section, the number of operations $N_{\text{BSD-IO}}$ is

$$N_{\text{BSD-IO}} = \sum_{m=1}^{M-1} \sum_{n=m+1}^{M} (16N - 2) = M(M - 1)(8N - 1).$$

- Orthogonalization operations (OO): In order to obtain $Q_2$, the Gram–Schmidt algorithm can be used [23]. Thus, the number of operations $N_{\text{BSD-OO}}$ is

$$N_{\text{BSD-OO}} = (N - M)((M + N - 1)(8N - 1) + 6N).$$

Taking into account that the number of operations of the QR decomposition $N_{\text{BSD-QR}} = N_{\text{BSD-No}} + N_{\text{BSD-IO}} + N_{\text{BSD-OO}}$ and that the computation of $\bar{w}'(T - 1)$ involves a matrix-vector product requiring $N_{\text{BSD-w}} = 8NM - 2M$ operations, the total number of operations during the preprocessing stage of the BSD is

$$N_{\text{BSD-pre}} = N_{\text{BSD-QR}} + N_{\text{BSD-w}} = 8N^3 - 3N^2 + (8N - 2)M + N.$$  \(17\)

Thus, comparing the result in (17) with (16), the reduction in preprocessing complexity stated in [5] is clear, given the smaller size of $H(L - 1)$ compared to $H$. However, due to the differences in the tree search between the SD and the BSD, as shown in Section III, it is necessary also to analyze the complexity of the tree search stage to assess whether the BSD results in a reduced complexity algorithm.

### C. Tree Search Stage of the SD

The complexity of the tree search of the SD has been shown to be variable depending on the noise level and the channel conditions [9], [24]. Thus, no closed-form expression about the exact complexity can be obtained, although different asymptotical analysis exist [14], [18]. In order to obtain closed-form expressions, our analysis looks at the complexity of following only one path down the tree, which corresponds to the DFE.
path given that the SE enumeration is used. Although such analysis does not take into account the effect of the noise level and the channel conditions, it can be considered as a lower bound that represents a good approximation in the high SNR scenario, where following only the DFE path yields the ML solution with high probability [9].

The operations required during the tree search of the SD can be divided between the following:

1) the computation of the $P$ different branch metrics (BM) $z_i = r_i \varphi_i x_i^T$ from each node at each level $i = MT, \ldots, 1$, as shown by (5);
2) the computation of $z_i$ for $i = MT, \ldots, 1$, as shown by (6);
3) the update of $R_i$ for $i = MT - 1, \ldots, 1$, as shown by (7).

The number of operations required to calculate the $P$ BM is $N_{\text{SD-BM}} = 7PMT$. Although calculating all the $P$ BM could seem excessive from a simulation point of view given that only one branch is followed down the tree at any particular time (depth-first search), this assumption represents more accurately the actual complexity of a hardware implementation of the SD. It has been previously shown for the SD that calculating all the BM in parallel provides a more optimized architecture with a higher detection speed [13], [25]. Thus, the above assumption can be considered a valid one for our analysis, especially since we are interested in the relative complexity of the two methods, rather than their absolute complexities. For simplification purposes, it has been assumed that all the branches are also calculated in the last level, i.e., $i = 1$.

The computation of $z_i$ for $i = MT, \ldots, 1$, taking into account the 0-elements of $R$ [26], requires the following number of operations:

$$N_{\text{SD-R}} = 4M^2(2T - L) + 4M^2(T - L) - 4MT \quad (18)$$

as shown in Appendix B.

Thus, taking into account that the number of operations required to update $R_i$ is $N_{\text{SD-R}} = MT - 1$, the lower bound of the number of operations of the tree search of the SD is given by

$$N_{\text{SD-tree}} = N_{\text{SD-BM}} + N_{\text{SD-R}} + N_{\text{SD-R}}$$

$$= 4M^2(2T - L) + 4M^2(T - L)$$

$$+ (7P - 3)MT - 1. \quad (19)$$

Again, considering only the dominant term in (19) and assuming that, in the general case, $T > L$, the block-Toeplitz structure of $H$ reduces the complexity of the tree search compared to the full $NK \times MT$ matrix $H$ case, which results in a tree search complexity lower bound $O(4(MT)^2)$. Furthermore, if we approximate $4M^2 I(2T - L) \approx 8M^2LT$, we can see that the reduction in complexity can be approximated by a factor $T/2L$. Clearly, the larger $T$ becomes compared to $L$, the larger the complexity reduction becomes given that a higher percentage of 0-matrix blocks can be found in $H$.

D. Tree Search Stage of the BSD

The analysis in this section also concentrates on a lower bound of the complexity of the tree search, i.e., the complexity of following only one path down the tree. However, as shown in Section III-A, some additional operations are required during the tree search of the BSD compared to that of the SD. The operations required during the tree search of the BSD can be divided between the following:

1) the computation of the $P$ different BM $|z_i' - r_{ij}' x_i'^T|^2$ from each node at each level $i = MT, \ldots, 1$, as shown by (13);
2) the computation of $z_i'$ for $i = MT, \ldots, 1$, as shown by (14);
3) the update of $R_i$ for $i = MT - 1, \ldots, 1$, as shown by (15);
4) the computation of $d_i$ at level $i = 1$, as shown by (8).

The number of operations required to calculate the $P$ BM is $N_{\text{BSD-BM}} = 7PMT$ as in the SD case. The number of operations required to obtain $z_i$ for $i = MT, \ldots, 1$, considering the BSD tree search, is

$$N_{\text{BSD-R}} = 4NML(2T - L) + 2MT(2M - 3) + 4NM(L - 2) + 2M \quad (20)$$

as shown in Appendix C.

In order to calculate the number of operations required to update $R_i$, we can see from (15) that we need to consider the $MT - 1$ subtractions of $|z_j' - r_{ij}' x_j'^T|^2$ and the $T - 1$ subtractions of $|y(k)|^2$. For the latter, a matrix-vector multiplication and a norm calculation are required in each subsection (y(k) does not need to be calculated given that y(k) is indirectly available from the calculation of $z_j$). Thus, the number of operations required to update $R_i$ is given by

$$N_{\text{BSD-R}} = (T - 1)(8N + 2)(N - M) + MT - 1. \quad (21)$$

The computation of $d_1$ requires

$$N_{\text{BSD-d1}} = 4NML(L - 1) + 4N(L - 1) \quad (21)$$

operations, where, on the right-hand side of (21), the first term corresponds to the computation of $y(k) - \hat{H}_1 x$ (considering the 0-matrix blocks within $H_1$) and the second term to the norm computation.

Finally, the lower bound of the complexity of the tree search of the BSD can be written as

$$N_{\text{BSD-tree}} = N_{\text{BSD-BM}} + N_{\text{BSD-R}} + N_{\text{BSD-R}} + N_{\text{BSD-d1}}$$

$$\approx 8NLMT + 8N^2T + 4M^2T + (7P - 8N)MT \quad (22)$$

where the lower order terms have been discarded.

E. Overall Complexity

Expressions for a lower bound of the overall complexity of the two algorithms can be obtained combining the appropriate results from previous sections, i.e., (16) and (19) for the SD and (17) and (22) for the BSD. This section concentrates on the analysis of those lower bounds, looking at their dominant term, representing their asymptotic behavior.

Table I shows the dominant terms in the complexity of the different stages of the algorithms under study, assuming $T > L$ and $N \geq M$. It can be seen how the preprocessing complexity can be considerably reduced applying the BSD as pointed out in [5]. This reduction comes from the fact that the preprocessing is performed only on $H(L - 1)$ or $H(0)$, depending on whether
the QR or the QL decomposition is used. Clearly, this effect is especially relevant for large MIMO systems and block sizes, since \( N_{\text{BSD-pre}} \) is independent of the number of taps \( L \) and the block size \( T \), as shown in (17). Considering the complexity of the tree stage, it can be seen how the lower bound in the BSD increases compared to the lower bound in the SD. Thus, although the BSD reduces the complexity of the preprocessing stage as indicated in [5], it also has the side effect of increasing the complexity lower bound of the tree search stage compared to the SD. Furthermore, since this analysis only considers a lower bound, that increase in complexity can be expected to be more relevant when looking at the average or worst-case complexity of MIMO systems, as shown in the next section.

Although the preprocessing stage seems to determine the overall complexity of the SD, this is only valid in the high SNR regime. In a low to medium SNR scenario, more than one path needs to be searched by the SD with high probability, making the complexity of the tree search stage have a more determinant effect on the overall complexity. The same can be said about the BSD, although, in this case, the tree search stage has a dominant effect on the overall complexity also in the high SNR scenario as shown by Table 1.

Finally, it should be emphasized that the conclusions drawn in this section are valid only asymptotically, for large MIMO systems and block sizes. For a practical MIMO system, it is necessary to evaluate the complete complexity expressions in order to compare the relative complexity of the two algorithms under study. This last aspect is studied in the next section.

Table I: Dominant Complexity Terms of the Preprocessing and Tree Stages of the SD and the BSD

<table>
<thead>
<tr>
<th>Algorithms</th>
<th>( N_{\text{pre}} )</th>
<th>( N_{\text{tree}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SD</td>
<td>( 8LT(MT)^2 )</td>
<td>( 4(2T - L)M^2L )</td>
</tr>
<tr>
<td>BSD</td>
<td>( 8N^3 )</td>
<td>( 8NLMT )</td>
</tr>
</tbody>
</table>

This section evaluates the bit error rate (BER) performance and complexity of the SD and the BSD through Monte Carlo simulations and the expressions in Section IV. In all cases, the SE enumeration and the complex-valued version of the algorithms have been used. Given that both the SD and the BSD provide exactly the same BER performance, only one plot is devoted to it. Fig. 1 shows the performance of both algorithms in a 2 x 2 system with 4-QAM and \( T = 8 \) as a function of the SNR per bit, \( E_b/N_0 = \log_{10}^{-1}(P)/\sigma^2 \). Channels with \( L = 2 \) and \( L = 3 \) taps per path following a uniform PDP, i.e., \( \sigma^2 = 1/L \) for \( l = 0, \ldots, L - 1 \), have been considered. It can be observed the diversity increase in the performance of the SD and the BSD as the number of taps in the channel increases. For comparison purposes, the performance of an uncoded OFDM system based on the IEEE 802.11n standard and using the SD per subcarrier has also been included. It can be seen how the performance of the OFDM system does not benefit from all the degrees of freedom of the frequency-selective channel, which matches the conclusions in [2].

Fig. 2(a) shows the number of operations of the two stages of the algorithms as a function of the block size \( T \). A 4 x 6 system with 16-QAM has bee considered where the channel has \( L = 3 \) taps per path following an arbitrary PDP. The number of operations of the preprocessing stage, \( N_{\text{pre}} \), and the lower bound of the number of operations of the tree search stage, \( N_{\text{tree}} \), are shown. The curves show the exact number of operations without discarding lower order terms. Dashed curves have been used to show the approximations performed in Section IV, i.e., \( N_{SD-pre} \) in (16) and \( N_{BSD-tree} \) in (22) but they appear exactly superimposed to the solid curves, showing the validity of those approximations. First of all, it can be seen how, as claimed in [5], the complexity of the preprocessing stage is greatly reduced in the BSD, in addition to being independent of the block size \( T \). However, the BSD has a higher tree search complexity than the SD, aspect that was not considered in [5] when proposing the BSD to reduce the complexity of the SD. The same trend can be observed in Fig. 2(b), which shows the number of operations of the two stages as a function of the number of antennas \( M = N \). A system with 16-QAM, blocks of size \( T = 10 \) and a channel with \( L = 3 \) taps per path have been considered. Noting that the results in Fig. 2 can be used to obtain the overall complexity of the algorithms in the high SNR regime (where the actual complexity of the tree search stage corresponds to the lower bound with high probability), two main conclusions can be drawn from them.

1) The BSD greatly reduces the complexity of the preprocessing stage compared to the SD as indicated in [5]. Thus, in the high SNR regime, the overall complexity of the BSD is dominated by \( N_{\text{tree}} \), whereas \( N_{\text{pre}} \) dominates the complexity of the SD. Clearly, by observing the results in Fig. 2, the BSD presents the lowest complexity in the high SNR regime, supporting the claim in [5].

2) However, we have seen how the preprocessing stage of the BSD has the side effect of modifying its tree search stage, increasing its complexity compared to that of the SD. Although that increase can be considered negligible at high
SNR, it needs to be studied closely in the low to medium SNR regime, where, with high probability, it is required to follow more than one path down the tree to find the ML solution [9].

Thus, Fig. 3(a) shows the average complexity of the tree search stage of the SD and the BSD as a function of the SNR per bit in a 2 × 2 system with 4-QAM. Each path in the channel is considered to have \( L = 3 \) taps following a uniform PDP. Block sizes of \( T = 4 \) and \( T = 8 \) time instants have been considered. It can be observed how the complexity of the tree search stages increases with decreasing SNR and with increasing block size. In particular, it can be observed how the BSD presents a considerably higher complexity, especially in the low to medium SNR regime, compared to the SD. Although the asymptotic minimum complexity of the tree search stage has not been plotted for clarity purposes, Table II shows \( N_{\text{tree}} \) for the different algorithms. It can be seen how, at medium to high SNR, the average complexity of the SD is very close to its lower bound while the average complexity of the BSD, even at high SNR, is still far from it. This is due to the fact that even if the first path followed down the tree in the BSD corresponds to the ML solution, additional operations need to be performed to calculate \( d_1 \) for all the other branches on that level to make sure that no other branch in the last level has a lower Euclidean metric. On the other side, the SD only requires a comparison of the Euclidean metric with the other stored metrics to assess whether that first path corresponds to the ML solution. This factor, together with the additional operations required to calculate \( z \) in the BSD, explain the considerable

### Table II

<table>
<thead>
<tr>
<th>( N_{\text{tree}} )</th>
<th>( T = 4 )</th>
<th>( T = 8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>SD</td>
<td>423</td>
<td>943</td>
</tr>
<tr>
<td>BSD</td>
<td>619</td>
<td>1,251</td>
</tr>
</tbody>
</table>

Fig. 2. Complexity of the preprocessing stage and minimum complexity of the tree search stage of the SD and the BSD (a) As a function of the block size \( T \) and (b) As a function of the number of antennas \( M = N \).

Fig. 3. Average (a) tree search complexity and (b) overall complexity of the SD and the BSD as a function of the SNR per bit in a channel with uniform PDP.
higher average complexity of its tree search stage compared to the SD. The effect of the preprocessing complexity is taken into account in Fig. 3(b), showing the average overall complexity of the algorithms in the same scenario. It can be seen how, looking at the average overall complexity, the BSD can be considered as an alternative to reduce the complexity of the SD in the high SNR regime, although the advantage reduces as the block size $T$ increases.

Since sorting the columns of the channel matrix has been successfully applied to reduce the complexity of the search stage of the SD in frequency-flat channels [9], Fig. 4 looks at the effect that sorting has on the SD in frequency-selective channels. A $2 \times 2$ system with 4-/16-QAM, $T = 8$ and $L = 3$ with uniform PDP has been considered. The V-BLAST-ZF ordering proposed in [9] for the SD and a sorting based on the sorted QR decomposition (SQRD) [27] have been applied. It can be seen how, in the frequency-selective case, sorting the columns of the channel matrix does not reduce the complexity of the tree search stage. In fact, the complexity is increased due to the fact that the sorted channel matrix does not necessarily have a block-Toeplitz structure, resulting in an increase in the number of operations as shown in Section IV-C. In order to illustrate that fact, the dashed curve labelled SD(1) shows the complexity of the SD when the full matrix $\mathbf{H}$ and no sorting are assumed. That curve can be used as a reference to see how the complexity does not change significantly by sorting the columns of the channel matrix. This result that, to the best of our knowledge, has not been previously reported in the literature, is of special importance since it indicates that the conclusions drawn for the SD in a frequency-flat environment do not necessarily apply to the frequency-selective case.

Fig. 5 looks at the complexity of the algorithms when a more realistic exponential PDP is considered. In particular, since not all the elements of $\mathbf{H}$ have the same variance, Fig. 5 looks at the differences in complexity if the QR or the QL decomposition are used. In particular, Fig. 5(a) shows the average complexity of the tree search stage of the SD and the BSD as a function of the SNR per bit in a $2 \times 4$ system with 16-QAM. Each path in the channel is considered to have $L = 3$ taps following an exponential PDP, i.e., $\sigma^2_l = e^{-l}/\sigma^2_{h_l}$ for $l = 0, \ldots, L - 1$ with $\sigma^2_{h_l} = \sum_{l=0}^{L-1} e^{-l}$. Blocks of size $T = 5$ time instants have been considered. First of all, the complexity of the SD is practically independent of whether the QR or the QL decomposition are used in this particular scenario. However, it can be observed how the complexity of the BSD increases dramatically if the more common QR decomposition is used compared to the QL decomposition. This effect is not present if a uniform PDP is considered. In the case of an exponential PDP, due to the different variances of the elements of $\mathbf{H}$, the order in which the matrix decomposition is performed has an effect in the complexity of the algorithm. For the SD algorithms, the effect is negligible given that the full matrix is used for both the QL and the QR decomposition. However, for the BSD, the QR is applied to $\mathbf{H}(L-1)$ while the QL is applied.
to $H(0)$. Clearly, since the first taps of $h_{i,j}$ contain more energy, it is beneficial, from a tree search perspective, to perform a QL decomposition on $H(0)$. This implies that the tree search of the BSD is performed on the upper part of $H$, from $i = 1$ to $i = MT$, which corresponds to the higher energy taps, thus reducing the number of paths that need to be searched to obtain the ML solution compared to the BSD with QR decomposition. The effect of the preprocessing complexity is taking into account in Fig. 5(b), showing the average overall complexity of the algorithms in the same scenario. It can be seen how the BSD with QL decomposition can be considered as an alternative to the SD to reduce the average overall complexity in the medium to high SNR regime.

Although the average overall complexity has been reduced if the BSD with QL decomposition is used in a channel with exponential PDP, the variance of that complexity also needs to be taken into account, especially from an implementation point of view. This is of especial importance given that in an actual communication system data needs to be processed in a fixed number of operations. In the case of the algorithms under study, the variance of the complexity is determined by the variance of the tree search complexity, due to the constant preprocessing complexity for a given system. Fig. 6 shows the CDF of the complexity exponent of the tree search stage for the SD and the BSD, using both QR and QL decomposition, in a $4 \times 4$ system with 4-QAM at $E_b/N_0 = 15$ dB. A block size $T = 6$ and the same channel as in Fig. 5 have been considered. It can be observed, looking at the slope of the CDF curves, that the variance of the tree search complexity of the BSD, even when the QL is used, is considerably larger than that of the SD. As stated above, this larger variance can represent a problem if the BSD is to be implemented in real time [28]. Another aspect that could not be observed in Fig. 5 is the fact that the average and the variance of tree search complexities of the SD is slightly larger if the QL decomposition is used instead of the QR decomposition in a channel with exponential PDP. It should be noted that no difference appears in any of the algorithms between the QR and the QL decomposition if a channel with uniform PDP is considered, since all the elements of $H$ have the exact same probability density function (pdf).

Hence, it has been shown how the main advantage of the BSD lies on its considerably lower preprocessing complexity compared to the SD. However, that lower preprocessing complexity has the side effect of increasing the complexity of the tree search. This represents an important disadvantage from an implementation point of view, given that the tree search has a variable complexity depending on the SNR. Thus, although the BSD can provide a lower overall complexity compared to the SD at very high SNR, that reduction turns into an increase at low to medium SNR or if the dimensionality of the problem ($M$, $N$, $T$, $L$, or $P$) increases. In any case, both algorithms have a variable overall complexity whereas actual communication systems require data to be processed at a constant rate. In order to overcome that problem, the approach presented in [26] to reduce the average and the variance of the tree search complexity of the SD could be combined with early-termination techniques [28] to achieve the required fixed complexity, accepting the consequent performance degradation.

It should also be noted that the results of the tree search complexity have been obtained for a relatively small block size ($T < 10$) in order to present accurate results for the BSD at low SNRs. Although the preprocessing complexity of the SD increases with the block size, the average and variance of the tree search complexity of the BSD suffer a comparatively larger increase with the block size compared to those of the SD, making the BSD more difficult to implement in practice. This fact, together with the results presented in this section, indicate that the SD still represents the most promising alternative to achieve ML performance in MIMO systems with frequency-selective channels.

VI. CONCLUSION

This paper has analyzed the complexity of two variants of the SD algorithm applied to the detection of MIMO systems in a frequency-selective environment. The joint detection performed for every transmitted block in a frequency-selective channel causes the preprocessing stage to have an important effect on the overall complexity of the SD given the $N K \times MT$ dimension of the equivalent channel matrix $H$. Although the BSD was briefly proposed in [5] to greatly reduce the preprocessing complexity, no study was made of the effect that reduction could have on the tree search complexity. Globally, this paper has shown that the preprocessing stage of the BSD has a very negative effect on the complexity of its tree search stage, reducing its relevance as an alternative to the original SD. Through Monte Carlo simulations, this paper has shown how the BSD results in a higher average tree search complexity compared to the SD, independent of the SNR. If we consider the average overall complexity of the algorithms in a channel with uniform PDP, the BSD yields the lowest average complexity only in the high SNR regime. In addition, it has been shown how the sorting of the columns of the channel matrix does not

2As an example of more realistic block sizes, the Global System for Mobile Communications (GSM) standard specifies a block size $T = 58$ [29].
help reduce the complexity of the tree search stage of the SD in frequency-selective channels.

In a more realistic frequency-selective environment where the channel taps follow an exponential PDP, the BSD has a considerably larger average overall complexity, except in the very high SNR regime. That complexity can be greatly reduced if the QL decomposition is applied to the preprocessing stage. Even in this case, the larger variance of the complexity of the tree search stage of the BSD compared to the preprocessing stage makes the BSD less suitable for hardware implementation where data needs to be processed in a fixed number of operations.

APPENDIX A
DERIVATION OF $N_{\text{SD-IO}}$

In order to calculate the number of operations of the preprocessing stage $N_{\text{SD-IO}}$, we first consider the QR decomposition of $\mathbf{H}$ and divide the analysis in the number of NO and IO. For that purpose, we take into account that the number of elements of the $i$th column of $\mathbf{Q}_1$, always different from 0 is $N(L + [i/M] - 1)$ for $i = 1, \ldots, MT$ and that the number of elements of each column of $\mathbf{H}$ always different from 0 is $NL$. Thus, the number of NO can be written as

$$N_{\text{SD-NO}} = M \sum_{m=1}^{T} 6N(L + m - 1) = 3N(2L + T - 1)MT. \tag{23}$$

Considering now the IO, we divide the number of operations $N_{\text{SD-IO}}$ in two terms, the number of operations related to line 6 of Algorithm 1, $N_{\text{SD-IO-6}}$, and the number of operations related to line 7 of Algorithm 1, $N_{\text{SD-IO-7}}$. Although the number of elements of the $i$th column of $\mathbf{Q}_1$, always different from 0 is $N(L + [i/M] - 1)$, that value is just $NL$ at the beginning of the algorithm. Thus, assuming $T > L$, $N_{\text{SD-IO-6}}$ can be divided in the following terms:

1) the number of operations between pairs of columns $(i, j)$ of $\mathbf{Q}_1$, where $[i/M] \neq [j/M]$, i.e.,

$$N_{\text{IO-1}} = \sum_{m=1}^{T} \sum_{n=1}^{M} (M - n)(8N(L + m - 1) - 2); \tag{24}$$

2) the number of operations between pairs of columns $(i, j)$ of $\mathbf{Q}_1$, where $[i/M] \neq [j/M]$ and $\text{mod}(i, M) = 1$, with $\text{mod}(i, M)$ representing the modulo operation. This number of operations $N_{\text{IO-2}}$ is given by

$$N_{\text{IO-2}} = \sum_{m=1}^{T} M(M - 1)(L - 1)(8N(L + m - 1) - 2)$$

$$+ \sum_{m=T-L+2}^{T} M(M - 1)(T - m)(8N(L + m - 1) - 2); \tag{25}$$

3) the number of operations between pairs of columns $(i, j)$ of $\mathbf{Q}_1$, where $[i/M] \neq [j/M]$ and $i = 1$, i.e.,

$$N_{\text{IO-3}} = \sum_{m=1}^{L-1} M(8N(L - m) - 2); \tag{26}$$

4) finally, the number of operations between pairs of columns $(i, j)$ of $\mathbf{Q}_1$, where $[i/M] \neq [j/M]$, $\text{mod}(i, M) = 1$ and $i \neq 1$. This number of operations $N_{\text{IO-4}}$ is given by

$$N_{\text{IO-4}} = \sum_{m=2}^{T-L+1} (M(L - 2)(8N(L + m - 1) - 2) + M(8N - 2))$$

$$+ \sum_{m=T-L+2}^{T} M(T - m)(8N(L + m - 1) - 2). \tag{27}$$

Combining (24)–(27), the number of operations $N_{\text{SD-IO-6}}$ can be directly written, due to space constraints, as

$$N_{\text{SD-IO-6}} = N_{\text{IO-1}} + N_{\text{IO-2}} + N_{\text{IO-3}} + N_{\text{IO-4}} \approx 2N(2L - 1)(MT)^2$$

$$+ 4N(L - 1)MTML - \frac{4N}{3}(2L - 3)(ML)^2 \tag{28}$$

where the lower order terms have been discarded.

Equivalently, also assuming $T > L$, $N_{\text{SD-IO-7}}$ can be divided in the following terms:

1) the number of operations between pairs of columns $(i, j)$ of $\mathbf{Q}_1$, where $[i/M] = [j/M]$, which can be written as

$$N_{\text{IO-1}} = \sum_{m=1}^{T} \sum_{n=1}^{M} 8N(M - n)(L + m - 1); \tag{29}$$

2) the number of operations between pairs of columns $(i, j)$ of $\mathbf{Q}_1$, where $[i/M] \neq [j/M]$, which can be written as

$$N_{\text{IO-2}} = \sum_{m=1}^{T-L+1} 8NM^2(L - 1)(L + m - 1)$$

$$+ \sum_{m=T-L+2}^{T} 8NM^2(T - m)(L + m - 1); \tag{30}$$

Combining (29) and (30), the number of operations $N_{\text{SD-IO-7}}$ can be directly written as

$$N_{\text{SD-IO-7}} = N_{\text{IO-1}} + N_{\text{IO-2}} \approx 2N(2L - 1)(MT)^2$$

$$+ 4N(L - 1)MTML - \frac{4N}{3}(2L - 3)(ML)^2 \tag{31}$$
where the lower order terms have been discarded. Combining (28) and (31), we obtain

\[
N_{SD-IO} = N_{SD-IO-6} + N_{SD-IO-7} \\
\approx 4N(2L - 1)(MT)^2 \\
+ 8N(L - 1)MTML \\
- \frac{8N}{3}(2L - 3)(ML)^2.
\]  

(32)

Comparing (32) to (23), it can be seen that \(N_{SD-IO-6}\) can be discarded compared to \(N_{SD-IO}\). Thus, the number of operations of the QR decomposition can be approximated as

\[
N_{SD-QR} \approx N_{SD-IO}.
\]

Considering now the computation of \(\vec{w}\), and given the 0-matrix blocks within \(Q_1\), the number of operations required is

\[
N_{SD-\vec{w}} = M \sum_{m=1}^{T} (8N(L + m - 1) - 2) \\
= 4N(2L + T - 1)MT - 2MT.
\]  

(33)

Again, comparing (33) to (32), it can be seen that \(N_{SD-\vec{w}}\) can be discarded compared to \(N_{SD-QR}\) which results in the approximation of \(N_{SD-\vec{w}}\) indicated by (16).

**APPENDIX B**

**DERIVATION OF \(N_{SD-\vec{w}}\)**

Considering the block-Toeplitz structure of \(H\), the total number of operations required to obtain all \(z_i\) for \(i = MT, \ldots, 1\), if only one path is followed by the SD, can be written, assuming \(T > L\), as

\[
N_{SD-\vec{z}} = T \sum_{m=1}^{M} 8(m - 1) \\
+ \sum_{\alpha=1}^{T} \min(8M^2(L - 1), 8M^2(n - 1)).
\]  

(34)

The term \(\alpha\) in (34) can be obtained writing

\[
\alpha = \sum_{n=1}^{T-L+1} 8M^2(L - 1) \\
+ \sum_{n=T-L+2}^{T} 8M^2(T - n) \\
= 4(L - 1)M^2(2T - L).
\]  

(35)

Then, replacing \(\alpha\) in (34) by (35) and evaluating (34) yields the result in (18).

**APPENDIX C**

**DERIVATION OF \(N_{BSD-\vec{z}}\)**

The total number of operations required to obtain all \(z_i\) for \(i = MT, \ldots, 1\), if only one path is followed by the BSD, can be obtained considering the following three terms:

1) the number of operations required to obtain \(\vec{y}'\), as shown by (9),

\[
N_1 = \sum_{m=1}^{T} \min(8NM(L - 1), 8NM(m - 1)) \\
= 4(L - 1)NM(2T - L)
\]  

(36)

which has been obtained using the approach employed in (35) to calculate \(\alpha\), also assuming \(T > L\);

2) the number of operations required to obtain \(\bar{W}(k)\) for \(k = 0, \ldots, T - 2\) in (10), which corresponds to

\[
N_2 = (T - 1)N_{BSD-\vec{w}} = (T - 1)(8NM - 2M)
\]  

(37)

i.e., \(T - 1\) times the number of operations required to calculate \(\vec{W}(T - 1)\);

3) the number of operations required to obtain \(z_i\) once \(w_i\) is available, as shown by (14),

\[
N_3 = T \sum_{m=1}^{M} 8(m - 1) = 4MT(M - 1)
\]  

(38)

which has been obtained taking into account the block-diagonal structure of \(R'\).

Combining (36)–(38), \(N_{BSD-\vec{z}} = N_1 + N_2 + N_3\) yields the result in (20).
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