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Abstract—Polarimetric information is beneficial for enhancing

the imaging quality of computational imaging systems. However,
the hardware that can extract the polarimetric information in a
computational polarimetric imaging (CPI) system remains heavily
unstudied. Thus, in this paper, a hyperuniform frequency-diverse
metacavity transceiver (HFDMT) that is capable of retrieving the
polarimetric information throughout the K-band is proposed. The
proposed HFDMT is a metacavity etched with cross-shaped irises
arranged in a hyperuniform distribution. The transmitter and the
receiver of a conventional CPI system are replaced by two isolated
ports of the HFDMT, which significantly simplifies the hardware
architecture. Firstly, to satisfy the requirements for extracting the
polarimetric information while sustaining the high efficiency and
the frequency-diversity, the cross-shaped iris is proposed. The
cross-shaped iris working efficiently and independently under two
orthogonal polarizations also exhibits frequency-diverse radiation
responses. Moreover, to improve the spatial-orthogonality of the
measurement modes, the hyperuniform distribution is adopted to
arrange the irises. Using the hyperuniform distribution results in
up to 33% increase in the number of useful measurement modes
under different signal-to-noise ratios, as compared to the uniform
distribution. Then, the performance of the HFDMT is evaluated.
The S-parameters demonstrate that the HFDMT exhibits good
impedance match and high port isolation characteristics. In total
600 measurement modes with correlation coefficients lower than
0.35 are obtained from 18 to 26 GHz. Finally, a prototype is
fabricated. The 3D CPI feasibility using the proposed HFDMT is
verified by both full-wave simulations and measurements.

Index Terms— Hyperuniform; frequency-diverse; metacavity;
transceiver; computational polarimetric imaging.
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I. INTRODUCTION
OMPUTATIONAL imaging (CI) has gained great traction due
to its potential in microwave imaging applications, such as

security screening, through-the-wall imaging, autonomous
driving, etc. [1-5]. Unlike conventional imaging systems such
as the synthetic aperture radar (SAR) or the phased array radar
(PAR), no raster scanning mechanism is needed under the CI
scheme, which relaxes the hardware constraints and improves
the data acquisition efficiency [6-9]. In an ideal CI scenario, the
scene is illuminated by a set of orthogonal measurement modes
[9] and the target information is compressed into the echoes.
The echoes are detected by the receiver, from which the scene
is reconstructed by solving an inverse problem [10, 11].
To meet the requirements of CI, various types of metasurface

antennas (MAs) that can generate spatially-orthogonal radiated
fields have been proposed [9]. According to its working
mechanism, the MAs can be divided into the frequency-diverse
MA (FDMA) [10-14] and the dynamic MA (DMA) [15-19].
The FDMA can generate diverse radiated fields to encode the
scene information by means of a simple frequency sweep,
which is commonly realized via metamaterial elements with
different resonance features or diverse feeding structures [10,
12]. As for the DMA modalities, spatially varying radiation
fields can be obtained not only at different working frequencies,
but also under different modulation states [19]. The DMA
method offers a greater design flexibility but comes with the
cost of increased hardware complexity.
In the conventional CI regime, the information retrieved by

the MA only contains the scalar information of the scene, which
restricts the quality of the reconstructed image. To improve the
imaging quality, an additional set of information, namely the
polarimetric information, can be utilized to reveal the target
geometrical characteristics [20-22]. This method is called the
computational polarimetric imaging (CPI). For a CPI-oriented
MA, radiated fields should have two orthogonal polarization
states to acquire the polarimetric information. The over-sized
cavity-backed FDMA [20, 21] and the two-dimensional DMA
[22] have been proposed to validate the feasibility of the MA-
based CPI. However, most of these works primarily focus on
the theoretical framework of CPI, leaving a significant lack of
understanding on the MA design for CPI. In addition, to make
CPI a feasible alternative to conventional imaging modalities,
new imager topologies improving key system metrics, such as
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Fig. 1 The architecture of the MA-based 3D CPI.

hardware complexity, practicality and form-factor, are needed.
Aiming to propose a new topology for a CPI-oriented imager,

a hyperuniform frequency-diverse metacavity transceiver (HF-
DMT) is presented in this paper. The proposed HFDMT is a
metacavity [23] etched with cross-shaped irises arranged in a
hyperuniform distribution. The hyperuniform distribution is an
array unit distribution way evolving through natural selection,
which is a disordered solution to the array design [24, 25]. The
hyperuniform distribution can increase the randomness, which
is validated in radar cross section (RCS) reduction applications
[26]. The frequency-diversity of the proposed new topology is
improved by using the random metasurface, the cross-shaped
iris, and the hyperuniform distribution. Moreover, to simplify
the architecture, the transmitter and the receiver are replaced by
the two ports of the HFDMT, multiplexing the same aperture.
The proposed HFDMT topology addresses the challenge of
balancing hardware complexity, integrability and practicality,
offering a promising hardware solution for CPI applications.
The rest of this paper is organized as follows. In Section II,

the HFDMT-based CPI process is introduced, which specifies
the hardware requirements. In Section III, the HFDMT design
is introduced in detail. Firstly, a random metasurface providing
varying reflection responses at different frequencies and under
orthogonal polarization states is designed. Then, a cross-shaped
iris exhibiting diverse radiation characteristics both at different
working frequencies and under orthogonal polarization states is
proposed. Finally, the hyperuniform distribution is utilized to
arrange the designed irises. In Section IV, the performance of
the proposed HFDMT is evaluated, including the reflection
coefficients (S11 and S22), the transmission coefficient (S21), the
singular values (SVs) and the correlation coefficients (CCs) of
measurement modes. In total 600 measurement modes with
CCs lower than 0.35 are obtained from 18 to 26 GHz. In
Section V, the CPI simulations and experiments are carried out
and the target images are reconstructed in a three-dimensional
(3D) imaging region under different conditions. In Section VI,
the paper is concluded.

II. COMPUTATIONAL POLARIMETRIC IMAGING

In a MA-based CPI system, as shown in Fig. 1, the electric
field (�) radiated by the transmitter (Tx) is used to illuminate
the imaging region and the scattered field is captured by the

Fig. 2 Schematic diagram of the proposed HFDMT.

receiver (Rx) [22]. Following the first Born approximation [27],
the detected signal can be expressed as:

�(��) = �=1
�

�=1
� ���� (��, ��)��(��)��(��, ��)� (1)

where� and � refer to the number of working frequencies and
scene voxels. �(�, �) denotes radiated fields propagated to the
imaging region. [·]� is the transpose operation. ��(�) represents
the susceptibility tensor, which is a 3 × 3 matrix containing all
the interaction information between the �� and the �� over the
imaging region [20].
The radiated fields can be calculated through the near-field to

far-field transformation �(�, �) = �(�', �)�(�', �, �) [28, 29].
As shown in Fig. 1, � is a 3 × 1 vector ([��; ��; ��]) denoting
the 3D aperture field, �' refers to the position vector of a virtual
dipole element (i.e., magnetic dipole calculated from � [29]),
and � represents the position vector from the origin to a voxel in
the imaging region [21]. �(�', �, �) is the Green’s function.
For simplification, (1) can be written into a matrix form as:

�(�1)
�(�2)
⋮

�(��)

=

��(�1, �1) ��(�1, �2)
��(�2, �1) ��(�2, �2)

⋯ ��(�1, ��)
⋯ ��(�2, ��)

⋮ ⋮
��(��, �1) ��(��, �2)

⋱ ⋮
⋯ ��(��, ��)

��(�1)
��(�2)
⋮

��(��)

(2)

where �(��) refers to the detected signal at frequency ��, �� ∝
�� ��� is the measurement mode matrix and ��(��) denotes the
susceptibility tensor of the ��ℎ scene voxel. To ensure that all
detections are effective, the � should ideally be of the same
amplitude level. This would ensure that the measured signal �
can fully benefit from the orthogonality of the �� when all
detections exhibit similar response amplitudes. By employing
the least-squares (LS) algorithm to solve an ill-conditioned
inverse problem, the target image for CPI can be reconstructed
on nine polarization bases (���, where �, � = �, �, �) [20-22].
Although the MA-based CPI is simpler than the array-based

CPI, at least one Tx and one Rx are still required, which puts a
burden on the system calibration [3, 9, 20, 30]. Thus, for further
simplification, the HFDMT multiplexing the aperture as shown
in Fig. 2 is proposed in this paper. Because the radiated field
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patterns would be different when fed by different ports [31, 32],
two orthogonal feed ports are used to replace the Tx and the Rx
as shown in Fig. 2. In this architecture, the Tx and the Rx are
merged into the HFDMT while maintaining the low-correlated
measurement modes, which means the HFDMT can share the
same CPI algorithm with the MA. Nevertheless, the integration
also introduces new requirements on the port isolation and the
disparity between orthogonal-polarized measurement modes at
the same frequency, which should be considered in the imager
design.

III. DESIGN OF THE HFDMT
According to the aforementioned analysis, the imager should

be capable of generating spatially-orthogonal radiated fields at
different frequencies, under orthogonal polarizations as well as
when excited through different ports. Moreover, the isolation of
different ports should be high enough to avoid the interference.
Hence, the HFDMT shown in Fig. 2 is proposed.
The proposed HFDMT is a compact metacavity etched with

different cross-shaped irises in a hyperuniform distribution. A
metasurface with high-dispersion characteristics is placed on
the bottom of the metacavity to realize the frequency-diversity.
Owing to the adoption of frequency-diverse metasurface and

the hyperuniform distribution, the HFDMT can generate 600
measurement modes within the working bandwidth, which is
creditable considering its limited size [33].

A. Design of the Frequency-Diverse Metacavity
The 3D aperture field of a metacavity-backed imager can be

expressed as:

�(��', �) = �=1
� ��(��', �) �(��', �)� (3)

where ��(��', �) , referred to as the radiation vector (RV),
represents the modulation introduced by the ��ℎ radiating iris
locating at ��' . ��(��', �) , referred to as the excitation vector
(EV), denotes the source filed projected onto the top surface of
the metacavity. In order to generate different radiated fields at
different frequencies, the RV and/or the EV should vary with
the frequency. In this paper, the RV and the EV are provided by
the cross-shaped iris and the metacavity, respectively.
Here, we firstly focus on achieving frequency-diverse EVs. In
our previous work [20, 21], an electrically over-sized cavity
with a size of 21� × 21� × 11� (� is the free-space wavelength
at its central frequency 24 GHz) has been proven qualified for
this purpose. The EV diversity of an electrically over-sized
cavity is from the modulation of random irregular structures in
the cavity. The irregular and convex boundaries can induce the
degeneration of the inherent resonant modes, thereby achieving
different EVs at different working frequencies [20]. However,
the performance of this method is closely tied to the cavity size.
In other words, if the cavity size is limited, the number of useful
measurement modes would significantly decrease. To address
this challenge, an alternative metacavity architecture exhibiting
competitive frequency-diversity with a compact size has been
proposed in [23]. By employing a high-dispersion random
metasurface, the EV of a metacavity would vary with the

Fig. 3 Basis metamaterial elements across the random metasurface. (a)
Element topologies with dimensions; (b) Reflection phases of each
element under orthogonal polarization states; Reflection phases when
changing (c) the structural parameter, and (d) the scale factor.

operating frequency. However, the requirements of different
reflection responses under different polarization states were not
considered in [23]. Furthermore, the radiation iris topology in
[23] is not suitable for CPI due to the unevenness of radiated
fields under different polarization states. Therefore, regarding
the CPI requirements, the metacavity in this work is totally
different from that in [23].
In this paper, a size-limited (8 � × 8 � × 4� ) metacavity is

proposed to achieve the frequency-diverse EVs. Additionally,
in view of the requirement on the difference between radiated
fields under different polarizations, the metacavity should also
exhibit dual-polarized radiation characteristics, constituting a
new requirement on the metacavity architecture. In summary,
the random metasurface, as the vital part of the metacavity,
should exhibit different responses at different frequencies as
well as under different polarizations.
Consequently, four kinds of metamaterial elements as shown

in Fig. 3(a) are used as the basis elements to design the random
metasurface. Following the metacavity design principle in [23],
the reflection responses of these metamaterial elements should
be different at different frequencies. Moreover, considering the
dual-polarization requirement of CPI, each element should also
have different reflection responses under different polarizations.
The reflection phases of four basis metamaterial elements are
shown in Fig. 3(b). It is evident that each element has its own
frequency-polarization-diverse reflection phase. Furthermore,
the reflection response of the same kind of element can also be
altered by changing the structural parameters (i.e., ‘Variable’ in
Fig. 3(a)) or assigning different scale factors [23, 34]. Here, as
an example, and without loss of generality, we can consider the
element 3. As shown in Fig. 3(c), when changing the gap width
(see ‘Variable’ in Fig. 3(a)) from 0.1 to 0.5 mm, the reflection
phases are altered. Likewise, when assigning different scale
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Fig. 4 Normalized reflected electric fields of the random metasurface
at 22 GHz under (a) x-polarization, (b) y-polarization; at 22.05 GHz
under (c) x-polarization, (d) y-polarization; The CCs of the radiated
fields of the HFDMT (e) without the random metasurface; (f) with the
random metasurface.

factors to the element, as shown in Fig. 3(d), the reflection
phases are also changed. Finally, the random metasurface is
achieved by randomly placing different kinds of metamaterial
elements with different structural para- meters and scale factors
over the aperture.
The reflected electric fields of the random metasurface are

shown in Fig. 4. From Figs. 4(a) and 4(b), we can conclude that
the random metasurface exhibits different reflection responses
under different polarization states. Figs. 4(a) and 4(c) prove that
the reflection response of the random metasurface also varies
with the operating frequency. In order to validate the advantage
of loading the HFDMT with the random metasurface, the CCs
of the HFDMT radiated fields with and without the random
metasurface are evaluated. From the comparison between the
Figs. 4(e) and 4(f), it is evident that the CCs of radiated fields at
adjacent working frequencies are significantly decreased after
loading the HFDMT with the random metasurface.
In conclusion, loading the HFDMT with the random metasur-

face plays a crucial role in enabling the metacavity to provide
varying EVs at different frequencies, laying a foundation for
generating frequency-diverse radiated fields.
As for the feeding structure, high isolation of two feed ports is

required to avoid the interference. Therefore, two orthogonal
standard WR42 waveguide ports are utilized as shown in Fig. 2,
whose inner cross section is 10.668 mm×4.318 mm. The size of
the metacavity is 100 mm × 100 mm × 50 mm (8� × 8� × 4�).

Fig. 5 (a) Schematic and (b) radiated power of the cross-shaped iris; (c)
Schematic and (d) radiated power of the circular iris; (e) Schematic
and (f) radiated power of the slot iris.

B. Design of the Cross-Shaped Iris
According to (3), another factor that influences the aperture

field � is RV. In order to provide frequency-diverse RVs, the
iris should exhibit different radiation characteristics at different
frequencies. Besides, taking into account the dual-polarization
requirement, the iris should be able work independently under
different polarization states. A four-port waveguide structure as
shown in Fig. 5 is used as the excitation to evaluate the irises.
The center-etched iris would work under different polarization
states when it is fed through port 1 or port 3, respectively. To
ensure a fair assessment of different irises, the input power is
standardized at 0.5 W.
Considering the aforementioned analyses, a cross-shaped iris

as shown in Fig. 5(a) is proposed. The cross-shaped iris consists
of two perpendicular arms with different lengths. As shown in
Fig. 5(b), when feeding through port 1, the frequency at which
the highest radiated power occurs varies as a function of the
length of Arm1 (see in Fig. 5(a)), while changing the length of
Arm2 does not affect the radiation response in this polarization
basis. Due to the symmetry of the cross-shaped iris, similar
phenomena can be observed when feeding through port 3. It can
be seen from the analysis shown in Fig. 5(b) that the maximum
radiated power is 0.25 W. From Fig. 5(b), we can conclude that
the cross-shaped iris is able to offer different RVs at different
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Fig. 6 Layout of the (a) cross-shaped iris-based, (b) circular iris-based,
and (c) slot iris-based UFDMTs; CCs of the radiated fields generated
by the (d) cross-shaped iris-based, (e) circular iris-based, and (f) slot
iris-based UFDMTs; (g) Radiation efficiencies of the three UFDMTs.

frequencies and under different polarizations when the length
of Arm1 and Arm2 are controlled independently. Consequently,
if different lengths are randomly assigned to different irises, the
RVs would be frequency-diverse under two polarization states.
To ensure that the radiated fields at each frequency are of the
same level, the arm length is chosen with equal probability
from 6.5 to 8.5 mm.
Compared to our previous iris designs, such as the circular

iris [20] shown in Fig. 5(c) and the slot iris [23] shown in Fig.
5(e), the cross-shaped iris is more suitable for CPI applications.
As shown in Fig. 5(d), the circular iris can radiate uniformly
within the operating bandwidth. However, the circular iris has
similar radiation performance at different working frequencies.
Hence, the frequency-diversity of a circular iris-based cavity
imager only relies on the EV, which results in the reduction of
frequency-diversity. As for the slot iris shown in Fig. 5(e), it is
rotated by 45° for the dual-polarized radiation. Though the slot
iris exhibits the frequency-diverse characteristic, its radiated
power, as shown in Fig. 5(f), is lower than the cross-shaped iris.
To prove the advantage of the cross-shaped iris, as shown in

Fig. 6, three uniform frequency-diverse metacavity transceivers
(UFDMTs) are modeled in CST Microwave Studio. The only
difference among the three UFDMTs lies in the structure of the
iris. From Figs. 6(d), 6(e) and 6(f), it is evident that the CCs of
the radiated fields generated by the circular iris-based UFDMT
are higher than those of the radiated fields generated by the
cross-shaped iris-based and the slot iris-based ones at adjacent
frequencies. The comparison proves that the cross-shaped
iris-based and the slot iris-based UFDMTs have better

Fig. 7 (a) The random distribution; (b) The hyperuniform distribution;
Structure factors of the (c) random distribution and (d) hyperuniform
distribution.

frequency-diversity, which is in consistent with the analyses of
irises in Fig. 5. The simulated radiation efficiencies of three
UFDMTs are shown in Fig. 6(g). The radiation efficiencies of
the cross-shaped iris-based and the circular iris-based UFDMTs
are markedly higher than the slot iris-based one. From Fig. 6(g),
the radiation efficiencies of the cross-shaped iris-based and the
circular iris-based UFDMTs are comparable. This is because
the cross-shaped iris radiates less efficiently outside its design-
ated working frequencies (see Fig. 5(b)), whereas the circular
iris maintains similar radiation performance across a broadband
range consistently (see Fig. 5(d)). Therefore, from the aperture
synthesis, the radiation efficiencies of the two cases are similar.
In conclusion, considering both the frequency-diversity and

the radiation efficiency, the cross-shaped iris exhibits the best
performance and it is finally adopted in this paper.

C. Hyperuniform Distribution
The iris positions, ��' in (3), also influence the synthesis of

the aperture field �. However, there is limited state-of-the-art
research on improving the diversity through the iris distribution.
Therefore, the hyperuniform distribution is studied and adopted
to improve the performance of the HFDMT.
The concept of “hyperuniform” is used to describe a random

point distribution in d-dimensional Euclidean space ℝ�, whose
number variance ��2 (�) within a spherical sampling window of
radius � increases at a rate slower than the window volume, i.e.,
�� [25, 26, 35, 36]. In Fourier space, hyperuniformity means
that the structure factor �(�) will vanish when � approaches
zero [36], that is:

���
� →0

�(�) = 0 (4)

The structure factor �(�) for a � points configuration can be
obtained directly from the point positions �1, �2,⋯, �� as:
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Fig. 8 (a) Uniform distribution and hyperuniform distribution; (b) The
normalized singular values of measurement modes generated under
the uniform distribution and the hyperuniform distribution.

�(�) = 1
� �=1

� ���∙���
2

(5)

where � is the total number of points (under periodic boundary
conditions), � is the wave vector associated with the system and
boundary conditions.
From the sketch map of HFDMT in Fig. 2, the cross-shaped

irises are arranged over the two-dimensional (2D) aperture. So
only the 2D hyperuniform distribution is applied in this paper.
In this case, � = (2���/��, 2���/��), where ��, �� ∈ ℤ, ��, ��
are the side lengths of the distribution area. The hyperuniform
distribution can be generated through the collective coordinate
approach [37-40]. Fig. 7 presents the random distribution and
the hyperuniform distribution and their corresponding structure
factors. It is hard to discern the hyperuniformity from the point
distributions, however, the structure factors are dramatically
different. Therefore, the structure factor is preferred to describe
the hyperuniform distribution [25, 36].
To describe the degree of the point distribution randomness,

the constraint factor � = �(�)/2� is introduced, which is the
ratio of the constrained degrees of freedom to the total number
of degrees of freedom [36]. The larger the � value is, the more
uniform the point distribution is [39]. Generally, if � ≤ 0.5, the
point distribution belongs to the disordered regime. However,
this threshold changes depending on the number of points [36].
In this paper, an 81-point hyperuniform distribution with the

constraint factor � = 0.494 is generated as shown in Fig. 8(a).
In order to demonstrate the performance improvement achieved
by adopting the hyperuniform distribution, the normalized SVs
of the measurement modes generated by the UFDMT (uniform
distribution) and the HFDMT (hyperuniform distribution) are
evaluated in Fig. 8(b). The SV curve is used to evaluate the
spatial-orthogonality of the measurement modes from a signal
processing aspect [41]. A SV curve exhibiting a flat response
suggests the spatial-orthogonality of the measurement modes
[41]. In other words, it is desired that the SV curves in Fig. 8(b)
have a flatter response to maximize the orthogonality of the
measurement modes. In view of this, it is evident from Fig. 8(b)
that the quality of the measurement modes generated under the
hyperuniform distribution is significantly improved compared
to those generated under the uniform distribution. A quantita-
tive assessment of Fig. 8(b) reveals that the number of useful
measurement modes generated under the hyperuniform distri-
bution is increased by up to 33% under different signal-to-noise

Fig. 9 (a) S parameters; (b) SVs of the measurement modes; Measured
CCs (c) at different frequencies and (d) under orthogonal polarization
states; Simulated radiation patterns (e) at different frequencies and (f)
under orthogonal polarization states.

ratios (SNRs) compared to the uniform distribution. In parti-
cular, the numbers of useful measurement modes are increased
by 32.85% and 10.28% when the SNRs are 10 dB and 20 dB,
respectively. In the context of this analysis, the useful measure-
ment modes are defined as the modes that remain above the
system SNR level [11].
In summary, the performance of a metacavity-based imager

would be influenced by the EV, the RV, and the iris distribution.
By utilizing the random metasurface, the cross-shaped iris, and
the hyperuniform distribution, the HFDMT is achieved.

IV. SIMULATIONS AND MEASUREMENTS

In this section, the performance of the proposed HFDMT is
evaluated. As shown in Fig. 9(a), the reflection coefficients of
the orthogonal feed ports (i.e., S11 and S22) are around or under
-10 dB within the operating bandwidth, which means the
HFDMT has a good impedance-matching response at its input
ports. Besides, the transmission coefficients (i.e., S21) between
two feed ports are around or under -20 dB across the entire
bandwidth, which verifies the high isolation between the two
ports. The SV curves shown in Fig. 9(b) exhibit a good
agreement between the simulated and the measured results. The
CCs of the measurement modes at different frequencies, as
shown in Fig. 9(c), are lower than 0.35, demonstrating the
frequency-diversity. Moreover, as shown in Fig. 9(d), the CCs
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Fig. 10 Configuration of the HFDMT-based 3D CPI.

Fig. 11 Reconstructed PSF patterns under (a) the yy-basis and (b) the
xx-basis. The PSF curves along (c) the x-axis (cross-range axis) and (d)
the z-axis (range axis).

of measurement modes under two orthogonal polarizations are
lower than 0.26, validating their differences under different
polarizations. Furthermore, to verify that the radiated fields are
of the similar amplitude level under different conditions (i.e.,
frequency, polarization, and feed port), the φ = 0° slice of the
simulated radiation patterns at different frequencies and under
different polarization states are shown in Figs. 9(e) and 9(f).
Figs. 9(e) and 9(f) show that all the radiation patterns are
fluctuating at the same level. The difference in the fluctuations
proves the diversity of measurement modes, which is important
for the CPI imager.
In conclusion, according to the simulated and the measured

results, the designed HFDMT is well-fed and a high-isolation
between two ports is achieved within the working bandwidth.
The SV pattern becomes flatter by adopting the hyperuniform
distribution, proving the spatial-orthogonality improvement of
the measurement modes. The CCs of 600 measurement modes
are lower than 0.35, sufficient for CPI [20-22].

V. 3D IMAGING SIMULATION AND EXPERIMENT

In order to validate the feasibility of the proposed HFDMT,
the CPI simulations and experiments are implemented in this
section. As depicted in Fig. 10, port 1 and port 2 of the HFDMT
are used as the transmitting and receiving port, respectively.
The imaging distance is 16 cm and the imaging region is 20
cm×20 cm×4 cm in the x-, y-, and z-direction. The theoretical
cross-range (xy-plane) resolution is 1.13 cm at 18 cm, and the
theoretical range (z-axis) resolution is 1.875 cm following their
definitions given as:

��� =
��0
2�

(6)

�� =
�
2�

(7)

where � is the imaging distance, � is the aperture size, �0 is the
free space wavelength at the central frequency, � is the speed of
light and � is the working bandwidth.
The point spread function (PSF) patterns are analyzed to

validate the resolution [42]. As shown in Figs. 11(a) and 11(b),
the PSF patterns are reconstructed under different polarization
bases. The PSF curves are also presented for the cross-range
and the range in Figs. 11(c) and 11(d). From Fig. 11, the
simulated cross-range and range resolutions are 1.19 cm and
1.87 cm, confirming the above theoretical calculations.

A. 3D Imaging through CST Simulations
Following the characterization of the resolution limits, we

firstly study the 3D CPI concept in CST. The full-wave CST
simulation-based 3D imaging is divided into three steps as:
Step 1: Set the E-field monitors at the near-field region of the

HFDMT from 18 to 26 GHz with a step width of 10 MHz. The
obtained E-field data are the aperture fields (�). Utilizing the
near-field to far-field transformation [29], the radiated fields at
the imaging region (�) can be calculated. Alternatively, we can
directly set the E-field monitors at the imaging region to
acquire the radiated fields (�). However, this will occupy more
calculation resources and take longer time.
Step 2: Run the simulation without any targets, and acquire

the transmission coefficient (�'21) that contains all information
of the background.
Step 3: Run the simulations with the target, and acquire the

transmission coefficient (�21) containing both the background
and the target information. The detected signal � in (2) can be
calculated by subtracting �'21 from �21 . That is � = �21 − �'21 .
Then, according to the analysis in Section II, the target image
can be reconstructed.
Following the aforementioned process, as shown in Fig. 10,

the 3D imaging simulation is carried out in CST. Two identical
square patch targets with a side length of 3 cm are placed in the
imaging region without overlap. The imaging distances of the
two targets in the xy-plane are 17 cm and 19 cm, respectively.
The imaging region is divided into 2205 (21×21×5 in x-, y-
and z-direction) imaging voxels with the side length of 1 cm,
which is selected in accordance with the calculated ��� in (6).
The imaging simulations are implemented using the UFDMT
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Fig. 12 Reconstructed images of the 3D imaging in CST simulations.
Under 20 dB SNR using the (a) HFDMT and the (b) UFDMT; Under
10 dB SNR using the (c) HFDMT and the (d) UFDMT.

and the HFDMT, respectively. The only difference between
two modalities lies in the iris distribution. From the evaluation
of SVs shown in Fig. 8(b), the measurement mode quality of
the HFDMT is better than that of the UFDMT. The simulations
are carried out under different SNRs to prove the performance
improvement resulting from the hyperuniform distribution. As
shown in Figs. 12 (a) and 12(b), when the SNR is 20 dB, both
the HFDMT and the UFDMT can reconstruct two targets with
high quality. However, when the SNR decreases to 10 dB, the
HFDMT can achieve better imaging quality than the UFDMT
as shown in Figs. 12 (c) and 12(d). This is because when the
SNR decreases from 20 dB to 10 dB, as shown in Fig. 8(b), the
number of useful measurement modes of the HFDMT reduces
from 590 to 368, and the number of useful measurement modes
of the UFDMT reduces from 535 to 277. Due to a significant

Fig. 13 Reconstructed 3D images based on CST simulations. Using the
HFDMT (a) with the random metasurface and (b) without the random
metasurface.

drop in the number of useful measurement modes, the UFDMT
imaging quality decreases in Fig. 12. This study confirms the
performance improvement offered by the proposed hyperuni-
form distribution of the HFDMT architecture.
Following the confirmation of the hyperuniform impact for

imaging, next, we investigate the effect of loading the HFDMT
with the random metasurface. According to the CCs shown in
Figs. 4(e) and 4(f), the HFDMT with the random metasurface
exhibits lower CCs than the HFDMT without the random
metasurface. That is, by loading the random metasurface, more
low-correlated measurement modes can be acquired. Hence, to
verify the performance improvement, the imaging simulations
are carried out using the HFDMT with and without the random
metasurface, respectively. The corresponding results are shown
in Figs. 13(a) and 13(b). It is evident that the HFDMT with the
random metasurface achieves better imaging performance.

B. 3D Imaging through Experiments
As shown in Fig. 14(a), a prototype of the designed HFDMT

is fabricated and implemented in the imaging experiments. The
experiments are conducted with a SNR of 20 dB. Alongside the
square patch targets, a bar target (9 cm×3 cm) is also employed
to verify the CPI feasibility of the HFDMT and it is placed at a
distance of 20 cm in the imaging region. The used bar target is
polarization sensitive due to its large aspect ratio.
The imaging experiment is divided into two steps:
Step 1: Near-field scan. A probe is placed 10 cm opposite the

HFDMT to measure the x- and y-polarized electric-field. The
scanning region is 20 cm×20 cm with a step width of 0.5 cm.
The aperture fields generated when feeding through port 1 and
port 2 are measured individually, and from these measurements,
the �� and the �� are calculated [28].
Step 2: Signal measurement. The HFDMT and the targets are

placed as depicted in Fig. 14 (a). The transmission coefficients
(S21) of the HFDMT are measured separately, both without and
with the target. Then the detected signal � can be calculated.
Ultimately, the target image is reconstructed as analyzed above.
The imaging results of two square patch targets are shown in

Figs. 14(b) and 14(c). It is evident that the imaged square patch
targets are clearly identified in two depth slices (z =17 cm and
z = 19 cm), which experimentally validates the 3D imaging
capability of the HFDMT.
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Fig. 14 (a) Real scene of the HFDMT-based 3D CPI experiment;
Images reconstructed under 20 dB SNR of (b) the ahead square patch
target; (c) the behind square patch target; The imaged bar target under
(d) the yy-basis, (e) the xx-basis, and (f) all-bases.

Analyzing the imaging results shown in Figs. 14(d) and 14(e),
we can conclude that the quality of the imaged bar target varies
under different polarization basis. That is, the bar target is not
well-imaged under the yy-basis. However, the imaging quality
under the xx-basis is significantly improved. Figs. 14(d), 14(e)
and 14(f) prove the advantage of the CPI method in offering the
capability to probe polarization-dependent target information
as a function of different polarization bases [20-22, 43].

VI. CONCLUSION
In this paper, a HFDMT-based CPI system was proposed, in

which the Tx and the Rx were replaced by two isolated ports.
Firstly, the HFDMT was achieved by a metacavity etched with
cross-shaped irises in a hyperuniform distribution. By utilizing
the random metasurface, the cross-shaped iris, as well as the
hyperuniform distribution, the spatial-orthogonality of the
measurement modes was significantly improved. Measurement
modes are spatially-orthogonal both at different frequencies
and under different polarization states. Then, the performance
of the proposed HFDMT was evaluated. From the S11, S22 and
S21, the designed HFDMT exhibits good impedance match and
high port isolation characteristics across the K-band. In total
600 measurement modes with CCs lower than 0.35 were
obtained from 18 to 26 GHz. Finally, the 3D CPI feasibility of

the HFDMT was validated by simulations and experiments.
Two spatially non-overlapped square patch targets were used to
demonstrate the 3D imaging capability and a polarimetric bar
target was used to validate the CPI performance. The proposed
HFDMT-based CPI method is simple in architecture. However,
it still remains a challenge to improve the isolation between two
feed ports in order to increase the imaging distance.
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