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Abstract—This paper proposes a method of probabilistic analysis to investigate the impact of stochastic uncertainty of grid-connected wind generation on power system small-signal stability. The proposed method is “analytical” in contrast to the numerical method of Monte Carlo simulation which relies on large number of random computations. It can directly calculate the probabilistic density function (PDF) of critical eigenvalues of a large-scale power system from the PDF of grid-connected multiple sources of wind power generation, thus to determine the probabilistic small-signal stability of the power system as affected by the wind generation. In the paper, an example of 16-machine power system with 3 grid-connected wind farms is used to demonstrate the application of the proposed method. The results of probabilistic stability analysis of the example power system are confirmed by the Monte Carlo simulation. It is shown that the stochastic variation of grid-connected wind generation can cause the system to lose stability even though the system is stable deterministically. The higher the level of wind penetration is, the more the probability that the system becomes unstable could be. Hence indeed penetration of stochastically variable wind generation threatens stable operation of power systems as far as system small-signal stability is concerned.
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I. INTRODUCTION

Grid-connected wind power sources have been increasingly brought into the conventional power systems recently. Their grid connection may significantly affect power system dynamics and operational characteristics, including small-signal stability. There has been a great effort in investigating the impact of increasing penetration of wind generation on power system small-signal stability recently [1]-[6]. Though work presented in [1]-[6] are the results of case studies, it has clearly indicated that the grid-connected wind generation affects power system small-signal stability, sometimes detrimentally [1]-[6]. Therefore, it is an essentially important work to examine carefully the effect of grid-connected wind generation on power system small-signal stability. On the other hand, the generation capability of wind power sources relies on the conditions of natural environment, such as wind speed. Their grid-connection introduces significant stochastic fluctuation of generation which could be potentially spatial dependent. The impact of the generation uncertainty caused by the stochastically variable wind sources on power system small-signal stability is an issue that has neither been encountered by power transmission with conventional power generation and nor considered by the deterministic analysis in [1]-[6].

The first application of probabilistic analysis in power systems was by Borkowska (1974) in [7] for the power system load flow study (PLF), then further developed by Allan in [8] and [9]. The probabilistic analysis was firstly introduced into studying power system small-signal stability by Burchett and Heydt (1978) in [10]. Generalized tetrachoric series was used in [10] to determine the stochastic distribution density of system critical eigenvalues, hence the probability of the small-signal stability of the power system. In [10] the influence of uncertainty in system parameters from several sources subject to the multivariate normal distribution was considered. This analytical method was later developed to accommodate random variables with any type of distribution by using a moment approach in [11]. A series of work later in [12] and [13] has further improved the various aspects of the analytical methods of power system probabilistic small-signal stability, including probabilistic eigenvalue sensitivity analysis for the design of power system stabilizers in [14]-[16]. Among various methods of probabilistic analysis, the Gram-Charlier expansion based (or named cumulant-based) method of probabilistic analysis has been widely used in many applications of stochastic static analysis of power systems in [17]-[22]. The method can be used to approximate any type of distributions and is capable of handling large-scale power systems with high efficiency.

Non-analytical method to determine power system probabilistic stability is the Monte Carlo simulation [23]. It is successfully employed in [24] to study the effect of uncertainty of grid-connected wind generation on power system small-signal stability. The Monte Carlo simulation is to generate a large number of random computational scenarios according to the distribution density of the stochastic sources, such as wind. Accumulation of computational results of deterministic power system small-signal stability (the critical eigenvalues) from all the scenarios forms the distribution density of the critical eigenvalues, hence to determine the power system probabilistic stability. Obviously, though the Monte Carlo simulation can provide accurate results, it is a method of extremely time consuming. Therefore, it has been well accepted that the...
analytical method of probabilistic analysis is more applicable, especially for the study of probabilistic stability of large-scale power systems. The Monte Carlo simulation can be used as a way to evaluate and confirm the correctness of probabilistic analysis.

This paper presents the probabilistic analysis of power system small-signal stability considering the stochastic uncertainty introduced by multiple grid-connected wind power sources and their spatial correlations. The Gram-Charlier expansion based method is employed to derive the probabilistic density function (PDF) of system critical eigenvalues from the well-known Weibull distribution of wind speed. The method of probabilistic analysis presented in the paper can determine the probabilistic small-signal stability of power systems penetrated by multiple wind power sources by just performing the step-by-step computation proposed once. Hence it successfully avoids the complex convolution calculation and high computational burden of the Monte Carlo simulation. The paper is organized as follows. In Section II, a simple case without considering the spatial correlations of grid-connected wind generation is given in order to give a clear presentation. On the basis of Section II, the case of taking account of the correlations between different wind power sources is further examined in Section III. The Gram-Charlier expansion based method is modified to accommodate the more realistic case that the grid-connected wind generation could be spatially correlated. In Section IV, an example of 16-machine 5-area power system with 3 grid-connected wind power sources is given. The Monte Carlo simulation is used to confirm the correctness and accuracy of the method proposed. Results of probabilistic stability analysis of the example power system demonstrate that the stochastic variation of grid-connected wind generation affects the small-signal stability of the power system. Probabilistic stability changes significantly with the variation of level of wind penetration.

II. PROBABILITY ANALYSIS OF SMALL-SIGNAL STABILITY OF POWER SYSTEMS WITH INDEPENDENT GRID-CONNECTED MULTIPLE WIND POWER SOURCES

A. Distribution function of wind power generation [25]

Eq. (1) is the Weibull (or normal skew) distribution, which is considered to be one of the most applicable descriptions of stochastic fluctuation of wind power generation. In (1), $P_{wi}$ is the active power supplied by the $i^{th}$ wind generation source (wind farm) connected to a multi-machine power system, $f_{pi}()$ is the PDF of the wind power, $v_{ci}$ the cut-in wind speed, $v_{ri}$ the rated wind speed, $v_{fi}$ the furling wind speed, $F_{si}()$ the CDF of Weibull distribution of wind speed, $\delta(P_{wi})$ the impulse function, and $P_{ri}$ the rated wind power.

\[
\begin{align*}
\alpha_{\Delta P_{wi}}^{(n)} &= \int_{-P_{wi}}^{P_{wi}} x^n dF_{pi}(x) = \int_{-P_{wi}}^{P_{wi}} x^n f_{pi}(x) dx \\
&= \left[1 - (F_{si}(v_{fi}) - F_{si}(v_{ci}))\right](P_{wi})^n \\
&+ \left[F_{si}(v_{fi}) - F_{si}(v_{ri})\right](P_{ri} - P_{wi})^n \\
&+ \sum_{k=0}^{n} C_k^n (d_i)^k (h_i - P_{wi})^{n-k} \int_{-\frac{h_i}{v_{ci}}}^{\frac{h_i}{v_{ci}}} \tau^k e^{-\tau} \, d\tau
\end{align*}
\]

where $C_k^n = \frac{n!}{k!(n-k)!}$ and \[\int_{-\frac{h_i}{v_{ci}}}^{\frac{h_i}{v_{ci}}} \tau^k e^{-\tau} \, d\tau\] is an incomplete $\Gamma$ function. Appendix A gives details of derivation of (3).

The $n^{th}$ order cumulant, $\gamma_{\Delta P_{wi}}^{(n)}$, also known as the semi-invariant, is the polynomial in $\alpha_{\Delta P_{wi}}^{(1)}$, $\alpha_{\Delta P_{wi}}^{(2)}$, \ldots, $\alpha_{\Delta P_{wi}}^{(n)}$, for example from [26] and [27]

\[
\begin{align*}
\gamma_{\Delta P_{wi}}^{(1)} &= \sigma_{\Delta P_{wi}}^{(1)} \\
\gamma_{\Delta P_{wi}}^{(2)} &= \sigma_{\Delta P_{wi}}^{(2)} - (\alpha_{\Delta P_{wi}}^{(1)})^2 \\
\gamma_{\Delta P_{wi}}^{(3)} &= \sigma_{\Delta P_{wi}}^{(3)} - 3\sigma_{\Delta P_{wi}}^{(1)} \alpha_{\Delta P_{wi}}^{(2)} + 2(\alpha_{\Delta P_{wi}}^{(1)})^3 \\
\end{align*}
\]

Hence by using (4), the $n^{th}$ order cumulant, $\gamma_{\Delta P_{wi}}^{(n)}$, can be computed from the various-order moments.
C. Cumulants and central moments of stochastic variation of critical eigenvalue

According to the probability theory in [26] and [27], if the relationship between a random variable ρ and m other independent random variables ξ_j, j = 1, 2, · · ·, m is linear, that is ρ = a_1ξ_1 + a_2ξ_2 + · · · + a_mη_m, their n-th order cumulants satisfy the following equation

\[ \gamma^{(n)}_{\rho} = a_1^{n}\gamma^{(n)}_1 + a_2^{n}\gamma^{(n)}_2 + \cdots + a_m^{n}\gamma^{(n)}_m \]  

(5)

If there are m grid-connected wind generation sources (wind farms) in the multi-machine power system and λ_k = ξ_k + jω_k is the k-th eigenvalue (critical eigenvalue) of the power system, the following relationship between the critical eigenvalue and the wind power generation can be established for power system small-signal stability analysis

\[ \Delta \lambda_k = \Delta \xi_k + j\Delta \omega_k = \sum_{i=1}^{m} \left( \frac{\partial \lambda_k}{\partial P_{wi}} \right) \Delta P_{wi} + j \sum_{i=1}^{m} \left( \frac{\partial \lambda_k}{\partial \omega_{wi}} \right) \Delta \omega_{wi} \]

(6)

where Re(·) and Im(·) denote the real and imaginary part of a complex variable respectively. The sensitivity of the critical eigenvalue with respect to m wind power sources at an equilibrium point in (6) can be computed conveniently in a numerical way in [28] given by the following equation

\[ \frac{\partial \lambda_k}{\partial P_{wi}} = \frac{\lambda_k(P_{wi} + \Delta P_{wi}) - \lambda_k(P_{wi})}{\Delta P_{wi}} \]

(7)

The assumption of linearity is implied in deriving (6). For small-signal stability analysis, linearized model of power systems is used and the nonlinearities are not considered [29]. Hence, the assumption of linearity in (6) is tenable.

From (5) and (6) it can have

\[ \gamma^{(n)}_{\Delta \xi_k} = \sum_{i=1}^{m} \left( \frac{\partial \lambda_k}{\partial P_{wi}} \right)^n \gamma^{(n)}_{\Delta P_{wi}} \]  

(8)

where \( \gamma^{(n)}_{\Delta \xi_k} \) is the n-th order cumulant of the stochastic variation of the real part of the critical eigenvalue, \( \Delta \xi_k \). The mean of \( \Delta \xi_k \) is \( \mu_{\Delta \xi_k} = \gamma^{(1)}_{\Delta \xi_k} \). It is noted that (8) is derived under the assumption that all the wind power sources are independent. In practice this is true if wind farms locate far away to each other geographically. The spatial correlations between different wind farms will be considered in Section III.

The n-th order central moment, \( \beta^{(n)}_{\Delta \xi_k} \), of \( \Delta \xi_k \) is calculated from its cumulants by using the following equations in [26] and [27]

\[ \begin{align*}
\beta^{(1)}_{\Delta \xi_k} &= 0 \\
\beta^{(2)}_{\Delta \xi_k} &= \gamma^{(2)}_{\Delta \xi_k} = \sigma^2_{\Delta \xi_k} \\
\beta^{(3)}_{\Delta \xi_k} &= \gamma^{(3)}_{\Delta \xi_k} \\
\beta^{(4)}_{\Delta \xi_k} &= \gamma^{(4)}_{\Delta \xi_k} + 3(\gamma^{(2)}_{\Delta \xi_k})^2 \\
&\cdots 
\end{align*} \]

(9)

where \( \sigma_{\Delta \xi_k} \) is the standard deviation of \( \Delta \xi_k \).

D. Gram-Charlier expansion

From the cumulants and central moments of \( \Delta \xi_k \), the CDF of the standardized \( \Delta \xi_k \), \( \Phi_{\Delta \xi_k} = \frac{\Delta \xi_k - \mu_{\Delta \xi_k}}{\sigma_{\Delta \xi_k}} \), can be obtained by using the following well-known Gram-Charlier expansion

\[ F_{\Delta \xi_k}(x) = g_0 \Phi(x) + \frac{g_1}{1!} \Phi'(x) + \frac{g_2}{2!} \Phi''(x) + \frac{g_3}{3!} \Phi'''(x) + \cdots \]

(10)

where \( F_{\Delta \xi_k}(x) \) is the CDF of \( \Delta \xi_k \), \( \Phi(x) \) the CDF of standard normal distribution respectively and the prime symbol denotes various-order derivatives of \( \Phi(x) \). Coefficients in the Gram-Charlier expansion of (10) are the polynomial in the central moments of \( \Delta \xi_k \) as given by [26] and [27] as follows

\[ \begin{align*}
g_0 &= 1 \\
g_1 &= g_2 = 0 \\
g_3 &= -\frac{\beta^{(3)}_{\Delta \xi_k}}{\sigma^4_{\Delta \xi_k}} \\
g_4 &= \frac{\beta^{(4)}_{\Delta \xi_k}}{\sigma^6_{\Delta \xi_k}} - 3 \\
&\cdots 
\end{align*} \]

(11)

E. CDF and PDF of real part of critical eigenvalue

Obviously, the CDF of \( \Delta \xi_k \) can easily be obtained from that of \( \Delta \xi_k \) to be

\[ F_{\xi_k}(x) = \Phi(x - \frac{\Delta \mu_{\xi_k}}{\sigma_{\Delta \xi_k}}) \]

(12)

Because \( \Delta \xi_k = \xi_k - \xi_{k0} \) (\( \xi_{k0} \) is the deterministic value of the real part of \( \lambda_k \)), the CDF of \( \xi_k \) can be obtained to be

\[ F_{\xi_k}(x) = F_{\Delta \xi_k}(x - \xi_{k0}) \]

(13)

The PDF \( f_{\xi_k}(x) \) is the derivative of the CDF of \( \xi_k \) obtained in (13).

The wind power distribution is not continuous as given by (1) [25], and thus \( f_{\xi_k}(x) \neq 0 \) only exists over a certain interval of \( \xi_k \), i.e., \( [\xi_{kl}, \xi_{kr}] \). The CDF and PDF given by (13) is for \( \xi_k \) within \( [\xi_{kl}, \xi_{kr}] \) and their value at the left end (\( \xi_k = \xi_{kl} \)) and right end (\( \xi_k = \xi_{kr} \)) of the interval needs to be calculated separately. Hence (13) needs to be modified. This modification is carried out by dividing the wind generation sources into two groups firstly. Group A is of positive \( \operatorname{Re}(\partial \lambda_k / \partial P_{wi}) \) and group B is of negative \( \operatorname{Re}(\partial \lambda_k / \partial P_{wi}) \). In deterministic eigenvalue analysis, \( \xi_k \) is calculated as \( \xi_{kl} \), when the wind
generation sources in group A is at the cut-in wind power (i.e., \( P_{wi} = 0, i \in A \)) and in group B is at the furling wind power (i.e., \( P_{wi} = P_{ri}, i \in B \)). \( \xi_{kr} \) is calculated similarly but when the wind generation sources in group A is at the furling wind power and group B the cut-in wind power. The modified CDF and PDF are

\[
\begin{align*}
\Delta F_{\xi_k}(x) & = \begin{cases} 
1 - (F_{si1}(v_{f11}) - F_{si1}(v_{ci1})), & \text{for } x < \xi_{kl} \\
1 - (F_{si1}(v_{f12}) - F_{si1}(v_{ci1})), & \text{for } x > \xi_{kr} \\
0, & \text{for } \xi_{kl} < x < \xi_{kr}
\end{cases} \\
\Delta f_{\xi_k}(x) & = \begin{cases} 
0, & \text{for } x < \xi_{kl} \text{ or } x > \xi_{kr} \\
Cov(v_i, v_j) \sigma_{vi} \sigma_{vj} & \text{represents the covariance of the speed } v_i \text{ and } v_j, \text{ and } \sigma_{vi} \text{ and } \sigma_{vj} \text{ are the standard deviations of the speeds.}
\end{cases}
\end{align*}
\]

where \( \sigma_{vi} \) and \( \sigma_{vj} \) are wind speed random variables corresponding to two wind power source locations, \( Cov(v_i, v_j) \) represents the covariance of the speed \( v_i \) and \( v_j \), and \( \sigma_{vi} \) and \( \sigma_{vj} \) are the standard deviations of the speeds.

For each wind speed random variable, \( v_i \) or \( v_j \), a wind speed sample series can be generated correspondingly. Each wind speed sample series should satisfy the Weibull distribution and contain the spatial correlation. There are several methods available to generate the eligible wind speed sample series, such as the normal transformation method in [31] and [32] and the Copulas in [33].

With the wind speed sample series available, the wind power sample series with correlations (i.e., \( [P_{wi}]_{N_s \times 1} \)) can be generated by employing the power-wind speed curve of each wind power sources described in [25]. The wind power variation sample series \( \Delta F_{wi} \) can be obtained to be

\[
\Delta P_{wi} = \begin{cases} 
P_{wi} - P_{w0i}, & i = 1, 2, \cdots, m
\end{cases}
\]

where \( N_s \) is the size of each wind power sample series and \( [P_{wi}]_{N_s \times 1} \) is a vector with all the samples equal to the deterministic value \( P_{w0i} \).

B. Modification of (8) to consider the wind correlations

When the correlation of the different wind power sources is considered, (8) is modified to calculate the \( n^\text{th} \) order cross cumulant of \( \Delta \xi_k \) to be

\[
\gamma^{(n)}_{\Delta \xi_k} = \sum_{i_1=1}^{m} \sum_{i_2=1}^{m} \cdots \sum_{i_n=1}^{m} \prod_{s=1}^{n} \frac{\partial \xi_{ki_s}}{\partial P_{wi_{i_s}}} \gamma^{(n)}_{\Delta P_{w1 \cdots i_n}}
\]

where \( \gamma^{(n)}_{\Delta P_{w1 \cdots i_n}} \) denotes the \( n^\text{th} \) order cross cumulants of the multiple wind power variations. For independent wind power sources, \( i_1 = i_2 = \cdots = i_n = i \). The cumulant \( \gamma^{(n)}_{\Delta P_{w1 \cdots i_n}} \) is equal to \( \gamma^{(n)}_{\Delta P_{wi}} \), and (18) becomes (8). Normally the higher order cross cumulants of \( \Delta \xi_k \) have less impact on the accuracy of the CDF and PDF curve of \( \xi_k \). Hence it is only needed to calculate the first several order cross cumulants of \( \Delta \xi_k \) by using (18) to include the correlation. The cumulants of the rest with higher orders can still be calculated by (8) so as to reduce the computation cost. The 1\text{rd} order cross cumulant of wind power variation is still \( \gamma^{(1)}_{\Delta P_{wi}} \). Their 2\text{nd} and 3\text{rd} order cross cumulants can be easily calculated from the following equations given by [26] and [27]

\[
\begin{align*}
\gamma^{(2)}_{\Delta P_{w1,2}} & = \beta^{(2)}_{\Delta P_{w1,2}} \\
& = E[(\Delta P_{w1} - \mu_{\Delta P_{w1}})(\Delta P_{w2} - \mu_{\Delta P_{w2}})] \\
\gamma^{(3)}_{\Delta P_{w1,2,3}} & = \beta^{(3)}_{\Delta P_{w1,2,3}} \\
& = E[(\Delta P_{w1} - \mu_{\Delta P_{w1}})(\Delta P_{w2} - \mu_{\Delta P_{w2}})(\Delta P_{w3} - \mu_{\Delta P_{w3}})]
\end{align*}
\]

where \( \beta^{(n)}_{\Delta P_{w1 \cdots i_n}} \) is the \( n^\text{th} \) order cross central moment and \( \mu_{\Delta P_{wi}} \) is the mean of \( \Delta P_{wi} \). The expected values in (19) can be calculated directly when each wind power variation sample series is obtained. Hence by using (18) and (19), first three order cross cumulants of \( \Delta \xi_k \) are obtained.
C. Modification of (14)

Firstly, a vector of the approximate values of \( \xi_k \) is calculated to be

\[
[\xi_k]_{N_s \times 1} = [\xi_{k0}]_{N_s \times 1} + \sum_{i=1}^{m} \left\{ \text{Re}\left( \frac{\partial \lambda_k}{\partial P_{w_i}} \right) [\Delta P_{w_i}]_{N_s \times 1} \right\}
\]

where \([\xi_{k0}]_{N_s \times 1}\) is a vector with all the samples equal to the deterministic value \( \xi_{k0} \). Then the maximums and minimums of the vector \([\xi_k]_{N_s \times 1}\) are determined. It is noted that there are possibilities that multiple maximums and multiple minimums exist in some cases. All the wind power data sets corresponding to the maximums and minimums of \([\xi_k]_{N_s \times 1}\) are recorded (each wind power data set \([P_{w1}, P_{w2}, \ldots, P_{wm}]_{1 \times m}\) is consist of \(m\) wind power data which are respectively from the same row of \([P_{w1}]_{N_s \times 1}\) as the maximum or minimum in \([\xi_k]_{N_s \times 1}\).

Secondly, the deterministic eigenvalue analysis is carried out to compute \( \xi_k \) by using the recorded wind power data sets as output power of \(m\) wind power sources. \( \xi_{kl} \) and \( \xi_{kr} \) are the smallest and largest \( \xi_k \) in the deterministic eigenvalue analysis respectively. The probabilistic density of \( \xi_{kl} \) and \( \xi_{kr} \) are calculated by

\[
\frac{N_{\xi_{kl}}}{N_s} \delta(x - \xi_{kl}), \quad \text{for } x = \xi_{kl}
\]

\[
\frac{N_{\xi_{kr}}}{N_s} \delta(x - \xi_{kr}), \quad \text{for } x = \xi_{kr}
\]

where \(N_{\xi_{kl}}\) and \(N_{\xi_{kr}}\) are the repeated numbers of \( \xi_{kl} \) and \( \xi_{kr} \) in the deterministic eigenvalue analysis respectively. Hence, the PDF and CDF of \( \xi_k \) with modified left and right ends are obtained. The form of PDF and CDF of \( \xi_k \) is similar to (14), but the probabilistic density values at left and right ends are changed as given by (21).

IV. CASE STUDY

The probabilistic analysis of small-signal stability proposed in the previous sections is tested in a 16-machine 5-area power system with 3 grid-connected wind power sources, which is shown in Fig. 1. Since the selection of installing locations of the wind generators is not the issue of discussion in this paper, it is assumed that the wind farms have already been established at node 69, 70 and 71. This assumption does not affect the demonstration and test of the proposed method of probabilistic analysis.

The parameters of the wind generators and wind speed distributions for Case A, B and C below are given in Appendix B. The dynamic model of the DFIG rotor-side converter controller has been considered and also presented in Appendix B, as it is noted that the dynamics of rotor-side converter controller has more significant impact on the power system small-signal stability than grid-side converter controller in [1]-[6]. The network data, system load condition, synchronous generator model and parameters are given by [29]. Since the paper mainly focuses on the impact of wind farms on the power system small-signal stability, a simple one-order excitation system has been employed for all the synchronous generators (Appendix C) and there is no PSS installed.

A. Analytical Method and Monte Carlo Simulation

1) Case A (Normal load level without correlations of wind power sources): From the deterministic small-signal stability analysis, the 29th eigenvalue is identified to be the critical oscillation mode, i.e., \( \lambda_{29} = -0.0106 \pm j3.3004 \). Hence deterministically the system is stable. The wind farm at node 69, 70 and 71 is denoted to be the 1st, 2nd and 3rd source of wind generation respectively. The sensitivity computation of the critical eigenvalue with respect to three sources of wind generation is

\[
\frac{\partial \lambda_{29}}{\partial P_{w1}} = 0.0096 - j0.0489, \quad \frac{\partial \lambda_{29}}{\partial P_{w2}} = 0.0083 - j0.0466
\]

\[
\frac{\partial \lambda_{29}}{\partial P_{w3}} = 0.0075 - j0.0394
\]

Table I shows the first five orders of moments and cumulants of three wind power variations computed by using (3) and (4). Table II gives the first five orders of cumulants and the central moments of the real part of the critical eigenvalue obtained from (8) and (9). Table III gives the first six coefficients of the Gram-Charlier expansion. Then the probabilistic distributions of the standardized critical eigenvalue are computed by use of (10) and (11) and the PDF of the critical eigenvalue is calculated by using (12) and (13). Finally, the PDF curve obtained is modified by using (14) as presented in details in the following. By deterministic eigenvalue analysis, \( \xi_{29l} \) and \( \xi_{29r} \) are calculated to be \(-0.0185\) and \(0.0094\) when all the wind generation sources are at the cut-in wind power (0p.u.) and the furling wind power (1p.u.) respectively. According to the CDF of wind speed \( F_{wi} \), the probabilistic density values at \( \xi_{29l} \) and \( \xi_{29r} \), are computed to be \(0.0117\delta(x + 0.0185)\) and \(0.0003\delta(x - 0.0094)\) respectively. Hence, the modified PDF curve of the real part of the critical eigenvalue is obtained in Fig. 2 according to (14).

<table>
<thead>
<tr>
<th>TABLE I</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Moments and Cumulants of Three Wind Power Variations</strong></td>
</tr>
<tr>
<td>( \alpha_{\Delta P_{w1}}^{(1)} )</td>
</tr>
<tr>
<td>0.0319</td>
</tr>
<tr>
<td><strong>Cumulants of Three Wind Power Variations</strong></td>
</tr>
<tr>
<td>( \gamma_{\Delta P_{w1}}^{(1)} )</td>
</tr>
<tr>
<td>0.0319</td>
</tr>
</tbody>
</table>

\*i = 1, 2, 3 in this case.

It is well known that the convergence of Gram-Charlier expansion varies from different conditions and there is no theoretical simple way to determine the convergent order for Gram-Charchier expansion. The convergent order of the series is usually determined by trial and observation [17]. The Gram-Charlier expansion with different orders is tried extensively for applying the probabilistic small-signal stability analysis...
proposed in this paper. It has been observed that the proposed method with first five orders can achieve sufficient accuracy to approximate the probabilistic density curve from the result of Monte Carlo simulation (with 5000 iterations) shown in Fig. 2.

A comparison of computation time between the Monte Carlo simulation and the analytical method proposed has been carried out. Based on the same computational resource (Dell OptiPlex 745, Intel Core 2 CPUs 2.66GHz, 3GB RAM), the time of the Monte Carlo simulation with 5000 iterations is 15236.48 seconds, while only 38.56 seconds for the analytical method with first five-order Gram-Charlier expansion is needed. The analytical method is about 395 times faster than the Monte Carlo simulation.

According to the PDF of Fig. 2 it can be obtained that

$$P(\xi_{29} < 0) = \int_{-\infty}^{0} f_{\xi_{29}}(x)dx = 0.9710$$  \hspace{1cm} (22)$$

Eq. (22) indicates that when the stochastic variation of wind generation is considered, the critical eigenvalue of the example power system has a probability of 97.10% to remain in the left half-plane. Hence although the system is considered to be stable by the deterministic analysis, as the critical eigenvalue is $\lambda_{29} = -0.0106 \pm j3.3004$, it still has a probability of 2.90% to be unstable due to the uncertainty of wind generation.

2) Case B (Load level close to the static stability limit without correlations of wind power sources): At a stressed load condition, the 29th eigenvalue is still identified to be the critical oscillation mode, $\lambda_{29} = -0.0005 \pm j3.2445$. Hence deterministically the system is stable but very close to the static stability limit. The sensitivity computation of the critical eigenvalue with respect to three sources of wind generation is
The probabilistic density of $\xi_{29l}$ and $\xi_{29r}$ is calculated by (21) to be

$$
\frac{N_{\xi_{29l}}}{N_s} \delta(x - \xi_{29l}) = 0.0396\delta(x + 0.0185) \\
\frac{N_{\xi_{29r}}}{N_s} \delta(x - \xi_{29r}) = 0.0028\delta(x - 0.0094)
$$

Finally, the PDF curve of the real part of the critical eigenvalue is shown by Fig. 4. The result of Monte Carlo simulation (with 5000 iterations) in Fig. 4 has verified the proposed method when the correlations of wind power sources are considered.

According to the PDF of Fig. 4 it can be obtained that

$$
P(\xi_{29} < 0) = \int_{-\infty}^{0} f_{\xi_{29}}(x) dx = 0.9334
$$

Eq. (25) indicates that the consideration of correlation has changed the probability of system small-signal stability. However, the correlation has much less impact on the probabilistic stability than the varying load conditions as compared with Case B.

B. Probabilistic Analysis on Different Levels of Wind Penetration

Since the wind mean speed may vary from time to time, levels of wind penetration are variable and the operation point and load conditions of the power system may change, which can bring about the different probabilistic stability. Hence proposed probabilistic analysis is carried out for the example power system with changing level of wind generation. Fig. 5 shows the result of computation of the probability of small-signal stability of the example power system when $P_{w,i}$, $(i = 1, 2, 3)$ varies from 0 to 1 per unit unanimously. Obviously it can be seen that with the increase of level of wind penetration to the example power system, the probability of small-signal stability of the system decreases. The worst case is that when three wind farms operate at their rated generation capacity, and the system is only of a probability of just above 20% to be stable.
V. CONCLUSION

The paper presents a method of probabilistic analysis of power system small-signal stability considering the stochastic uncertainty introduced from multiple grid-connected sources of wind generation. The spatial correlations of different grid-connected wind farms are considered. The method can directly determine the system probabilistic stability by performing just once the proposed step-by-step probabilistic analysis. Hence it is very computationally efficient especially when applied in large-scale power systems, as compared to the non-analytical method of Monte Carlo simulation.

In the paper, an example 16-machine power system with 3 grid-connected wind farms is presented. The correctness and accuracy of the proposed analytical method are confirmed by the results of Monte Carlo simulation. The example shows that though the system is stable deterministically, there exists the certain probability that the system can lose stability due to the stochastic fluctuations caused by wind generation. With increasing level of wind penetration, the probability of instability could grow accordingly, threatening the stable operation of the power system.

APPENDIX A

THE NTH ORDER MOMENT DERIVATION OF $\Delta P_{wi}$

$$
\alpha^{(n)}_{\Delta P_{wi}} = \int_{-P_{wi}}^{P_{wi}} x^nf_{P_{wi}}(x)dx = \int_{-P_{wi}}^{P_{wi}} x^n f_{P_{wi}}(x)dx
$$

By performing the variable transformation twice, i.e., $t = x - h_i + P_{wi}$ and $\tau = \left( \frac{1}{\zeta} \right)^{\frac{h_i}{P_{wi}}} t$, the above equation becomes

$$
\alpha^{(n)}_{\Delta P_{wi}} = [1 - (F_{si}(v_{f1}) - F_{si}(v_{ci}))](P_{wi} - h_i)^n + [F_{si}(v_{f1}) - F_{si}(v_{ci})](P_{ri} - P_{wi})^n
+ \int_{-P_{wi}}^{P_{wi}} \left[ d\tau \frac{k}{\tau} + (h_i - P_{wi}) \right] e^{-\tau} d\tau
= [1 - (F_{si}(v_{f1}) - F_{si}(v_{ci}))](P_{wi} - h_i)^n + [F_{si}(v_{f1}) - F_{si}(v_{ci})](P_{ri} - P_{wi})^n
+ \sum_{k=0}^{n} C^n_k (h_i - P_{wi})^n - k \int_{-P_{wi}}^{P_{wi}} \left[ \frac{k}{\tau} e^{-\tau} d\tau \right]
$$

(26)

APPENDIX B

WIND POWER GENERATOR MODEL AND DISTRIBUTION PARAMETERS

A 70MW DFIG model in [34] is used for all three wind farms and the parameters in p.u. are

$H = 1.7s, D = 0.0, X_s = 2.9, X_r = 2.9, X_{in} = 2.6, R_e = 0.0, R_r = 0.0013, P_{w0} = 0.3333$(Case A and C), 0.7000(Case B)

The DFIG rotor-side converter controller model used in the example system is shown by Fig. 6, where $K_P = 30, K_Q = 30$.

Fig. 6. The DFIG rotor-side converter model.

The parameters of the wind speed distribution are [25]

$v_c = 4$m/s, $v_r = 10$m/s, $v_f = 22$m/s, $P_r = 1.0$p.u.,
$\mu = 6$m/s(Case A and C), 8.2m/s(Case B), $\sigma = 2.5$

APPENDIX C

EXCITATION SYSTEM MODEL OF SYNCHRONOUS GENERATORS AND ITS PARAMETERS

Fig. 7. The excitation system model of synchronous generators.
\[ K_A = 7.4, \ T_A = 0.18, \ V_{\text{max}} = 10.0, \ V_{\text{min}} = -10.0 \]
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