A Generalized Fuzzy Linguistic Model for Predicting Component Concentrations in an Optical Gas Sensing System
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\textbf{Abstract}

Motivated by environmental protection concerns, monitoring the flue gas of thermal power plant is now often mandatory due to the need to ensure that emission levels stay within safe limits. Optical based gas sensing systems are increasingly employed for this purpose, with regression techniques used to relate gas optical absorption spectra to the concentrations of specific gas components of interest (NO\textsubscript{x}, SO\textsubscript{2} etc.). Accurately predicting gas concentrations from absorption spectra remains a challenging problem due to the presence of nonlinearities in the relationships and the high-dimensional and correlated nature of the spectral data. This article proposes a generalized fuzzy linguistic model (GFLM) to address this challenge. The GFLM is made up of a series of “If-Then” fuzzy rules. The absorption spectra are input variables in the rule antecedent. The rule consequent is a general nonlinear polynomial function of the absorption spectra. Model parameters are estimated using least squares and gradient descent optimization algorithms. The performance of GFLM is compared with other traditional prediction models, such as partial least squares, support vector machines, multilayer perceptron neural networks and radial basis function neural networks, for two real flue gas spectral datasets: one from a coal-fired power plant and one from a gas-fired power plant. The experimental results show that the generalized fuzzy linguistic model has good predictive ability, and is competitive with alternative approaches, while having the added advantage of providing an interpretable model.
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1. Introduction

In order to demonstrate compliance with regularity requirements on thermal power plant emissions, monitoring the concentrations of pollutants such as nitrogen oxides, sulphur oxides and oxycarbides in flue gas emissions is now mandatory in many countries [1][2]. Gas
sensing methods are diverse due to the chemical and physical effects that can reflect gas characteristics [3]. One common sensing principle is the electrochemical variations that occur between target gases and different sensor materials, such as metal oxide semiconductors, polymers, and carbon nanotubes [4][5]. In recent decades, optical spectroscopy based methods have become increasingly popular for gas sensing [6][7][8][9][10], due to their high sensitivity, selectivity and stability. These methods measure the chemical composition dependent absorption of light that occurs at different wavelengths when light passes through the flue gas [11]. By analyzing the measured absorption spectra, the concentration of specific components of the gas can be predicted by regression models [12].

Many regression methods for spectral data have been reported [13]. As a well-known multivariate regression algorithm, the classical partial least squares (PLS) can only establish linear relationships between absorption spectra and component concentrations [14][15][16]. In experiments, however, there are many conditions that can lead to nonlinearity such as instrument variation and analyte characteristics [17]. Nonlinear modelling methods such as multilayer perceptron (MLP) neural networks [18], radial basis function (RBF) networks [19], and support vector machines (SVM) [20][21] can be used to learn the nonlinear relationships. However, these methods typically require substantial computational effort to train, and by virtue of their black-box structure, cannot provide understandable heuristic knowledge [22].

Linguistic models are built up by fuzzy rules that express human-readable descriptions in a format suitable for regression analysis [23][24]. A fuzzy rule is a logical linguistic “If-Then” statement [25], where the “If” expression is referred to as the antecedent and the “Then” expression as the consequent. The antecedent expresses input conditions in terms of fuzzy linguistic labels. Two forms of consequent are normally employed in fuzzy models; the first expresses the output directly as linguistic labels and is referred to as the Mamdani fuzzy rule [26], while the second defines the output as a linear function of the inputs and is called the Takagi-Sugeno formulation. The latter is preferred for modelling applications because it produces a crisp output without defuzzification, and yields reduced complexity regression models [27][28]. In our previous work, we discussed a technology with a series of Takagi-Sugeno fuzzy rules for quantitative analysis [29]. Considering the nonlinearity of spectral data, we proposed a quadratic polynomial equation as the rule consequent [30]. Nevertheless, the predefined form of the rule consequent employed may limit the approach’s power to handle variation in nonlinear complexity for different chemical concentration estimation tasks.

In this article, a generalized fuzzy linguistic model (GFLM) suited to the optical gas sensing system modeling problem is presented. The model consists of a sequence of If-Then fuzzy rules. In the rule antecedent, the input variables are absorption spectra. The rule consequent is a general nonlinear polynomial function expressed as a function of the absorption spectra. Least squares and gradient descent are both adopted to optimize the model. To demonstrate the performance of GFLM, it is compared with PLS, SVM, MLP and RBF models for flue gas spectral datasets from coal-fired and gas-fired power plants.

The reminder of the paper is organized as follows. The optical gas sensing system and GFLM are described in section 2. In section 3, the experimental setup (datasets and procedure) is described in detail, while section 4 presents and discusses the experimental
results. Finally, section 5 concludes the paper.

2. Gas Sensing System with a Generalized Fuzzy Linguistic Model

2.1. Optical Gas Sensing System

The schematic diagram of an optical gas sensing system is shown in Figure 1. Flue gas is drawn into an explosion-proof tubular heater and heated to a predefined temperature. It is then transferred to an absorption cell where lights from a known light source is shone through the gas onto miniature spectrometers which measure the absorption spectrum.

![Figure 1: Optical gas sensing system](image)

2.2. Generalized Fuzzy Linguistic Model (GFLM)

GFLM is functionally equivalent to a series of logical “If-Then” fuzzy rules. The antecedent “If” presents the conditions, using fuzzy linguistic labels instead of crisp numbers. The consequent “Then” is a general nonlinear polynomial function expressed in terms of the input variables. The “If-Then” fuzzy rules thus assume the form:

If \( u_1 \) is \( A_1 \) and \( u_2 \) is \( A_2 \) and \( \cdots \) and \( u_n \) is \( A_n \)

Then \( f_i = \sum_{j_1=1}^{n} k_{1j_1}^1 u_{j_1} + \sum_{j_1=1, j_2=1}^{n} k_{2j_1j_2}^2 u_{j_1} u_{j_2} + \cdots + \sum_{j_1=1}^{n} \sum_{j_2=1}^{n} \cdots \sum_{j_m=j_{m-1}}^{n} k_{j_1j_2\cdots j_m}^m u_{j_1} u_{j_2} \cdots u_{j_m} + b \)

where \( \{u_1, u_2, \ldots, u_n\} \) is the input vector, \( \{A_1, A_2, \ldots, A_n\} \) are the linguistic labels, \( \{k_{1j_1}^1, k_{2j_1j_2}^2, \ldots, k_{j_1j_2\cdots j_m}^m, b\} \) is the vector of consequent parameters, and \( m \) is the highest degree considered. When \( m = 1 \), this fuzzy rule reduces to the classical Takagi-Sugeno type rule. A given GFLM consists of a series of these rules, each one having the same highest polynomial degree, \( m \).

To initialize the model, a clustering technique is first used to determine the initial locations of the linguistic labels. The number of clusters \( R \) can be predefined by users or automatically determined as part of the clustering process.
Gaussian functions are employed to generate the membership degree of each linguistic fuzzy set. The firing strength of the $i$-th rule is then calculated as:

$$\omega_i = \prod_{j=1}^{n} \mu(u_j) = \prod_{j=1}^{n} e^{-\frac{(u_j-c_{i,j})^2}{2\sigma_{i,j}^2}}$$  \hspace{1cm} (1)$$

where $\prod$ performs fuzzy AND, and $\{c_{i,j}, \sigma_{i,j}\}$ is the antecedent parameter set. The Gaussian function varies when these parameters change, thus exhibiting various firing strengths. The output is computed as:

$$y = \frac{\sum_{i=1}^{R} \omega_i f_i}{\sum_{i=1}^{R} \omega_i} = \sum_{i=1}^{R} \bar{\omega}_i f_i$$  \hspace{1cm} (2)$$

where $f_i$ is the output of $i$-th rule.

Thus, we have constructed the generalized fuzzy linguistic model. Next, a learning procedure needs to be developed. For simplicity, we assume that the parameters can be decomposed into a nonlinear set $S_N = \{c_{i,j}, \sigma_{i,j}\}$ and linear set $S_L = \{k_{1,j_1}, k_{2,j_1j_2}, \ldots, k_{m,j_1j_2\ldots j_m}, b\}$. Now given values of the elements of $S_N$, we can determine estimates for $S_L$ by solving:

$$XS_L = Y$$  \hspace{1cm} (3)$$

where $X$ is a regressor matrix whose elements are a function of $S_N$ and the model inputs, i.e. $X = [x_{kj}] = g_j(S_N, u_1(k), u_2(k), \ldots, u_n(k))$. The linear least squares solutions to (3), which minimizes $||XS_L - Y||^2$, is given by:

$$\hat{S}_L = (X^TX)^{-1}X^TY$$  \hspace{1cm} (4)$$

While (4) is concise in notation, $X^TX$ can often be ill-conditioned or singular leading to numerical issues if computed directly; singular value decomposition (SVD) provides a stable approach to address this [31]. However, determining the solution in this manner is computationally expensive which can be an issue if $X$ is large. Alternatively, $S_L$ can be computed using the recursive least squares estimator [32][33], defined as:

$$\left\{ \begin{array}{l}
S_L(n+1) = S_L(n) + P_{n+1}x_{n+1}(y_{n+1} - x_{n+1}^TS_L(n)) \\
P_{n+1} = P_n - \frac{P_nx_{n+1}x_{n+1}^T P_n}{1 + x_{n+1}^TP_nx_{n+1}}
\end{array} \right.$$  \hspace{1cm} (5)$$

where $n$ ranges from 1 to $N$, $N$ is the number of training data pairs and the desired $\hat{S}_L$ is given by $S_L(N)$. The initial conditions needed are $S_L(1) = 0$ and $P_0 = \lambda I$, where $\lambda$ is a positive large number and $I$ is the identity matrix.

Once the linear elements in $S_L$ are computed, gradient descent can be used to update the nonlinear elements in $S_N$ in order to minimize an error measure defined over the training
where $y^d_p$ is the desired output and $y_p$ is the actual output of the GFLM.

The derivative of the error measure is used as the gradient vector. For $\alpha \in S_N$, the derivative of the overall error measure $E$ with respect to $\alpha$ is

$$\frac{\partial E}{\partial \alpha} = \sum_{p=1}^{N} \frac{\partial E_p}{\partial \alpha} = -2 \sum_{p=1}^{N} (y^d_p - y_p) \cdot \frac{\partial y_p}{\partial \alpha}$$

Accordingly, the update formula for the parameter $\alpha$ is

$$\Delta \alpha = -\eta \frac{\partial E}{\partial \alpha}$$

where $\eta$ is the learning rate, which can be further written as

$$\eta = \frac{\kappa}{\sqrt{\sum_{\alpha \in S_1} \left(\frac{\partial E}{\partial \alpha}\right)^2}}$$

where $\kappa$ is the step size, the length of each transition along the negative gradient direction in the parameter space.

For $\alpha = c_{ij}$, the derivative $\frac{\partial y_p}{\partial c_{ij}}$ in equation (7) is given by:

$$\frac{\partial y_p}{\partial c_{ij}} = \omega_i (f_i \sum_{i=1}^{R} \omega_i - \sum_{i=1}^{R} \omega_i f_i) \cdot \frac{(x_{ij} - c_{ij})}{\sigma^2_{i,j}}$$

and for $\alpha = \sigma_{ij}$, it is defined as:

$$\frac{\partial y_p}{\partial \sigma_{ij}} = \omega_i (f_i \sum_{i=1}^{R} \omega_i - \omega_i f_i) \cdot \frac{(x_{ij} - c_{ij})^2}{\sigma^3_{i,j}}$$

The least squares estimate and gradient descent are performed iteratively until the num-
ber of iterations reaches a predefined value or the error $E$ is less than a specified threshold.

3. Experimental Setup

3.1. Datasets

Case study I: Coal-fired power plant flue gas

Spectral data for the flue gas from a coal-fired power plant was collected using miniature spectrometers (USB2000+XR1) from Ocean Optics. In total 196 samples were measured and for these samples, the concentration ranges of nitric oxide, sulfur dioxide and nitrogen dioxide, measured using a Testo 350 industrial flue gas analyzer, varied in the range 0-2000, 0-2500 and 0-500ppm, respectively. Using the ocean optics UV-VIS-NIR light source DH-2000, the wavelength range is from 187.87nm to 1026.97nm with a resolution of 0.82 nm; thus the dimension of each dataset is 1024. The absorption spectra are shown in Figure 2.

![Figure 2: The absorption spectra of flue gas from a coal-fired power plant](image)

Case study II: Gas-fired power plant flue gas

This dataset, plotted in Figure 3, consisted of spectral data for 198 samples of flue gas collected from a gas-fired power plant using a GASMET DX4000 Fourier transform infrared gas analyzer, which measures light intensity with the wavenumber ranging from $734.65 cm^{-1}$ to $4191.98 cm^{-1}$ with a resolution of $7.72 cm^{-1}$; thus the dimension of each dataset is 448. For each sample, the chemical concentrations were measured using a SP-3400 gas chromatograph from Beijing Beifen-Ruili Analytical Instrument Co. Ltd. Concentrations of a mixture of methane, carbon monoxide and carbon dioxide were recorded and the observed ranges over the 198 samples were 0-5100, 0-4500, and 0-6000 ppm, respectively.

Table 1 provides a detailed description of these two datasets.
Table 1: The Flue Gas Datasets

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Component</th>
<th>Calibration</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Range (ppm)</td>
<td>Conc. (ppm)</td>
</tr>
<tr>
<td>Coal-fired Flue Gas</td>
<td>Nitric Oxide</td>
<td>0-2000</td>
<td>875.59</td>
</tr>
<tr>
<td></td>
<td>Sulfur Dioxide</td>
<td>132</td>
<td>528.55</td>
</tr>
<tr>
<td></td>
<td>Nitrogen Dioxide</td>
<td>0-500</td>
<td>98.20</td>
</tr>
<tr>
<td>Gas-fired Flue Gas</td>
<td>Methane</td>
<td>0-5100</td>
<td>2046.37</td>
</tr>
<tr>
<td></td>
<td>Carbon Monoxide</td>
<td>131</td>
<td>981.16</td>
</tr>
<tr>
<td></td>
<td>Carbon Dioxide</td>
<td>0-6000</td>
<td>1371.64</td>
</tr>
</tbody>
</table>

3.2. Experimental Procedure

To evaluate the performance of the proposed GFLM model structure, GFLMs with rule consequent polynomial degrees ranging from 1 to 5 were estimated and compared with PLS, SVM, MLP and RBF models for the task of predicting gas concentrations from the recorded flue gas optical spectra. In our experiments, the datasets were split into calibration and test sets with every third sample chosen for testing and the remaining samples used for the calibration set [35]. The calibration sets were used to train the regression models, and the test sets used to evaluate their effectiveness.

The PLS, SVM, MLP and RBF methods were developed using the implementations in MATLAB version 7.11.0 (R2013b) with default parameters employed, unless otherwise specified. PLS adopts a multi-input single-output (MISO) model structure. For SVM models, the Gaussian function was used as the kernel function. Three layer topologies were used with
both the MLP and RBF networks with sigmoid functions used as the activation function in the hidden layer and a linear function employed in the output layer in the MLP network and radial basis functions used as the nonlinear activation function in the RBF network. Using the cross-validation root mean square error (CV-RMSE) as a performance metric, 10-fold cross-validation was employed to optimize the hyperparameters of each modelling paradigm [36]. For PLS, the maximum number of latent variables (LVs) considered was 30. For SVM models, the penalty parameter \(C\) was selected in the range \([-4, 15]\) in a log 2 space (the normal space ranging from \(2^{-4}\) to \(2^{15}\)), and the kernel parameter \((1/\sigma^2)\) of the Gaussian was determined using a grid search in the range \([-5, 6]\) in log 2 space (the normal space ranging from \(2^{-5}\) to \(2^{6}\)). The optimal number of hidden nodes in the MLP and RBF were chosen from the range \([1, 10]\) and \([1, 30]\) respectively. To reduce the computational complexity of regression models, and the dimensionality of the input space relative to the number of samples, the principal components of the absorption spectra were extracted and used as input variables to the model with the number of components retained capturing 90% of the observed variance [37][38]. This was found to be 5 components for both the coal-fired power plant and gas-fired power plant flue gas data sets. The clustering algorithm used to initialize the GFLM model was subtractive clustering [39]. In this algorithm, the tuning parameter ‘radii’, which determines the number of clusters generated was varied between 0.1 and 0.9 in steps of 0.1.

In this article, the CV-RMSE, the prediction root mean squared error (P-RMSE), the relative error of prediction expressed as a percentage (REP%) and the randomization t-test [40] are employed as metrics to compare and assess the efficacy of various regression models. The randomization t-test is applied to detect statistically significant differences in model performance. The significance level is set as 0.10 in accordance with [41]. The cross-validation metrics are computed with respect to the calibration datasets, while the prediction metrics are computed with respect to the test datasets. All the regression models are implemented in MATLAB 7.11.0 on a general-personal computer with an Intel i7-2600 CPU and 8 GB of RAM.

4. Results and Discussion

4.1. The coal-fired power plant flue gas dataset

The hyperparameter cross-validation errors obtained with PLS, MLP, RBF, SVM and GFLM models for nitric oxide, sulfur dioxide and nitrogen dioxide are illustrated in Figures 4, 5 and 6, respectively. The hyperparameters that yielded the minimum CV-RMSE were selected as the optimum values for each model. The analytical results are summarized in Table 2. For nitric oxide, the P-RMSE value obtained with GFLM is 2.22%, 36.29%, 4.43% and 8.92% lower than those of the PLS, SVM, MLP and RBF, respectively. The REP% value of GFLM is 13.68%, 36.22%, 11.74% and 30.25% lower than those of PLS, SVM, MLP and RBF respectively. Application of the randomization t-test confirms that the better predictive ability of GFLM is statistically significant for all model \(p < 0.1\).

For sulfur dioxide, while the REP% for GFLM is marginally inferior to PLS, it is superior in terms of the other metrics. The P-RMSE with GFLM is 9.1%, 282.62%, 248.14% and
194.37% smaller than those achieved by the PLS, SVM, MLP and RBF models, respectively. Statistically, the difference in performance between PLS and GFLM is not significant \( (p = 0.53) \), while the differences between the other models and GFLM are very significant \( (p < 0.005) \).

For nitrogen dioxide, the P-RMSE value of GFLM is 1.29%, 77.36%, 13.17% and 158.39% lower than those of the PLS, SVM, MLP and RBF respectively. The REP% value of GFLM is 1.91%, 37.36%, 25.69% and 51.94% smaller than those of PLS, SVM, MLP and RBF respectively. The t-test indicates that the improvement in performance with GFLM is statistically significant for all models apart from PLS.

In addition, for GFLM, the highest polynomial degree in the rule consequent is selected to be 1, 2 and 2 for nitric oxide, sulfur dioxide and nitrogen dioxide, respectively. The parameter of subtractive clustering, radii, is chosen as 0.2, 0.9 and 0.8 for nitric oxide, sulfur dioxide and nitrogen dioxide, respectively.

Based on this study, while PLS has similar predictive capability to GFLM for sulfur dioxide and nitrogen dioxide, overall GFLM provides the most consistent performance and is therefore recommended for regression modeling for the coal-fired power plant flue gas.

**Figure 4:** The model hyperparameter cross-validation errors for nitric oxide

### 4.2. The gas-fired power plant flue gas dataset

The hyperparameter cross-validation errors obtained with PLS, MLP, RBF, SVM and GFLM for methane, carbon monoxide and carbon dioxide are depicted in Figure 7, 8 and 9, respectively. The analytical results for the gas-fired power plant flue gas are summarized in Table 3. For methane, the P-RMSE value with GFLM is 0.67%, 0.34%, 0.3% and 1.4% lower than those of PLS, SVM, MLP and RBF respectively. The REP% of GFLM is 5.56%, 0.8%, 7.25% and 25.92% smaller than those of PLS, SVM, MLP and RBF respectively. Despite
<table>
<thead>
<tr>
<th>Component</th>
<th>Model</th>
<th>CV-RMSE</th>
<th>P-RMSE</th>
<th>REP%</th>
<th>Rand.-t</th>
<th>Other parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nitric Oxide</td>
<td>PLS</td>
<td>249.44</td>
<td>235.49</td>
<td>22.85%</td>
<td>0.075</td>
<td></td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>315.65</td>
<td>313.98</td>
<td>27.38%</td>
<td>0.005</td>
<td>$(2^{11})^{b}, (2^6)^{c}$</td>
</tr>
<tr>
<td></td>
<td>MLP</td>
<td>217.52</td>
<td>240.57</td>
<td>22.46%</td>
<td>0.045</td>
<td></td>
</tr>
<tr>
<td></td>
<td>RBF</td>
<td>256.90</td>
<td>250.94</td>
<td>26.18%</td>
<td>0.015</td>
<td>26$^e$</td>
</tr>
<tr>
<td></td>
<td>GFLM</td>
<td>196.21</td>
<td>230.38</td>
<td>20.10%</td>
<td>\</td>
<td>$1^f, 0.2^g$</td>
</tr>
<tr>
<td>Sulfur Dioxide</td>
<td>PLS</td>
<td>72.19</td>
<td>27.47</td>
<td>3.07%</td>
<td>0.53</td>
<td>26$^a$</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>78.48</td>
<td>96.35</td>
<td>13.51%</td>
<td>0.005</td>
<td>$(2^{12})^{b}, (2^{-3})^{c}$</td>
</tr>
<tr>
<td></td>
<td>MLP</td>
<td>72.86</td>
<td>87.67</td>
<td>11.32%</td>
<td>0.005</td>
<td>6$^d$</td>
</tr>
<tr>
<td></td>
<td>RBF</td>
<td>87.94</td>
<td>74.12</td>
<td>8.71%</td>
<td>0.005</td>
<td>29$^e$</td>
</tr>
<tr>
<td></td>
<td>GFLM</td>
<td>70.95</td>
<td>25.18</td>
<td>3.11%</td>
<td>\</td>
<td>$2^f, 0.9^g$</td>
</tr>
<tr>
<td>Nitrogen Dioxide</td>
<td>PLS</td>
<td>24.78</td>
<td>22.06</td>
<td>22.37%</td>
<td>0.54</td>
<td>29$^a$</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>36.71</td>
<td>38.62</td>
<td>30.15%</td>
<td>0.005</td>
<td>$(2^7)^{b}, (2^2)^{c}$</td>
</tr>
<tr>
<td></td>
<td>MLP</td>
<td>39.93</td>
<td>24.65</td>
<td>27.59%</td>
<td>0.04</td>
<td>7$^d$</td>
</tr>
<tr>
<td></td>
<td>RBF</td>
<td>53.30</td>
<td>56.27</td>
<td>33.35%</td>
<td>0.005</td>
<td>28$^e$</td>
</tr>
<tr>
<td></td>
<td>GFLM</td>
<td>26.27</td>
<td>21.78</td>
<td>21.95%</td>
<td>\</td>
<td>$2^f, 0.8^g$</td>
</tr>
</tbody>
</table>

$^a$ the number of PLS latent variables.
$^b$ the penalty parameter in SVM.
$^c$ the kernel parameter of the Gaussian kernel in SVM.
$^d$ the number of hidden layer nodes in the MLP model.
$^e$ the number of hidden layer nodes in the RBF model.
$^f$ the highest degree of polynomial in the GFLM.
$^g$ the radii parameter of the subtractive clustering algorithm used in the GFLM.
Figure 5: The model hyperparameter cross-validation errors for sulfur dioxide

Figure 6: The model hyperparameter cross-validation errors for nitrogen dioxide

the differences in REP% between PLS, SVM, MLP and GFLM, the randomization t-test shows that they are not statistically significant. This is consistent with the observation that the P-RMSE values are very similar for all models in this instance.

For carbon monoxide, PLS offers the best predictive capability in terms of CV-RMSE, whereas GFLM has the smallest P-RMSE value, 42.58%, 375.58%, 112.18% and 117.63% smaller than those achieved by the PLS, SVM, MLP and RBF models respectively. In addition, the REP% of GFLM is 9.44%, 16.67%, 4.46% and 19.02% lower than those of PLS,
SVM, MLP and RBF, respectively. All are statistically significant differences ($p = 0.005$).

For carbon dioxide, the P-RMSE value of GFLM is 1.26%, 46.5%, 21.45% and 33.63% lower than those of the PLS, SVM, MLP and RBF models respectively. The REP% value of GFLM (REP=3.73%) is the lowest, 26.54%, 238.87%, 160.05% and 127.08% smaller than those of PLS, SVM, MLP and RBF, respectively. The t-tests confirm that the superior predictive capability of GFLM is statistically significant with respect to all models.

For GFLM, the highest degree of polynomial in the rule consequents is selected to be 1, 1 and 2 for methane, carbon monoxide and carbon dioxide respectively. The subtractive clustering parameter, radii, is chosen as 0.9 for all 3 models.

Overall, the experimental results verify that the GFLM model is the most effective regression model for the gas-fired power plant flue gas.

4.3. General Observations

It is noteworthy that the REP% values are generally high for both datasets across all models. They are greater than 20% for nitric oxide and nitrogen dioxide no matter which strategy is employed. They are also particularly poor for carbon monoxide the best performing model, GFLM, only achieving an REP% of 21%. These high REP% are due to a substantial level of measurement errors and outliers in the data. A number of factors contribute to this linked to limitations of the measurement equipment and the manual measurement process. In particular, the measurement accuracy of the Testo 350 flue gas analyzer is limited to $\pm 5\%$ and the SP-3400 gas chromatograph, which is used to measure the chemical concentrations, has maximal measurement errors of the order of 10%. The GASMET DX4000 Fourier transform infrared gas analyzer has a measurement accuracy of $\pm 3\%$. In addition, it is susceptible to gas pressure and temperature changes, which affect the line shape of the measured absorbance spectrum, and thus the accuracy of the analysis results [42]. Spectral noise may also make the analysis less precise. Finally, the manual measurement process is likely to have introduced random errors.

While spectral data is inherently nonlinear, in our experiments the nonlinear ANN models are inferior to the linear PLS models for most components. The poor performance of the ANN models may be related to the size of the experimental datasets available (number of training samples) relative to its dimensionality and the level of noise. These circumstances make estimating ANN models with good generalisation capabilities challenging, particularly with flexible structures such as MLPs and RBFs [43], with the result that simpler model structures (such as the PLS model) can outperform them. The characteristics of the GFLM paradigm, which essentially involves the estimation of relatively simple local models and the interpolation functions that interpolate between them, make it a more robust paradigm in these circumstances, hence its good all round performance.

5. Conclusions

This paper proposes a generalized fuzzy linguistic model (GFLM) to predict chemical concentrations from gas optical absorption spectra. For the GFLM model, the rule consequent is a general nonlinear polynomial function of input variables to characterize high-dimensional data. Least squares and gradient descent optimization algorithms are adopted
Table 3: Analytical results for the gas-fired power plant flue gas

<table>
<thead>
<tr>
<th>Component</th>
<th>Model</th>
<th>CV-RMSE</th>
<th>P-RMSE</th>
<th>REP%</th>
<th>Rand.-t</th>
<th>Other parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Methane</td>
<td>PLS</td>
<td>43.18</td>
<td>86.37</td>
<td>10.17%</td>
<td>0.505</td>
<td>26(^a)</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>80.57</td>
<td>86.09</td>
<td>9.71%</td>
<td>0.8</td>
<td>(2(^{15}))(^b); (2(^{-3}))(^c)</td>
</tr>
<tr>
<td></td>
<td>MLP</td>
<td>74.79</td>
<td>86.05</td>
<td>10.33%</td>
<td>0.84</td>
<td>7(^d)</td>
</tr>
<tr>
<td></td>
<td>RBF</td>
<td>79.64</td>
<td>87.00</td>
<td>12.13%</td>
<td>0.025</td>
<td>28(^e)</td>
</tr>
<tr>
<td></td>
<td>GFLM</td>
<td>64.05</td>
<td>85.80</td>
<td>9.63%</td>
<td>\   \</td>
<td>1(^f); 0.9(^g)</td>
</tr>
<tr>
<td>Carbon Monoxide</td>
<td>PLS</td>
<td>114.43</td>
<td>153.87</td>
<td>23.30%</td>
<td>0.005</td>
<td>30(^a)</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>508.20</td>
<td>513.24</td>
<td>24.84%</td>
<td>0.005</td>
<td>(2(^{11}))(^b); (2(^{-2}))(^c)</td>
</tr>
<tr>
<td></td>
<td>MLP</td>
<td>257.08</td>
<td>228.98</td>
<td>22.24%</td>
<td>0.005</td>
<td>5(^d)</td>
</tr>
<tr>
<td></td>
<td>RBF</td>
<td>246.08</td>
<td>234.86</td>
<td>25.34%</td>
<td>0.005</td>
<td>5(^e)</td>
</tr>
<tr>
<td></td>
<td>GFLM</td>
<td>133.55</td>
<td>107.92</td>
<td>21.29%</td>
<td>\   \</td>
<td>1(^f); 0.9(^g)</td>
</tr>
<tr>
<td>Carbon Dioxide</td>
<td>PLS</td>
<td>83.82</td>
<td>74.59</td>
<td>4.72%</td>
<td>0.08</td>
<td>11(^a)</td>
</tr>
<tr>
<td></td>
<td>SVM</td>
<td>108.28</td>
<td>107.92</td>
<td>12.64%</td>
<td>0.005</td>
<td>(2(^{15}))(^b); (2(^{-3}))(^c)</td>
</tr>
<tr>
<td></td>
<td>MLP</td>
<td>120.71</td>
<td>89.47</td>
<td>9.70%</td>
<td>0.04</td>
<td>5(^d)</td>
</tr>
<tr>
<td></td>
<td>RBF</td>
<td>133.14</td>
<td>98.45</td>
<td>8.47%</td>
<td>0.065</td>
<td>26(^e)</td>
</tr>
<tr>
<td></td>
<td>GFLM</td>
<td>81.70</td>
<td>73.67</td>
<td>3.73%</td>
<td>\   \</td>
<td>2(^f); 0.9(^g)</td>
</tr>
</tbody>
</table>

\(^a\) the number of PLS latent variables.
\(^b\) the penalty parameter in SVM.
\(^c\) the kernel parameter of the Gaussian kernel in SVM.
\(^d\) the number of hidden layer nodes in the MLP model.
\(^e\) the number of hidden layer nodes in the RBF model.
\(^f\) the highest degree of polynomial in the GFLM.
\(^g\) the radii parameter of the subtractive clustering algorithm used in the GFLM.
as the learning procedure. The performance of GFLM and PLS, SVM, MLP and RBF models are demonstrated for two real spectral datasets: a coal-fired power plant flue gas dataset and a gas-fired power plant flue gas dataset. The 10-fold cross-validation root mean squares error (CV-RMSE) metric is used to identify optimal values for the hyperparameters of each modelling paradigm. In addition, P-RMSE, REP% and the randomization t-test are employed as metrics to assess the efficiency of the resulting regression models. The results verify that the predictive capability of GFLM is superior to previously reported approaches.
for predicting component concentrations in an optical gas sensing system.
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