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ABSTRACT

In acoustic instruments, the controller and the sound pro-

ducing system often are one and the same object. If virtual-

acoustic instruments are to be designed to not only simu-

late the vibrational behaviour of a real-world counterpart

but also to inherit much of its interface dynamics, it would

make sense that the physical form of the controller is simi-

lar to that of the emulated instrument. The specific physical

model configuration discussed here reconnects a (silent)

string controller with a modal synthesis string resonator

across the real and virtual domains by direct routing of

excitation signals and model parameters. The excitation

signals are estimated in their original force-like form via

careful calibration of the sensor, making use of adaptive

filtering techniques to design an appropriate inverse filter.

In addition, the excitation position is estimated from sen-

sors mounted under the legs of the bridges on either end

of the prototype string controller. The proposed methodol-

ogy is explained and exemplified with preliminary results

obtained with a number of off-line experiments.

1. INTRODUCTION

Synthesis by physical modelling is designed as the ulti-

mate methodology for digital simulation of real-world in-

struments [1–4]. The key difference with sample-based

approaches is that the synthesis algorithm captures and pa-

rameterises the physical behaviour rather than the signal

output. Hence in principle, virtual-acoustic instruments
can be designed on this basis that are similar to real-world

acoustical instruments in the way they sonically respond to

player actions and afford performance nuances. However

while significant advances have been made over the past

few decades regarding numerical modelling of musical in-

struments, relatively little progress has been made so far in

terms of real-time control of the resulting algorithms.

It is worthwhile noting at this point that the problem of

synthesis control has been much more widely investigated

as a gestural mapping problem (see, e.g. [5–8]). Gener-

ally this concerns a more free approach to the design of

new, computed-based musical instruments, usually with-
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Figure 1: (a) A ‘conventional’ configuration for real-time

control of a physical model. (b) An alternative configura-

tion in which the excitation signals are generated with the

controller.

out specific consideration of the constraints and character-

istics of acoustics instruments, and often instilling a more

loose coupling between the player and the instrument. The

mapping problem does in fact not exist in the same way

when using physical modelling synthesis, since the model

parameters generally have direct counterparts in the real

world. This suggests that the mapping can in principle

be replaced by a direct routing between a real-world con-

troller and a virtual-domain sounding system (i.e. the phys-

ical model algorithm), with the interface dynamics directly

inherited from the modelling process [9]. Fig. 1a illustrates

this concept schematically. Following several earlier stud-

ies, the physical model is represented here in terms of its

block decomposition into an “exciter” (i.e. an excitation

object such as a bow or a finger) and a “resonator” (i.e. a

vibrating structure such as a string or a membrane). Tradi-

tionally, the exciter, the resonator, and their interaction are

all modelled (i.e. existing in the virtual domain), with as-
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sociated parameters that are to be controlled by the player.

For example, playing a bowed string model involves real-

time adjustment of the bow parameters (e.g. bow speed,

bow force) as well as of the string parameters (e.g. fin-

ger stopping position). One of the main challenges in re-

alising such a conventional physical model configuration

arises from the high computational costs involved in pre-

cise modelling of all of the physical mechanisms involved

(see, for example, the case of a two-polarisation bow-string

model [10]).

Leaving aside such efficiency concerns, the remaining

challenge focuses on controller design, which invariably

involves perpending the larger scope of multi-modal inter-

action, i.e. also including forms of haptic and visual feed-

back. This topic has been extensively investigated in the

past few decades within the sound and computing com-

munity as well as in the wider realm of human-computer

interaction, and has resulted in various strands of related

controller design concepts, including those based on nat-
ural [11], tangible [12, 13], embodied [12], enactive [13]

and effortful [14] interaction. The current paper is partly

inspired by these concepts, and in alignment with them

seeks a sensor configuration that minimises its interference

with the instrumentalist’s actions.

In light of such interaction design criteria, Berdahl and

Smith [15] proposed a slightly different configuration for

physical model control, which leaves the exciter part in the

real-world domain (see Fig. 1b). In this arrangement, the

physical form of the controller resembles the main vibrat-

ing element of the simulated instrument. In the case stud-

ied in [15], the player is presented with a (silent) controller

interface with two strings, one of which is damped and ex-

cited in the usual ways (plucking, striking, etc.) in order

to drive a physics-based string resonator model, while the

other controls the pitch.

A key technical challenge that arises in this approach is

to ensure that the interface dynamics are captured in appro-

priate form for driving the virtual-domain sound resonator,

which boils down to ‘clean extraction’ of the relevant ex-

citation signal(s). That is, the controller should comprise

real-time sensing/processing of signals in order to obtain

an equivalent of the signal(s) normally flowing from the

exciter to the resonator. For example, in the case of percus-

sive string excitation, the signal that is most suited to excite

a virtual string model is the actual force signal exerted by

the player on a (strongly damped) string, with any possi-

ble distortion by the setup (e.g. coloration by the sensors)

removed as much as is feasible. In addition, the envisaged

application to performance requires a high-quality audio,

low-noise excitation signal. In [15] this is addressed by us-

ing an electric guitar as the tangible interface, fitted with

undersaddle piezoelectric pickups to sense the string vi-

brations. The piezos are more suitable than bridge pickups

due to the inherently nonlinear characteristics of the latter.

The (augmented) use of the electric guitar as the physical

controller has consequences regarding the type of control

and idiom a performer is invited to engage with. The prob-

ability of players and virtual-acoustic instrument designers

reinventing string playing in a way that genuinely expands

Figure 2: Setup of the prototype string controller. Under

each leg of the bridges (a ,b) piezoelectric disks are placed,

generating voltages (V1, V2) resulting from the pressure of

the vibrating string on the bridges.

artistic practices is further reduced if the string model pa-

rameters are restricted to a range that produces sounds that

are close to the sonic palette of conventional guitar sounds.

This paper is similarly motivated, but takes a different

approach by moving away from using the electrical guitar

and associated commercial piezo pickups for the prototype

string controller. The main purpose is to keep more de-

sign flexibility, which aligns with the longer-term aim of

more adventurously exploring the acoustic affordances of

virtual-acoustic string instruments. The principal technical

novelty of the work presented here is that specific attention

is given to removing the characteristics of the sensor via

linear filtering and pre-calibration. In addition, a method

for estimating the excitation position (from the same sen-

sor data) is proposed. The excitation type is restricted

largely to percussive styles (i.e. resulting from short inter-

actions between the string and a finger/object), since the

technical challenges involved in separating the ‘exciter’

from the ‘resonator’ are considerably more complex for

fully sustained excitation (i.e. string bowing).

The remainder of the paper is structured as follows. The

prototype string controller is presented in Section 2, in-

cluding the signal processing used for estimating the player

force signal and the excitation position from the vibrations

sensed at the instrument bridge. Section 3 then gives a

summary of the modal synthesis string resonator model

and its implementation, followed by the exposition of a

few exemplifying preliminary off-line results in Section 4.

2. A PROTOTYPE STRING CONTROLLER

2.1 Experimental Setup

A string is stretched over two bridges mounted on a wooden

support platform, as depicted in Figure 2. Currently the

bridges of a Guzheng (a Chinese string instrument [16]) are

used. A piece of foam is placed close to the left bridge with

the purpose of damping the vibrations of the string, as such

subduing multiple round-trip wave reflections. Assuming

linear wave propagation and neglecting string stiffness and

damping this means that - apart from at very low frequen-

cies - any transversal force seen at the bridge furthest from

the foam is approximately equal to a delayed version of

the force wave travelling towards bridge generated when
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the player excites the string

F (t) ≈ Fe

(
t− L− xe

c

)
, (1)

where L = 0.460m is the string length between the two

bridges, xe is the excitation position, and c is the velocity at

which transversal waves travel along the string. Hence the

foam placement allows directly extracting the excitation

force from F (t), be it with latency τ = (L− xe)/c.
The setup also features foam strips that are glued to the

bottom of the support platform to absorb external vibra-

tions that could corrupt the signal. To sense the vibrations

at the bridge, a piezoelectric disk (PD) is positioned under

each of its two legs. The analogue signal routing for these

sensors contains a high-pass circuit which helps attenuat-

ing the DC component (including any signal ‘drift’ that

would be detrimental to any further processing). The piezo

sensor signals are digitally captured with an NI USB-6215

data acquisition platform. The final stage of the processing

chain is a computer 1 for both the parameter estimation and

the real-time implementation of the string resonator model.

2.2 Excitation Force Signal Estimation

Referring again to Fig. 2, the strategy here is to set up

an inferential sensing system to estimate the vertical (Fz)

and horizontal (Fy) forces exerted on the bridge by the

string. Under the assumption of linear behaviour of both

the bridge and the sensors, the PD signals — denoted here

as Vi(t), where i = 1, 2 — are simply filtered versions

of the force signals. Under vertical force excitation, the

frequency-domain relationships then are:

Vi(ω) = Gi(z)Fz(ω), (2)

where Gi(z) is the corresponding transfer function, encap-

sulating the characteristics of the bridge, Fz(ω) is Fourier

transform the vertical force excitation on the bridge and

Vi(ω) is the Fourier transform of the piezo signal. In or-

der to estimate the vertical force signal, the relationships

in eq (2) must be inverted. Fig. 3 illustrates how this can

be realised in the time domain, using calibration filters

Ci(z) that approximate the inverses of the transfer func-

tions Gi(z) (see the next Section for the design of these

filters).

For vertical forcing of the bridge, the string pushes down-

wards on the two legs simultaneously, resulting in in-phase

piezo signals. Therefore summing the filtered signals and

multiplying by 1/2 gives an estimation of the vertical force

component by averaging; this is realised with the upper

arm of the signal processing diagram in Fig. 3. On the

other hand, with a horizontal force impact on the bridge

one leg of the bridge is lifted up while the other leg is

pushed down resulting in signals that are out of phase with

each other. Therefore a horizontal force estimate F̂y can

be obtained by subtracting the filtered signals from the PD.

The difference in exciting in the vertical as opposed to the

horizontal plane can in itself be considered as a filtering

1 iMac 2.8GHz quad-core Intel Core i5,16 GB of 1867MHz LPDDR3
onboard memory

Figure 3: Signal diagram for the force estimation. The

voltages (V1, V2) are generated by the piezoelectric disks

processed by the calibration filters, C1(z) and C2(z). The

sum and difference give estimation of the bridge forces

(F̂z , F̂y). Filter D(z) can be added for fine tuning the F̂y

estimation.
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Figure 4: Voltages (a) generated by piezoelectric disks

placed under the bridge. Force measured with an impact

hammer (b) applied at the bridge (blue) and estimations

from V1 (red) and V2 (black, dashed).

effect, and can thus potentially be modelled with an addi-

tional filter D(z) for increased accuracy for F̂y; this exten-

sion has not been yet realised or tested within the project

though, and instead the difference signal is currently taken

directly as a measure of the vertical bridge force.

2.3 Identification of the Calibration Filters

In order to estimate the forces exerted on the bridge from

the sensed PD signals as described above, digital filters

Ci(z) that approximate the inverses of Gi(z) are required.

To obtain such filters, a pre-calibration experiment is car-

ried out by measuring the force impact on the bridge when

it is hit by an impact hammer 2 from above, and simultane-

ously sensing the PD signals. An example set of measure-

ment signals is plotted in Figure 4. An optimum inverse

filter can then be designed for each piezo through various

means; here adaptive filtering methods [17] are applied to

provide a first, preliminary result, in the form of an FIR

filter. In particular the recursive least squares (RLS) algo-

rithm is useful in this case because of its relatively high

robustness against input signal characteristics. A suitable

set of input/output training signals is created by first con-

volving the hammer and piezo signals with a white pseudo-

noise signal, ensuring that the input signals are of sufficient

2 Dytran Dynapulse 5800B4
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Figure 5: Position estimation signals obtained when strik-

ing the string successively at positions xe = 373.5, 353.0,

332.5, 312.0, 291.5, 271.0, and 250.5mm, respectively.

(a) Short-time rectified average of the two estimated force

signals. (b) The corresponding evolution of the vari-

able R(t). The dashed line indicates the ‘default value’

(1 − β)/(1 + β) which it approximately attains in the ab-

sence of excitation.

length to train the RLS algorithm. The error signal (the dif-

ference between the target and estimate signal) is defined

allowing for a small time delay of the FIR filter’s impulse

response; the results presented used at a sampling rate of

51.2kHz. As seen in Figure 4(b), filtering Vi(t) through the

calibration filters this way results in an accurate estimation

of Fz(t) from each PD (and thus also from the averaged

signal obtained with the upper arm of the signal diagram

in Figure 3.

Note that the equalisation that is carried out by passing

the piezo signal though the calibration filter affects both

amplitude and phase characteristics. As a result, sharp

force pulses are reconstructed by the calibration filters from

piezo signals that are more ‘smeared’ over time. This means

that transient-rich detail in the excitation signal (arising

from the player’s interaction with the string) is exposed

more sharply in the final audio signal than if the piezo sig-

nal were to be passed straight to the resonator model.

A drawback of the adaptive filtering approach is that us-

ing long FIR filters can be computationally demanding,

making it less suitable for real-time application. A more

efficient approach is possible though, by first extracting the

dominant modes of the bridge and implementing these sep-

arately as second-order resonance filters [18].

2.4 Excitation Position Estimation

In order to estimate the position at which the string is ex-

cited by the player, piezo sensors are also fitted under the

legs of the other bridge. One approach would be to de-

termine the time difference between the signals arriving at

the bridges, with pulses due to plucks positioned closer to

the right-hand bridge (B) arriving earlier at that bridge than

at the left-hand side bridge (A). However the presence of

the foam, which causes temporal smearing of wave pulses

travelling towards bridge (A) complicates this approach.

Instead the estimation approach taken here is based on de-

termining the short-time RMS-like signal averages QA(t)
and QB(t) at the two bridges. For each bridge, this signal

is calculated by first applying a first-order low-pass filter to

the estimated force, then applying signal rectification (by

taking the absolute value the signal), and finally applying a

smoothing (moving average) filter. Fig. 5(a) shows an ex-

ample set of signals when the string is struck successively

at seven different positions. The two signals are then used

in the calculation of the dimensionless quantity

R(t) =
QB(t)− βQA(t)

QB(t) + βQA(t)
, (3)

where β is a constant compensating for the foam damping

(here β = 10 is used); the damping by the foam is ap-

proximately constant within the low-frequency band that is

effectively used in the signal calculation. Fig. 5(b) shows

how R(t) varies with striking position. In periods of no ex-

citation, the value of R is approximately (1 − β)/(1 + β)
due to the noise on the signals from which QA(t) and

QB(t) are calculated. More generally, R(t) relates to xe(t)
through a static nonlinear mapping R = G(xe); this map

can be obtained by a further pre-calibration measurement

involving multiple plucks at a range of positions along the

string followed by a curve fitting. Fig. 6 shows an example

result of this process, in which we retrieved the map in its

simplest possible form, i.e. a straight line. This procedure

prepares for the estimation in real-time of the excitation

positions in the range [L/2 − L] employing the inverse of

the obtained mapping, i.e.

xe(t) = G−1(R(t)). (4)

The inconsistencies in R seen in Fig. 6 for any of the

string excitation positions are due to (a) extraneous mea-

surement signals and (b) string vibrations resulting from

effectively stopping the string with the plucking object (hence

setting up wave roundtrips over the string portion between

x = xe and x = L. The latter problem is unavoidable to

certain extent, but the former can be alleviated by improved

signal conditioning.

3. STRING RESONATOR MODEL

3.1 String Model

Transversal string vibrations, taking into account non-idealities

such as stiffness and damping, can be described with the

partial differential equation [3, 4]

ρA
∂2y

∂t2
= T

∂2y

∂x2
−EI

∂4y

∂x4
− γ(β)

∂y

∂t
+Fe(x, t), (5)

in which ρ, A, T , E, and I are mass density, cross-sectional

area, tension, Young’s modulus, and moment of inertia, re-

spectively, and where y(x, t) denotes the transversal dis-

placement at axial position x and time t. Given that the

support platform is thick, strong, and heavy, simply sup-

ported boundary conditions can be assumed:

y(x, t)
∣∣∣
x=0,L

= 0,
∂2y

∂x2

∣∣∣
x=0,L

= 0. (6)
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Figure 6: Mapping between R and xe. The circles indicate

individual measurement data points, and the line is a least-

squares fit to the data.

Frequency-dependent string damping is incorporated here

by defining the parameter γ(β) in (5) as:

γ(β) = 2ρA
[
σ0 +

(
σ1 + σ3β

2
) |β| ], (7)

where β is the wave number and σ0,1,3 are physically-

motivated fit parameters. The external excitation is re-

stricted here to a single point, i.e.

Fe(x, t) = δ(xe)Fe(t), (8)

where Fe(t) and xe represent the force signal and excita-

tion position, both of which are directly obtained from the

controller within the proposed approach. An appropriate

audio signal can be obtained by calculating the termination

force at x = L:

FT(t) = −T ∂y

∂x

∣∣∣
x=L

+ EI
∂3y

∂x3

∣∣∣
x=L

, (9)

and inputting this to a body filter, such as those designed in

[18]. Alternatively, the string velocity at a pick-up position

xp can serve as a sound output signal.

3.2 Modal Synthesis

The solution of (5) can be expressed as a superposition of

the normal modes of the string (indexed with i):

y(x, t) =
M∑
i=1

vi(x) ȳi(t), (10)

where ȳi(t) denotes the mode displacement and vi(x) =
sin(βix) is the corresponding mode shape (spatial eigen-

function) for the boundary conditions given in (6), with

βi = iπ/L. Substitution of (10) into (5), then multiplying

with vi(x) and applying a spatial integral over the length

of the string yields that the dynamics of each of the modes

is governed by:

m
∂2ȳi
∂t2

= −kiȳi(t)− ri
∂ȳi
∂t

+ vi(xe)Fe(t), (11)

Figure 7: Signal diagram for the modal synthesis algo-

rithm. The output weights wi are computed with (13) or

alternatively set as vi(xp) for velocity pickup at x = xp.

where ki =
1
2L

(
EIβ4

i + Tβ2
i

)
and ri =

1
2Lγ(βi) are the

elastic and damping constants of the mode, respectively.

The term m = 1
2ρAL is the modal mass, which is the same

for all modes. Under the assumption of each mode being

under-damped (i.e. ri < 2
√
kim), the modal frequencies

are ωi =
√
ki/m− α2

i , where (in accordance with (7))

αi = ri/(2m) = σ0 + σ1βi + σ3β
3
i (12)

are the modal decay rates. The modal expansion of the

termination force is

FT(t) =
M∑
i=1

[
− Tv′i(L) + EIv′′′i (L)

]
︸ ︷︷ ︸

wi

ȳi(t), (13)

where v′i(x) and v′′′i (x) denote the first and third spatial

derivative of vi(x), respectively.

The dynamics of each of the modes can be simulated in

discrete time by discretising (11), for example using the

impulse-invariant method [19], which exactly preserves the

modal parameters ωi, αi. Denoting the transfer functions

of the resulting digital model oscillators with Hi(z), a modal

synthesis structure that implements equation (10) then takes

the form as illustrated in Figure 7; this modal sound syn-

thesis engine structure is essentially the same as those pro-

posed in various earlier studies (see, e.g. [3, 20]).

Two instances of this processing structure are created in

order to simulate vibrations in two polarisations; this al-

lows emulating beating effects due to a slight difference in

effective length between the y− and z−polarisations.

3.3 Real-Time Parameter Control

An early real-time prototype has been implemented in Max

MSP 3 using the resonators˜
4 object for the realisation of

1024 modal oscillators. The resonators˜ parameters are

calculated with a dedicated external that translates MIDI

controlled string parameters into modal parameters. This

external utlises a frequency envelope function in order to

avoid rendering aliased modes or clicks when varying pa-

rameters that affect the mode frequencies, ensuring that

modes smoothly fade out when nearing the Nyquist fre-

quency and fading in when the mode frequency falls below

Nyquist.

3 https://cycling74.com/products/max/
4 http://cnmat.berkeley.edu/files/maxdl/

archive/CNMAT_Externals-MacOSX-1.0-78-gd490ddd.
tgz
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4. PRELIMINARY EXPERIMENTS

In order to get a glimpse of what a virtual-acoustic string

instrument of the proposed design might sound like, var-

ious explorative experiments were carried out. Piezo sig-

nals were recorded during a session in which a player ap-

plied forces to the string using various exciters, including a

finger, plectrum, and a bow. These signals were processed

off-line using the calibration filters in order to obtain es-

timations of the applied force signals, which were in turn

fed to the modal resonator synthesis engine described in

Section 3. For comparison, the modal resonator was also

driven directly with the piezo signals, which yields sounds

having the ‘nasal’ timbre typically associated with piezo-

resistive disks. This effect is significantly reduced by the

calibration filters. Sound examples can be found on the

accompanying webpage 5 . Further off-line exploration fo-

cused on using ‘out of range’ geometrical string parame-

ters (length, cross-section), which allows exposing inher-

ent string properties such as stiffness on a different time

scale.

5. CONCLUSIONS

Physical models have been developed and implemented in

real-time for several decades now. A rare example of turn-

ing a physical model into an exciting new virtual-acoustic

instrument is the Kalichord [21], which departs from the

configuration discussed in this paper in that it incorporates

physical controller features of kalimbas and accordions in

its design. The off-line results presented here are intended

to give an initial impression of the wider possibilities of

virtual-acoustic string instruments if specific attention is

given to controller design that attempts to capture the inter-

face dynamics in the form of an estimated excitation signal.

Some promising initial results are obtained, but several

improvements are needed to more fully achieve the intended

aims. Firstly, the signal conditioning needs to be improved

in order to meet the signal-to-noise ratio requirements for

this type of application. Secondly, in order to develop the

potential of the approach more fully, the design needs to

be targeted to more specific instruments, probably using

extended models with well-tuned parameters. Finally, the

next versions of the string controller will have to be more

robust end ergonomic for application in performance.

A further consideration for future exploration is of a more

abstract nature. The motivation behind playing a virtual

rather a real resonator stems form the fully parameterisated

nature of the virtual, i.e. one is free to change any of the

physical parameters, thus having an instrument that houses

a broad family of a certain type rather than one fixed in-

stantiation. As discussed in [22], this concept can be ex-

tended to on-line variation of physical parameters that are

not normally accessible in real-world instrument. Thus,

once the virtual-acoustic instrument is functioning well in

the sense of emulating both the acoustic and interface dy-

namics, an adventurous next step would be to explore ex-

tended control by real-time adjustment of a wider range of

the available physical parameters.

5 www.socasites.qub.ac.uk/mvanwalstijn/smc16/
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