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Multichannel interference in high-order-harmonic generation from Ne$^+$ driven by an ultrashort intense laser pulse
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We apply the time-dependent $R$-matrix method to investigate harmonic generation from Ne$^+$ at a wavelength of 390 nm and intensities up to $10^{15}$ W cm$^{-2}$. The $1s^22s^22p^3\left( ^3P^u, \; ^1D^u, \; \text{and} \; ^1S^u \right)$ states of Ne$^{3+}$ are included as residual-ion states to assess the influence of interference between photoionization channels associated with these thresholds. The harmonic spectrum is well approximated by calculations in which only the $^3P^u$ and $^1D^u$ thresholds are taken into account, but no satisfactory spectrum is obtained when a single threshold is taken into account. Within the harmonic plateau, extending to about 100 eV, individual harmonics can be suppressed at particular intensities when all Ne$^{3+}$ thresholds are taken into account. The suppression is not observed when only a single threshold is accounted for. Since the suppression is dependent on intensity, it may be difficult to observe experimentally.
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I. INTRODUCTION

High-order-harmonic generation (HG) has been investigated intensively since its observation more than three decades ago [1]. It has remained a process of great interest due to its potential as a source of XUV radiation [2]. Since the light generated by HG is coherent, HG is the key for the production of ultrashort pulses of light of attosecond duration [3,4]. These ultrashort pulses have been applied to a variety of time-resolved studies, enabling researchers to explore ultrafast electron dynamics occurring on the sub-femtosecond time scale [5,6]. Examples of these explorations include the investigation of dynamics in inner-shell vacancies for Kr atoms [7], the time-resolved investigation of laser-induced tunnel ionization [8], and the study of electron dynamics during photoemission from a tungsten surface [9].

Harmonic generation is also of interest as a measurement tool in the study of molecular dynamics and structure. Different harmonics are generated at slightly different times, and this characteristic has been used to demonstrate differences in the period of molecular vibrations [10]. More recently, a harmonic spectroscopy technique has allowed photochemical reactions to be measured in real time [11]; this method has the ability to monitor the dynamic electron density as the electrons are transferred between atoms in a molecule during chemical reactions. Furthermore, HG has been applied to investigate how Br atoms move apart in the dissociation of Br$_2$ molecules [12].

HG is generally understood in terms of the quasiclassical, three-step model [13]. Three different stages of electron dynamics need to be included: first, the ejection of an electron from the atom; second, the motion of this ejected electron in the laser field; and third, its photorecombination with the parent ion. The three-step model has proven to be very useful for understanding many of the features of HG. It provides intuitive understanding about the highest harmonic that can be observed and the timing delays between different harmonics.

One of the key findings in recent experiments is that HG in molecules is significantly affected by interferences between ionization channels associated with different ionization thresholds [14]. Although the three-step model is suitable for noble-gas targets which have an isolated lowest ionization threshold, it may be less suitable for systems with several, closely spaced low-lying ionization thresholds. For these systems, the electronic dynamics may become quite complicated, leading to amplitude and phase differences between different ionization pathways, phase differences between electron trajectories in the laser field associated with different ionization thresholds, and amplitude differences in the recombination step. Hence, although the underlying mechanism of HG does not change for systems with multiple low-lying ionization thresholds, additional physics merits consideration. Recent theoretical studies on HG in atoms have demonstrated that interference effects between states associated with different ionization thresholds can play a notable role in atomic systems as well [15–19].

Atomic systems present significant advantages in developing understanding of HG in systems with multiple ionization thresholds. Many atomic systems have multiple low-lying ionization thresholds. Atomic systems can be described with very good accuracy, enabling a detailed investigation of the effect electronic interactions have on the competition between different pathways. Accurate theoretical methods are available: for example, time-dependent $R$ matrix (TDRM) theory was developed at Queen’s University Belfast to investigate the influence of electron interactions on atomic dynamics in intense fields [20,21]. Pabst and Santra [15,16] have developed the TD-CIS approach, whereas Ngoko Djikop and Starace [19] have investigated harmonic generation in the two-electron He atom by solving the full-dimensional Schrödinger equation.

The accuracy of the TDRM approach to HG processes was verified by the comparison of HG spectra for He with those obtained by the HELIUM code [18,22]. It has since been applied to investigate the multielectron response for several systems: the effects of resonances on HG in Ar [17] and the effect of multiple ionization thresholds on HG in Ar$^+$ [23,24]. In these Ar$^{2+}$ studies, only a few harmonics appeared for photon energies exceeding the Ar$^{2+}$ binding energy, and it was therefore difficult to identify clear interference effects...
in the plateau region. The Ar$^+$ studies were carried out at $4 \times 10^{14}$ W cm$^{-2}$. At higher intensities, high ionization probabilities made the accurate determination of the harmonic spectrum impossible. The study of HG from ions is not only of theoretical interest. It has been suggested that the very highest harmonics seen in experiment are generated by ionized atoms rather than neutral atoms [25–27].

In the present study, we have chosen to investigate Ne$^+$. Due to its higher ionization potential, the intensity can be increased significantly before ionization leads to a loss of accuracy in the harmonic spectrum. Ne$^+$ is therefore a more suitable ion for investigating interference effects between pathways associated with different threshold. The energy gap between the Ne$^+$ ionization thresholds is about twice as large as the energy difference between Ar$^+$ thresholds. However, the energy difference remains comparable to the photon energy, so the interaction between channels associated with different thresholds should still be strong.

The organization of the paper is as follows. In the following section, we present briefly the theoretical background, giving an overview of TDRM theory and details on the computations. In Sec. III we present harmonic spectra including the three low-lying ionization thresholds, the $2s^22p^33p^41^1D^r$, $1^1S^r$ states of Ne$^{2+}$, in the calculations for several intensities. We then look in detail at the role of the different ionization thresholds on HG by presenting harmonic spectra for calculations in which subsets of the ionization thresholds have been included. Since the total magnetic quantum number significantly affects harmonic generation [24], results for $M = 0$ are presented in Sec. III A and those for $M = 1$ in Sec. III B. Finally, we will summarize our results and conclusions.

II. THEORY

A. TDRM theory

In this report, we employ TDRM theory to study HG in Ne$^+$. TDRM theory is a fully nonperturbative \textit{ab initio} theory, which has been developed to describe the interaction of an intense ultrashort light pulse with general multielectron atoms and atomic ions. In the theory, it is assumed that the light field can be treated classically in the dipole approximation, that it is linearly polarized along the $\hat z$ axis, and that it is spatially homogeneous. At present, relativistic effects are not taken into account.

TDRM theory is based on $R$-matrix theory, in which space is divided into two distinct regions: an inner region and an outer region. In the inner region, all electrons are contained within a distance $a_i$ of the nucleus. In the outer region, one electron has separated from the residual ion and is at a distance greater than $a_i$ from the nucleus, while the other electrons remain confined within a distance $a_e$ of the nucleus. In the inner region, electron exchange and correlation effects between all pairs of electrons are described in full. However, in the outer region, exchange interactions between the ejected electron and the electrons remaining near the residual ion can be neglected. Hence, in this region only the laser field and the long-range (multipole) potential of the residual ion are included for the motion of the outer electron.

To obtain the wave function for the initial state of Ne$^+$, which is fully contained within the inner $R$-matrix region at time $t = 0$, we solve the time-independent field-free Schrödinger equation. The inner-region wave function is expanded in terms of an $R$-matrix basis $\psi_k(N_{N+1})$, given by [28]

$$\psi_k(N_{N+1}) = A \sum_{pf} \phi_p(N_{N+1}) r_{N+1}^{-1} c_{pjk} u_j(r_{N+1})$$

$$+ \sum_j \chi_j(N_{N+1}) d_{jk}. \quad (1)$$

$A$ is the antisymmetrization operator, and $\phi_p$ are channel functions in which residual Ne$^{2+}$ ion states are coupled with the spin and angular parameters of the outer electron. $X_{N+1} = x_1, x_2, \ldots, x_{N+1}$, where $x_i = r_i \sigma_i$ are the space and spin coordinates of the $i$th electron. The functions $u_j(r_{N+1})$ form a continuum basis set for the radial wave function of the outer electron inside the inner region. Correlation functions $\chi_j$ are $N + 1$-electron basis functions which vanish at the boundary. The residual-ion states $\phi_p$ and correlation functions $\chi_j$ are constructed from Hartree-Fock, Ne$^{2+}$ orbitals [30], and the functions $u_j$ are orthogonalized with respect to these input orbitals. The coefficients $c_{pjk}$ and $d_{jk}$ are obtained through diagonalization of the field-free Hamiltonian.

Once we have obtained the initial state, we solve the time-dependent Schrödinger equation for an atom in a light field on a discrete time grid of step size $\Delta t$ using the Crank-Nicolson technique described by Lysaght \textit{et al.} [20]. We obtain the wave function at time $t = t_{m+1}$ from the solution at $t = t_m$ by rewriting the Schrödinger equation using the unitary Cayley form of the time evolution operator $\exp[-i t H(t)]$. This gives, correct to $O(\Delta t^3)$,

$$[H(t_{m+1/2}) - E] \Psi(N_{N+1}, t_{m+1}) = \Theta(N_{N+1}, t_{m+1}), \quad (2)$$

where

$$\Theta(N_{N+1}, t_{m+1}) = -[H(t_{m+1/2}) + E] \Psi(N_{N+1}, t_{m+1}). \quad (3)$$

In Eqs. (2) and (3), $E = 2t/\Delta t$, with $\Delta t = t_{m+1} - t_m$. $H(t_{m+1/2})$ is the time-dependent Hamiltonian at the midpoint time of $t_m$ and $t_{m+1}$. In this time-dependent Hamiltonian, the laser field is described in the dipole-length gauge.

In order to solve Eq. (2), we apply different approaches to the inner region and the outer region [20]. Within the inner region, we expand the time-dependent wave function in terms of the field-free $R$-matrix basis:

$$\Psi(N_{N+1}, t_{m+1}) = \sum_k \psi_k(N_{N+1}) A_k(t_{m+1}), \quad (4)$$

so that the time-dependence is contained entirely within the coefficients $A_k$. However, the continuum functions $u_j$ in the $R$-matrix basis expansion (1) are nonvanishing at the boundary. Hence, the Hamiltonian $H(t_{m+1/2})$ is not Hermitian in the inner region due to surface terms arising from the kinetic energy operator, $-\frac{1}{2} \nabla^2$. We introduce the Bloch operator $L$ to cancel these terms, such that $H(t_{m+1/2}) + L$ is Hermitian in the internal region:

$$L = \frac{1}{2} \delta(r - a) \frac{d}{dr}. \quad (5)$$
Using this result we can rewrite Eq. (2) in the internal region as
\[ \Psi = (H + L - E)^{-1} L \Psi + (H + L - E)^{-1} \Theta. \] (6)

Similar to standard R-matrix theory [28], we now need outer-region information to set the boundary conditions for \( \Psi \) to solve Eq. (6) in the inner region [20]. Hence, the inner and outer regions are linked to each other through the so-called R matrix:
\[ R_{pp'}(E) = \frac{1}{(2\pi)^3} \sum_{kk'} \frac{\alpha_{pk}}{(H + L)_{kk'} - E} \alpha_{p'k'}. \] (7)

Here, \( p \) and \( p' \) indicate channel functions \( \phi_p \), whereas \( k \) and \( k' \) indicate field-free eigenfunctions \( \psi_k \). \( \alpha_{pk} \) indicates the surface amplitude of the field-free eigenfunctions at \( a_r \), with respect to each channel function \( \phi_p \). In the present computational scheme, the R matrix is obtained through solving a system of linear equations rather than a diagonalization of \( H + L \).

The wave functions in the inner and outer regions are then connected to each other at the boundary according to [20,28] by
\[ F(a_r) = R_{a_r} F(a_r) + T(a_r), \] (8)
where the vector \( F \) is the reduced radial wave function of the scattered electron, and \( F \) its first derivative. Compared to standard R-matrix theory, an additional inhomogeneous term appears on the right-hand side, which arises from the \( \Theta \) term in Eq. (2). This so-called T vector is given by
\[ T_{a_r} = \sum_{kk'} \frac{\alpha_{pk}}{(H + L)_{kk'} - E} \langle \psi_k | \Theta_{N+1} \rangle | \Theta \rangle. \] (9)

The T vector is determined together with the R matrix in the linear solver step. With this equation, we can determine the full wave function in the inner region once we know the vector \( F(a_r) \). In standard R-matrix theory, this is achieved through setting boundary conditions at infinity. Within time-dependent R-matrix theory, on the other hand, it takes time for the wave function to evolve, and consequently, the boundary condition on the \( F \) vector is that at a sufficiently large distance the wave function \( F \) equals zero.

In order to obtain the time-dependent wave function, we need to consider the outer-region wave function at a sufficiently large distance. Although Eq. (8) is given at the inner-region boundary, it is a general equation that holds throughout the outer region. The equation also holds at a large distance where it can be assumed that the wave function \( F \) has vanished. We thus need to obtain the \( R \) matrix and \( T \) vector at this large distance. This is achieved by dividing the outer region into subsectors, ranging from the inner-region boundary at \( a_r \) out to this large distance \( a_p \). The Hamiltonian in each subsector is calculated in a similar way as in the internal region by including Bloch operators \( L_L \) and \( L_R \) for the left-hand and right-hand boundaries. We can then obtain the time-dependent Green’s function for each subsector, and use these Green’s functions to propagate the \( R \) matrix and \( T \) vector from the inner-region boundary at \( a_r \) to the outer boundary at \( a_p \). Subsequently, we can use the \( R \) matrix and \( T \) vector to propagate the \( F \) vector inward from \( a_p \) to \( a_r \). Once we have obtained \( F \) across all subsector boundaries, we can determine the wave function in the inner region and within all outer region subsectors, and initiate the computation for the next time step. Repeating this procedure at each time step, we can follow the behavior of the wave function across the full range of times. For more details on the propagation method, see [20].

Calculation of the harmonic spectrum through the TDRM approach follows from determination of dipole moment of the wave function at each time step. The harmonic radiation emitted from the atoms and ions in an intense laser field can be expressed in terms of the Fourier transform of the time-dependent expectation value of either the dipole moment, the dipole acceleration, or the dipole velocity. The relative merits of each of these operators is still an active subject of discussion [29].

In the TDRM approach, we have a choice of using the length form,
\[ d(t) = \langle \Psi(t) | -e \mathbf{z} | \Psi(t) \rangle, \] (10)
or the velocity form,
\[ \dot{d}(t) = \frac{d}{dt} \langle \Psi(t) | -e \mathbf{z} | \Psi(t) \rangle. \] (11)

The acceleration form is less appropriate for the TDRM approach, as restrictions on the basis set mean that inner-shell electrons, such as the 1s electrons, are normally kept frozen. As a consequence, the calculations include the action of the 1s electrons on valence electrons, but the back-action on the 1s electrons is not taken into account. This limitation prevents the use of the dipole acceleration in the determination of the harmonic spectrum. In the present calculations, the harmonic spectrum is calculated using both the dipole length and dipole velocity form, and we check for consistency between both spectra.

**B. Calculation parameters**

As described above, basis functions for the description of Ne\(^{+}\) states are expressed as Ne\(^{2+}\) residual-ion states plus an additional electron. We describe Ne\(^{2+}\) using Hartree-Fock orbitals for 1s, 2s, and 2p of the Ne\(^{2+}\) ground state, as given by Clementi and Roetti [30]. The R-matrix inner region has a radius of 15 a.u. The continuum functions are described using a set of 60 B splines of order \( k = 17 \), for each available angular momentum \( \ell \) of the outgoing electron. We include all three 1\(^s^2\)2\(^s^2\)2\(^p^4\) states, 1\(^p^3\), 1\(^D^3\), and 1\(^S^1\), as residual-ion states. The description of Ne\(^{+}\) includes all 1\(^s^2\)2\(^s^2\)2\(^p^4\)\(n/\ell\) Ne\(^{+}\) channels up to a maximum total angular momentum \( L_{\text{max}} = 23 \). In order to test the spectra for convergence some calculations were also carried out for a angular momentum \( L_{\text{max}} = 27 \). The Ne\(^+\) ground-state energy has not been shifted to its experimental value.

In the TDRM calculations, the time step in the wave function propagation for this calculation is normally set to 0.05 a.u. Additional calculations were carried out at time steps of 0.04 a.u. and 0.06 a.u. with no significant change in the overall spectrum. In the outer region we set the outer boundary to 1000 a.u. to prevent any unphysical reflections of the wave function. The outer region is divided into subsectors of width 2 a.u. Here, the radial wave function for each channel is described using a set of 35 B splines of order 11. The laser
pulse wavelength is chosen to be 390 nm. The pulse profile is given by a three-cycle sin² turn-on followed by four cycles at peak intensity and a three-cycle sin² turn-off (3-4-3).

III. RESULTS

In this report, we investigate HG from Ne⁺ ions irradiated by laser light with a wavelength of 390 nm. Ne⁺ has been chosen for this current study due to its higher ionization potential, 41 eV, compared to 27 eV for Ar⁺. Due to the higher ionization potential, the same level of ionization requires higher intensities, and it is thus possible to investigate HG at higher intensities for Ne⁺ compared to Ar⁺. The higher intensity leads to an extended plateau region for HG, and Ne⁺ should therefore show in more detail how interference due to channels associated with different ionization thresholds affects the harmonic spectra.

The energies for the lowest three ionization thresholds of Ne⁺, corresponding to the three different 2s²2p⁴ Ne²⁺ states, as calculated in the present study, are listed in Table I, and compared to literature values. The three ionization thresholds are separated from each other by just over 3 eV. This energy difference is comparable to the photon energy, and hence, the interplay between channels associated with different thresholds cannot be neglected. The energy spacings in the present study differ from the literature values, with the largest difference seen for the 1D⁺-1S⁺ gap which is 3.71 eV experimentally compared to 3.13 eV in the present study. The most important energy gap is the 3P⁺-1D⁺ gap with a gap difference of 0.22 eV. These differences are sufficiently small for identification of the most important effects of the interplay between channels.

A. High-harmonic generation from Ne⁺ aligned with \( M = 0 \)

The harmonic response of Ne⁺, as calculated from the expectation value of the dipole length operator, is shown in Fig. 1, for peak laser intensities between \( 7 \times 10^{14} \) W cm⁻² and \( 10^{15} \) W cm⁻², and a 3-4-3 pulse profile. The spectra have
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**Fig. 1.** The harmonic spectrum obtained by 390 nm laser pulse with a total duration of 10 cycles generated from Ne⁺ calculated from the dipole length, at different laser peak intensities: (a) \( 7 \times 10^{14} \) W cm⁻², (b) \( 8 \times 10^{14} \) W cm⁻², (c) \( 9 \times 10^{14} \) W cm⁻², and (d) \( 10^{15} \) W cm⁻².
TABLE II. Typical harmonic yield for Ne$^+$ irradiated by laser light with a wavelength of 390 nm, normalized to the typical harmonic yield at a peak intensity of $10^{15}$ W cm$^{-2}$, as a function of peak intensity. The harmonic yield is calculated through the dipole operator, and the pulse profile is a 3–4–3 pulse. The cutoff energy of the harmonic plateau is given as well and compared with the prediction of the cutoff formula, $1.25I_p + 3.17U_p$. The final population in the outer region is given as well.

<table>
<thead>
<tr>
<th>Intensity (W cm$^{-2}$)</th>
<th>Relative harmonic yield (eV)</th>
<th>Outer region population</th>
<th>Cutoff $1.25I_p + 3.17U_p$ (eV)</th>
<th>Cutoff $7$ $8$ $9$ $25$ $10^15$ W cm$^{-2}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1.0 \times 10^{15}$</td>
<td>1.0</td>
<td>$8.43 \times 10^{-5}$</td>
<td>98.2</td>
<td>96.4</td>
</tr>
<tr>
<td>$0.9 \times 10^{15}$</td>
<td>0.29</td>
<td>$4.14 \times 10^{-5}$</td>
<td>93.8</td>
<td>91.9</td>
</tr>
<tr>
<td>$0.8 \times 10^{15}$</td>
<td>0.17</td>
<td>$1.72 \times 10^{-5}$</td>
<td>92.5</td>
<td>87.4</td>
</tr>
<tr>
<td>$0.7 \times 10^{15}$</td>
<td>0.08</td>
<td>$0.58 \times 10^{-5}$</td>
<td>86.2</td>
<td>82.8</td>
</tr>
</tbody>
</table>

The expected structure with a plateau containing eight odd harmonics up to a cutoff energy around 90 eV. Beyond this cutoff energy, an exponential decay in the harmonic yield is seen. The plateau is more extensive than observed for Ar$^+$ at $4 \times 10^{14}$ W cm$^{-2}$, for which the plateau contained 3 harmonic peaks [18,23]. Although the figure shows only the harmonic spectrum obtained through the dipole operator, the harmonic spectrum has also been obtained using the expectation value of the dipole velocity. The spectra calculated through the dipole and the dipole velocity show very good agreement. The convergence is typically within 20% in the overall harmonics up to 120 eV where the spectra associated with different thresholds could be responsible for the interference structure, as well as the discrepancy in the cutoff energy, we have carried out additional calculations in which only subsets of the $2s^22p^4$ thresholds are taken into account.

Table II gives indicative intensities of the harmonic peaks, normalized to the harmonic spectrum obtained at $10^{15}$ W cm$^{-2}$, and the cutoff energy of the plateau as determined from the spectra. The straight lines in Fig. 1 demonstrate the origin of these values. Table II also gives the population in the outer region. In the three-step model ionization is the first step of HG. The table shows that the increase in the harmonic yield approximately follows the increase in population in the outer region, with a factor 13 increase in the harmonic yield going from $7 \times 10^{14}$ W cm$^{-2}$ to $10^{15}$ W cm$^{-2}$ matched by an increase of a factor 15 in the outer-region population.

Table II shows the variation of the cutoff energy of the plateau with peak intensity. The determination of the cutoff energy is shown in the graphs. These cutoff values are expected to have an energy uncertainty $\pm 1.5$ eV. The standard cutoff formula for the energy of the cutoff is given by $\alpha I_p + U_p$ [32], where $U_p$ is the ponderomotive potential of a free electron in a laser field, $I_p$ is the ionization potential, and $\alpha$ is a parameter, which depends on the ratio between $I_p$ and $U_p$. For the present range of intensities, the parameter ranges between 1.235 and 1.25. For simplicity, we adopt $\alpha = 1.25$. Values obtained from this formula are also given in the table. It can be seen that for all intensities, the observed cutoff energy values differ by about 2 eV from the predictions of the formula, although at an intensity of $0.8 \times 10^{15}$ W cm$^{-2}$ the cutoff formula underestimates the observed cutoff energy by 5.1 eV.

Figure 1 shows great variation of peak intensity within the plateau region. In Fig. 1(b), harmonic 19 at 60 eV is a factor 40 more intense than harmonic 21. In Fig. 1(d), relatively little harmonic response is observed for harmonics 23 and 27, at 72 eV and 86 eV, respectively. The basis set in the present calculations is chosen specifically to exclude resonances above the $2s^22p^41S^e$ ionization threshold, so that this reduction in magnitude cannot be ascribed to atomic structure at these harmonic energies. Harmonics up to a photon energy of around 50–55 eV, on the other hand, can be strongly affected by resonances due to the Rydberg series leading up to the $2s^22p^4$ thresholds.

The HG spectra can be affected by interferences arising from several sources. Below the cutoff energy, harmonics can be created by electrons returning on so-called short and long trajectories [33]. For multithreshold systems, interferences between channels associated with different thresholds can arise as well. Within the TDRM approach, it is difficult to unambiguously separate short and long trajectories. Therefore, in order to understand whether the interplay between channels associated with different thresholds could be responsible for the interference structure, as well as the discrepancy in the cutoff energy, we have carried out additional calculations in which only subsets of the $2s^22p^4$ thresholds are taken into account.

First, we consider the harmonic spectra when only a single residual ion state is included in the calculation. Since harmonics 23 and 27 show a significant reduction in magnitude for an intensity of $10^{15}$ W cm$^{-2}$, we have chosen this intensity for the comparison. Figure 2 shows the harmonic spectra when only an individual $2s^22p^4$ threshold of Ne$^{3+}$ ($1D^f, 1D^e$, or $1S^e$) is included. For comparison, the figure also includes the full spectrum.

Figure 2 shows significant variation in the harmonic efficiency between the different individual threshold calculations. In the calculation in which only the $1D^f$ threshold is retained, the observed harmonic intensities are about an order of magnitude greater than those observed when only the $1S^e$ threshold is retained. The harmonic intensities when only the $3p^4$ threshold, the Ne$^{3+}$ ground state, is retained are about one order of magnitude smaller than those when only the $1D^f$ threshold is retained at 45 eV, and about two orders of magnitude smaller at 90 eV. The spectrum obtained when all thresholds are included shows harmonic intensities one order of magnitude smaller than the spectrum obtained when only the $1D^f$ threshold is retained. This is a significant variation in harmonic yields depending on the symmetry of the ionization threshold. Since the smallest harmonic yields are retained when only the Ne$^{2+}$ ground state is obtained, this variation cannot be explained solely by the variation in binding energy of the different thresholds.

As demonstrated earlier, the typical harmonic yield behaves similarly to the population in the outer region. We focus our attention therefore first on these populations, shown in Table III. Note that the table does not provide a typical harmonic yield when only the $3p^4$ threshold is retained. Figure 2(a) shows a decrease of about an order of magnitude across the plateau region, and it is therefore impossible to identify a typical value that applies to the entire plateau. Table III shows that the variation in the typical harmonic yields is reflected to
FIG. 2. Harmonic spectra for Ne$^+$ irradiated by 390 nm laser pulse as calculated through the dipole operator, at peak intensity of $10^{15}$ W cm$^{-2}$. The Ne$^{2+}$ 2s$^2$2p$^5$ residual-ion states retained are (a) $^3P^\pi$, (b) $^1D^\pi$, (c) $^1S^\pi$, and (d) all three states.

Table II also shows how the cutoff energies for the plateau region depend on the thresholds retained in the calculation. The cutoff energies when only the $^1D^\pi$ or $^1S^\pi$ threshold is retained lie within 1 eV of the cutoff energy observed when all three thresholds are retained. However, the cutoff energy obtained when only the $^3P^\pi$ threshold is retained is nearly 6 eV smaller than the cutoff energies obtained in the other calculations. This is clear demonstration that there are fundamental differences between the process of HG in Ne$^+$ with $M = 0$ when all three thresholds are accounted for and when only the Ne$^{2+}$ ground state is accounted for.

Figure 2(d) shows the full harmonic spectrum, in which harmonics 23 and 27 are reduced in intensity by about 1.5 orders of magnitude. However, Figs. 2(a), 2(b), and 2(c) show no significant reduction in intensity at either of these harmonics. Instead, the spectra show smooth variations in the intensities of the different harmonic peaks. These single-threshold spectra are still affected by interferences between the short and long trajectories. No sign of these interferences is seen in the individual spectra, although there is some variation in the magnitude of individual harmonic

**TABLE III.** Typical harmonic yields for Ne$^+$ irradiated by 390 nm laser light at an intensity of $10^{15}$ W cm$^{-2}$ as a function of thresholds retained, normalized to the spectrum obtained when all three thresholds are included. The cutoff energy of the plateau region and the final outer region population are also shown for each subset of Ne$^{2+}$ thresholds retained. No typical harmonic yield can be given when only the $^3P^\pi$ threshold is retained (see text).

<table>
<thead>
<tr>
<th>Threshold</th>
<th>Relative harmonic yield</th>
<th>Cutoff (eV)</th>
<th>Population in outer region</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^1D^\pi$, $^3P^\pi$, and $^1S^\pi$</td>
<td>1</td>
<td>98.1</td>
<td>$8.38 \times 10^{-5}$</td>
</tr>
<tr>
<td>$^1D^\pi$</td>
<td>4.1</td>
<td>98.6</td>
<td>$3.23 \times 10^{-4}$</td>
</tr>
<tr>
<td>$^3P^\pi$</td>
<td>92.4</td>
<td>8.89</td>
<td>$10^{-5}$</td>
</tr>
<tr>
<td>$^1S^\pi$</td>
<td>0.64</td>
<td>99.1</td>
<td>$6.02 \times 10^{-5}$</td>
</tr>
<tr>
<td>$^1D^\pi$, $^3P^\pi$</td>
<td>2.1</td>
<td>99.2</td>
<td>$9.07 \times 10^{-5}$</td>
</tr>
<tr>
<td>$^3P^\pi$, $^1S^\pi$</td>
<td>0.28</td>
<td>97.2</td>
<td>$7.52 \times 10^{-5}$</td>
</tr>
<tr>
<td>$^1D^\pi$, $^1S^\pi$</td>
<td>4.4</td>
<td>98.2</td>
<td>$2.77 \times 10^{-4}$</td>
</tr>
</tbody>
</table>
peaks. Hence, the reduction in the harmonic intensity seen in Fig. 2(d) cannot be assigned to dynamics associated with a single ionization threshold. It is therefore necessary to consider harmonic spectra obtained when multiple ionization thresholds are retained.

The next stage in the analysis is to investigate harmonic spectra when pairs of Ne\(^{2+}\) residual-ion states, \((1^1D^e, 3^3P^e), (1^1S^e, 3^3P^e),\) and \((1^1D^e, 1^1S^e),\) are retained in the calculations. These harmonic spectra are shown in Fig. 3 and compared to the spectrum obtained in the full calculation. The harmonic spectrum obtained when both the \(1^1D^e\) and \(3^3P^e\) thresholds are retained shows great similarity to the harmonic spectrum obtained when all three target states are retained. The other spectra show noticeable differences with the full spectrum. The spectrum obtained when both the \(3^3P^e\) and \(1^1S^e\) thresholds are retained shows harmonic intensities which are about a factor of 4 smaller than those of the full spectrum, especially at higher energies. The \((1^1D^e, 1^1S^e)\) spectrum has harmonic intensities which are slightly larger than those of the full spectrum in the plateau region. However, the yield for harmonics below the ionization threshold is larger than obtained in the full calculation and these peaks are more pronounced compared to the full spectrum. No sign of interference is seen for harmonics 23 and 27.

Once again, Table III lists the population in the outer region when each pair of Ne\(^{2+}\) residual-ion states \((1^1D^e, 3^3P^e), (1^1S^e, 3^3P^e),\) and \((1^1D^e, 1^1S^e)\) is retained in the calculation. When the \(3^3P^e\) threshold is included in the calculation, the total population in the outer region is within 10% of the outer-region population when all three thresholds are included. However, when only the \(1^1D^e\) and \(1^1S^e\) thresholds are accounted for, the population in the outer region is larger than the population in the full calculation by more than a factor 3. Hence the inclusion of the \(3^3P^e\) threshold is essential to obtain an accurate population in the outer region.

The cutoff energies, given in Table III, show agreement with the full spectrum within 1 eV. The interaction between channels associated with the \(3^3P^e\) threshold and channels associated with either the \(1^1D^e\) or \(1^1S^e\) threshold leads to the cutoff energy of the harmonic spectrum being shifted upward by about 6 eV.

Signs of destructive interference can be observed in the spectra obtained in both the \((3^3P^e, 1^1S^e)\) and \((3^3P^e, 1^1D^e)\) calculation. In the former case, harmonics 25 and 27 are suppressed, whereas harmonics 23 and 27 are suppressed in the latter case.
For the \((3\,Pe, 1\,De)\) case, the decrease in magnitude corresponds well to the decrease observed in the full calculation.

Overall, these harmonic spectra demonstrate that HG from ground-state Ne\(^+\) with \(M = 0\) at a wavelength of 390 nm requires the inclusion of at least the \(2s^22p^3 \, 3P^e\) and \(1\,D^e\) thresholds of Ne\(^{2+}\). The harmonic spectrum is dominated by the harmonic response of the excited \(1\,D^e\) threshold, as demonstrated, for example, by the cutoff energy in the full calculation. However, if just the \(1\,D^e\) threshold is accounted for, the ionization rate is too high, and the spectra do not show the right level of variation in harmonic intensities. Inclusion of the (lower lying) \(3\,P^e\) threshold reduces the ionization rate, and the correct magnitude of the harmonic yield is obtained. Interference between pathways associated with these ionization thresholds then leads to the destructive interference for certain harmonics.

It is counterintuitive that inclusion of a lower lying ionization threshold reduces the ionization rate. The lower ionization rate associated with the \(3\,P^e\) threshold can be explained through the allowed \(m\) values of the ejected electron [23]. For \(M = 0\), ejection of an electron with \(m = 0\) is only allowed for the \(1\,D^e\) threshold. The \(3\,P^e\) threshold can only be reached through the emission of \(m = 1\) electrons. The Rydberg series converging to the \(1\,D^e\) and the \(3\,P^e\) thresholds overlap. When an \(m = 0\) electron is excited towards the \(1\,D^e\) threshold, electron-electron interactions between the two channels can “reroute” an electron from the \(1\,D^e\) path to the \(3\,P^e\) path changing the \(m\) value of the electron. Since below the \(3\,P^e\) state the density of states in the Rydberg series converging to the \(3\,P^e\) threshold is higher than that for the series converging to the \(1\,D^e\) threshold, it may be difficult for the electron to return from the \(3\,P^e\) Rydberg series to the \(1\,D^e\) Rydberg series. This process can slow down ionization and, through reduction of the \(1\,D^e\) ionization pathway, reduce the harmonic yield.

**B. High-harmonic generation from Ne\(^+\) aligned with \(M = 1\)**

In the previous study of HG in Ar\(^+\), a difference of about a factor of 4 was observed between the harmonic yields for \(M = 0\) and \(M = 1\). It is therefore valuable to investigate whether a similar difference is observed for Ne\(^+\) as well, and to see whether the magnetic quantum number leads to changes in the interference pattern. The total magnetic quantum number \(M\) has a significant effect on the calculations: it affects the allowed radiative transitions. For systems with \(M = 0\), the selection...
rules state that only radiative transitions with $\Delta L = \pm 1$ are allowed, but, for $M = 1$, $\Delta L = 0, \pm 1$ radiative transitions are allowed. Hence, transitions between states with different parity but the same angular momentum ($\sim 0$) are now allowed. This doubles the number of total symmetries that need to be retained in the calculation, with a corresponding increase in the size of the calculations. We have therefore performed only a limited number of calculations for $M = 1$, focusing primarily on the interplay between the $3\,P_e$ and $1\,D_e$ thresholds.

Figure 4(d) shows the harmonic spectrum for Ne$^+$, with $M = 1$ initially, obtained when all three residual Ne$^{2+}$ states are retained in the calculation. The $M = 0$ spectrum is included for comparison. The figure shows an increase for $M = 1$ of about a factor 26 compared to $M = 0$. This reflects, in part, an increase in the population in the outer region by a factor of 12.5 for $M = 1$ compared to $M = 0$. This change in the harmonic yield is a factor 6 larger than the relative change seen for Ar$^+$, demonstrating that the initial alignment is a more critical factor for Ne$^+$ than for Ar$^+$.

Figure 4(d) also shows that harmonics 17–29 have a very similar magnitude, apart from harmonic 25, which has been reduced by over one order of magnitude, compared to the other harmonics in the plateau region. It is noteworthy that for $M = 0$, both neighboring harmonics—harmonics 23 and 27—were the ones that decreased noticeably in magnitude. To verify that the reason for this decrease is the interplay between channels associated with the $3\,P_e$ and $1\,D_e$ thresholds, as for $M = 0$, we have carried out additional calculations in which combinations of these states were included as residual-ion states of Ne$^{2+}$.

Figure 4(a), 4(b), and 4(c) show the harmonic spectra obtained when just the $1\,D_e$ threshold is retained, just the $3\,P_e$ threshold is retained, and when both the $3\,P_e$ and $1\,D_e$ thresholds are retained, respectively. For Figs. 4(a), 4(b), and 4(c), the corresponding spectrum for $M = 0$ is also presented. Figure 4(c) and 4(d) demonstrate that the total harmonic spectrum obtained for the $(3\,P_e, 1\,D_e)$ case is very similar to the full spectrum, as observed for Ar$^+$, the assumption that the $1\,S_e$ threshold is less important is therefore justified.

The comparison of the harmonic spectra for $M = 1$ and $M = 0$ is dramatically different for the calculation including the $3\,P_e$ threshold only and for the calculation including the $1\,D_e$ threshold only. When only the $1\,D_e$ threshold is included in the calculations, the harmonic yields for $M = 1$ and $M = 0$ are very similar. The population in the outer region is also similar, differing by a factor 1.3. On the other hand, when only the $3\,P_e$ threshold is retained, the harmonic intensities increase by over 2 orders of magnitude. The intensities of the harmonics across the plateau region show no obvious decrease with photon energy for $M = 1$, whereas they did for $M = 0$. This marked increase in harmonic yield is matched by an increase of a factor 12 in the population in the outer region. This behavior is in line with the behavior seen for Ar$^+$ [24].

The spectrum obtained when both the $3\,P_e$ and $1\,D_e$ thresholds are retained in the calculation shows harmonic intensities which have decreased from the typical intensity shown in the $3\,P_e$ spectrum by approximately a factor of 3. However, apart from harmonic 25, harmonics 17–29 appear with very similar intensity in the $(3\,P_e, 1\,D_e)$ spectrum, whereas the $3\,P_e$ spectrum shows more substantial variation across the harmonics. Harmonic 25 shows a significant reduction of about an order of magnitude compared to harmonics 17–29. In the individual $3\,P_e$ and $1\,D_e$ spectra, harmonic 25 is similar in appearance as harmonic 23. Destructive interference between the two pathways to HG leads to the significant reduction of the yield of harmonic 25 in the combined spectrum.

The significant change seen in harmonic yield associated with the $3\,P_e$ threshold has the same origin as explained for Ar$^+$ [24]. For $M = 0$ the initial $2p^3$ configuration only contains a single electron with $m = 0$. Its emission leaves $2p^4$ in a singlet state, so the $3\,P_e$ state cannot be a state of the residual ion following ejection of an $m = 0$ electron. For $M = 1$, two electrons have $m = 0$. Emission of one of these electrons leaves a $2p$ shell with holes at $m = −1$ and $m = 0$, which can combine to form a triplet state. Thus, the emission of an $m = 0$ electron can leave the Ne$^{2+}$ residual ion in the $3\,P_e$ ground state for $M = 1$. The ionization step in the recollision model is dominated by a single $m = 0$ electron escaping towards an excited threshold for $M = 0$, whereas it is dominated by one $m = 0$ electron (out of two available) escaping towards the lowest threshold for $M = 1$. Ionization should therefore be significantly stronger for $M = 1$, and the harmonic yield should be higher. The $1\,D_e$ threshold can be reached through emission of an $m = 0$ electron for both $M = 0$ and $M = 1$. In this case, the harmonic yields and populations in the outer region are of similar magnitude.

In addition, Table IV also shows that the cutoff energy, when only the $3\,P_e$ threshold is included in the $M = 1$ calculation, is about 96 eV. On the other hand, it is about 99 eV when the $1\,D_e$ threshold taken into account as well. The additional thresholds therefore appear to increase the cutoff energy for the harmonic plateau. For both $M = 0$ and $M = 1$, the inclusion of the $1\,D_e$ threshold raises the cutoff energy. The role of the $1\,D_e$ threshold differs in these cases: for $M = 0$, it is the primary threshold for HG, but for $M = 1$ it is the secondary threshold.

Overall, the HG spectra for both $M = 0$ and $M = 1$ demonstrate the necessity to include at least the lowest two thresholds for the reliable determination of the HG spectrum, for the isolated atom. Interplay between channels associated with these thresholds affects the spectra greatly: the overall yield is reduced by a factor 4 from the most efficient channel.
The cutoff energy is increased beyond the cutoff associated with the lowest threshold. Interference between pathways can cause specific harmonics to be significantly reduced at specific intensities.

**IV. CONCLUSIONS**

We have applied time-dependent R-matrix theory to investigate HG in Ne⁺ at a laser wavelength of 390 nm. Due to the large binding energy of Ne⁺, harmonic spectra could be obtained for laser intensities up to $10^{15}$ W cm$^{-2}$, enabling the determination of the role of different ionization thresholds in HG within the plateau region. To assess the influence of channels associated with individual thresholds and of the interactions between channels associated with different ionization thresholds, calculations were performed using all possible combinations of the three 1$s^2$2s$^2$2p$^3$3$^1$P$^0$, 1$^1$D$^0$, and 1$^1$S$^0$ thresholds of Ne$^{2+}$. A good approximation to the full spectrum is obtained when both the 1$^1$D$^0$ and 1$^1$P$^0$ thresholds are included, indicating that inclusion of the 1$^1$S$^0$ threshold is less critical.

For $M = 0$, we find that inclusion of just the 1$^1$P$^0$ threshold on its own underestimates the harmonic yield by up to an order of magnitude, and gives too small a cutoff energy. On the other hand, inclusion of the 1$^1$D$^0$ threshold on its own overestimates the harmonic yield by an order of magnitude due to an overestimation of the Ne$^+$ ionization rate. Hence both thresholds are essential for a correct description of HG for Ne$^+$ with $M = 0$.

For $M = 1$, we find that inclusion of just the 3$^3$P$^0$ threshold on its own slightly overestimates the harmonic yield by about a factor of 2, whereas, the cutoff energy value underestimates by 3 eV the value when all the three thresholds are retained. On the other hand, inclusion of only the 1$^1$D$^0$ threshold now underestimates the harmonic yield by an order of magnitude. Hence both thresholds are essential for a correct description of HG for Ne$^+$ with $M = 1$.

Interactions between the pathways leading up to the 3$^3$P$^0$ and 1$^1$D$^0$ thresholds affect more than just the overall magnitude of the harmonics. At an intensity of $10^{15}$ W cm$^{-2}$, we observe noticeable decreases in the harmonic yield for specific harmonics. For $M = 0$ harmonics 23 and 27 are affected in particular, whereas for $M = 1$, harmonic 25 is affected the most. These decreases in the harmonic yield are only present when both the 3$^3$P$^0$ and the 1$^1$D$^0$ thresholds are included in the calculations, and are not observed when only a single threshold is included. We thus ascribe this decrease to interference between different ionization channels. It should be noted however that this particular interference is only observed at $10^{15}$ W cm$^{-2}$, and is not observed at $9 \times 10^{14}$ W cm$^{-2}$. Therefore this interference may be strongly intensity dependent. In experiment, where different atoms (or ions) will experience different peak intensities, the effects of this interference may therefore not be apparent.

Although the present work demonstrates that the TDRM approach can describe HG in ions successfully, including an extensive plateau up to photon energies $\sim 100$ eV, using intensities up to $10^{15}$ W cm$^{-2}$ at a wavelength of 390 nm, it may be difficult to extend the present approach to longer wavelengths due to an increase in the number of angular momenta that need to be retained in the calculations. The recently developed R matrix incorporating time dependence (RMT) codes [34] should be more amenable to the inclusion of many angular momenta. It will therefore be interesting to explore HG using the RMT approach.
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