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Isochoric heating of solid-density matter up to a few tens of eV is of interest for investigating astrophysical or inertial fusion scenarios. Such ultra-fast heating can be achieved via the energy deposition of short-pulse laser generated electrons. Here, we report on experimental measurements of this process by means of time- and space-resolved optical interferometry. Our results are found in reasonable agreement with a simple numerical model of fast electron-induced heating. © 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4833618]

I. INTRODUCTION

Over the past decade, significant effort has been dedicated to particle acceleration by ultra-intense lasers ($I > 10^{18}$ W/cm$^2$). These high-energy, short-pulse, compact particle (or radiation) sources may be useful for a number of applications, ranging from inertial confinement fusion, radiography of dense material, generating compact particle-micro-lenses, accelerator physics, to the generation of warm dense matter (WDM) states. Regarding the latter, the capability of laser-generated fast electrons to isochorically heat solid samples has been recently demonstrated.

The energetic electrons produced during high-intensity laser-matter interaction deposit their energy into the target through a variety of collisional and collective processes. This energy dissipation takes place over a short time scale with respect to the hydrodynamic expansion of the target. The fast electrons can be split into two groups. The highest-energy electrons (>MeV) will propagate through the target with little energy transfer. By contrast, the moderate-energy electrons (0.1–1 MeV), of much higher density, will be affected by the fields set up inside the target and at its boundaries. For typical laser and target parameters, the maximum bulk electron heating evidently increases with the fast electron current density.

Aside from experimental evidence suggesting that the hot electrons give rise to large longitudinal and transverse temperature gradients, there is still a need of quantitative modeling of the underlying physics. Indeed, the standard simulation tools used to this goal either treat kinetically all plasma species (as in PIC codes), but commonly overestimate the target heating due to improper equations of state (fixed-ionization perfect gases are usually assumed), reduced geometry (generally 2D Cartesian) and some level of numerical heating; or (ii) combine kinetic (for the fast electrons) and fluid (for the bulk plasma) descriptions, but at the cost of an ad hoc characterization of the fast electron source and a somewhat artificial discrimination between fast and bulk particles. These difficulties motivate highly-resolved experimental measurements that can serve to benchmark numerical models of fast electron generation and transport.

Up to now, the fast electron-induced heating was diagnosed either from the target thermal emission or through x-ray spectroscopy. Since it is usually performed in a frequency window that is off the peak of the Planckian distribution, the first method has often a poor resolution over the typical temperature range of current experiments ($\sim$10–100 eV). By contrast, it allows spatial and temporal resolutions, though limited to a few tens of $\mu$m and ps. The second technique usually permits more accurate temperature measurements, yet with a degraded (if any) spatial resolution. To overcome these limitations, we have recently developed a novel time- and space-resolved optical interferometry (TASRI) technique (described in detail in Ref. 20), which enables the simultaneous determination of hot electron density and temperature ($n_h$, $T_h$) and bulk (cold) electron temperature ($T_e$) at the target rear surface.

In this paper, we will show that the bulk electron temperatures inferred from the TASRI data are correctly reproduced by a simple (0-D) three-component (hot electrons, bulk electrons, and ions) heating model. In addition, we will show that the effective hot electron temperature (i.e., that determining the plasma expansion) is weakly sensitive to the laser intensity under the conditions considered in our experiment.

II. EXPERIMENTAL SETUP AND DATA ACQUISITION

The experiment was performed using the 100 TW laser at the Laboratoire pour l’Utilisation des Lasers Intenses...
(LULI) working in the chirped pulse amplification (CPA) mode. Its set-up is shown in Figure 1. The wavelength ($\lambda_0$) of the laser light is 1.057 $\mu$m, and the pulse duration was varied from $\tau = 320$ fs to $\tau = 5$ ps, as measured after compression and before focusing. Focusing of the main interaction laser was achieved using a f/3 off-axis parabola, and targets positioned at focus were irradiated at normal incidence. Dynamic wave front correction was applied before every shot. The wavelength ($k_0$) of the laser light is 1.057 $\mu$m, and the pulse duration was varied from $\tau = 320$ fs to $\tau = 5$ ps, as measured after compression and before focusing. Focusing of the main interaction laser was achieved using a f/3 off-axis parabola, and targets positioned at focus were irradiated at normal incidence. Dynamic wave front correction was applied before every shot. For the TASRI diagnostic, a probe beam was used at the same wavelength as the main beam (i.e., $k_p = 1.057$ $\mu$m). The probe beam is a pick-off from the main beam (see Figure 1) with diameter of about 16 mm, energy of about 100 mJ, linearly chirped to about 50 ps, and incident on target with $\theta = 45^\circ$. With a micrometric timeslide it was possible to change the delay between the main beam and the probe beam with a precision of < 1 ps. We used aluminum targets with thickness 25, 14, and 9.4 $\mu$m and very high quality reflectivity as needed for the TASRI diagnostic. The interaction laser energy ($\sim 30$ J) could be modulated using different attenuating optical densities (OD), namely OD = 0.3 (to divide by a factor 2) and OD = 0.6 (to divide by a factor 4), thus generating various on-target intensities.

The TASRI diagnostic allows us to obtain phase maps of the reflected probe beam on the target rear surface. The experimental data are compared to synthetic phase maps obtained by simulating the phase-shift of a probe beam reflected off the expanding plasma cloud. The target expansion is simulated using the 1-D electrostatic code described in Ref. 31, which considers kinetic ions and Boltzmann-distributed (hot and cold) electrons. This simulation requires, as input, the initial temperature and density of the three plasma species. The total phase shift, $\phi$, of the probe beam defined as

$$\phi = 2 \int_{z_f}^{z_i} k dl = 2 \int_{z_f}^{z_i} \frac{\omega}{c} \sqrt{\varepsilon} dl,$$  \hspace{1cm} (1)$$
is calculated along its forward and return path from a far reference point, $Z$, located in the vacuum up to the reflection point, $z_r$. Here, $\omega$ is the laser frequency, $c$ is the velocity of light, and $\varepsilon$ is the dielectric constant. In the case of an $s$-polarized beam propagating at an angle $\theta$ with respect to the target normal, reflection occurs at the density $n_r = n_c (1 - \sin^2 \theta)$, where $n_c$ is the critical density at the laser frequency $\omega$. The dielectric constant is given by

$$\varepsilon = 1 - \frac{\omega_{pe}^2}{\omega^2} \left( 1 - i \frac{\nu}{\omega} \right) = 1 - \frac{n_e}{n_c} \left( 1 - i \frac{\nu}{\omega} \right),$$  \hspace{1cm} (2)$$
with $\nu$ the electron collision frequency, $\omega_{pe}$ the electronic plasma frequency, $n_e$ the electron density and $i$ the imaginary unit. Note that Eq. (2) simplifies without collisions to

$$\varepsilon = 1 - \frac{n_e}{n_c}.$$  \hspace{1cm} (3)$$

As the probe beam samples both the fast-expanding hot electron cloud and the slower-moving bulk plasma, one can infer the hot electron and plasma properties (density, temperature, or mean energy) with high spatial ($\sim 6$ $\mu$m in the radial direction) and temporal ($\sim 4$ ps) resolution. To do so, the density $n_h$ and temperature $T_h$ of the hot electron source, as well as the bulk electron temperature $T_c$ (and therefore the ionization degree of the target ions), are adjusted so that the simulated phase maps best fit the measured phase maps. Note that the thus inferred hot and bulk electron parameters correspond to effective values, i.e., those determining the

![FIG. 1. Experimental setup showing the main and TASRI beam and the interferometric diagnostic (in the gray shaded box).](image-url)
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TABLE I. \( T_h \) values (MeV) for different target thicknesses (\( \mu m \)), pulse durations, and laser intensities (W/cm\(^2\)). Error bars for the measured temperatures are 0.2 MeV.

<table>
<thead>
<tr>
<th>Thickness (( \mu m ))</th>
<th>Pulse duration</th>
<th>( T_h ) rear (MeV)</th>
<th>( T_h ) rear (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>320 fs</td>
<td>5 ps</td>
<td></td>
</tr>
<tr>
<td>9.4</td>
<td>5.00E+19</td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>5.00E+19</td>
<td>0.65</td>
<td></td>
</tr>
<tr>
<td>25</td>
<td>5.00E+19</td>
<td>0.45</td>
<td>3.20E+18</td>
</tr>
<tr>
<td>25</td>
<td>2.50E+19</td>
<td>0.45</td>
<td>1.60E+18</td>
</tr>
<tr>
<td>25</td>
<td>1.25E+19</td>
<td>not detected</td>
<td>8.00E+17</td>
</tr>
</tbody>
</table>

out to be a strongly non-linear function of the laser intensity. The profiles obtained at \( I \sim 3.2 \times 10^{18} \) W/cm\(^2\) and at \( I \sim 1.6 \times 10^{18} \) W/cm\(^2\) almost coincide (to within \( \sim 20\% \)) up to \( R = 14 \, \mu m \), whereas the peak temperature reached at \( I \sim 8 \times 10^{17} \) W/cm\(^2\) is lower than the value obtained at \( \sim 1.6 \times 10^{18} \) W/cm\(^2\) by a factor \( \sim 13 \). By contrast, in the range \( 1.2 \times 10^{19} \) W/cm\(^2 < I < 5 \times 10^{19} \) W/cm\(^2\) associated to a 320 fs pulse, the \( T_c \) profiles exhibit an almost linear dependence upon the intensity at various radial positions (Figure 3(b)). In accordance with previous experiments in similar conditions, we find that \( T_c \) scales as \( \sim 1-2 \) eV/J of laser energy.\(^{23-26}\) Similar to the case with \( \tau = 5 \) ps, for \( \tau = 320 \) we find a bell-shaped \( n_h \) profile (Figure 3(a)).

The variations of the \( n_h \) and \( T_c \) profiles against the target thickness (in the range 9.4 \( \mu m \)-25 \( \mu m \)) are displayed in Figures 4(a) and 4(b). We find that the peak value of \( T_c \) approximately scales as the inverse of the thickness (Fig. 4(b)). For the 9.4 \( \mu m \)-target, temperatures of a few eV can be measured up to radial distances of \( \sim 135 \, \mu m \). For thicker targets, the heating drops below the detection limit beyond \( \sim 60-80 \, \mu m \).

To gain insight into these results, we now consider in more detail the energy dissipation channels between the hot electrons and the bulk target particles. To this goal, we work out a simple three-temperature model that generalizes the work of Ref. 28.

III. RESULTS

Table I summarizes the different laser and target conditions investigated in the experiment. First, a 25 \( \mu m \) thick Al target was irradiated by a constant-duration, 320 fs laser pulse with varying laser intensity. Second, the same target was irradiated by a constant-duration, 320 fs laser pulse. Third, a 25 \( \mu m \) thick Al target was shot at maximum intensity with varying laser intensity. The energy source provided by the hot electrons is transferred to the bulk plasmas through three main channels: (i) direct collisions with the target bulk electrons; (ii) adiabatic cooling due to plasma expansion (as a result of the ambipolar field driving the target ions); (iii) electric slowing down due to the finite target resistivity. The energy distribution of the hot electron is taken in the form \( f(E) = \exp(-E/T_h) \). In

![FIG. 2. (a) Spatial profile of the hot electron density for a 25 \( \mu m \) thick Al target irradiated with pulse duration \( \tau = 5 \) ps and intensity \( I \sim 3.2 \times 10^{18} \) W/cm\(^2\) (dots), \( I \sim 1.6 \times 10^{18} \) W/cm\(^2\) (squares), and \( I \sim 8 \times 10^{17} \) W/cm\(^2\) (diamonds). (b) Corresponding profiles of the bulk electron temperature. The inset is a detail of the cold electron temperature for the shot performed at \( I \sim 8 \times 10^{17} \) W/cm\(^2\) (diamonds). The inferred average hot electron temperature is \( T_h = 0.45 \) MeV.](image)
practice, the hot electrons are initially distributed in a number of energy groups (200, in our case) within the energy range $10 \text{ keV} < E < 10^{10} \text{Th}$, with numerical weights $p_i$ given by

$$p_i = \exp\left(-E_i/T_h\right) \sum_{i=1}^{N} \exp\left(-E_i/T_h\right).$$  \hspace{2cm} (4)

According to the previous discussion, the energy equation for the hot electrons thus writes

$$\frac{dE_{hi}}{dt} = L_{c}(t) S_{hc}(E_h, n_c, Z) v_{hi} + \frac{dE_{hi}}{dt} \left|_{ad} \right. L_{c}(t) \eta(T_e) j_h^2,  \hspace{2cm} (5)$$

Here, $E_{hi}$ [similar to what indicated in formula (5)] is the hot electron energy of each energy bin, $L_{c}(t)$ and $L_{h}(t)$ the spatial extents of the cold and hot electron population, $S_{hc}$ is the stopping power due to bound and free electrons, as well as to plasmons, $v_{hi}$ is the velocity of the electrons related to its bin, $\eta(T_e)$ is the target resistivity and $j_h$ is the hot electron current density. The right-hand term in Eq. (5) accounts for the slowing down induced by the resistive field $E = \eta j_h$. The hot electron current density can be estimated from $j_h \approx \eta(T_e) e n_{hi}$, with $\tau$ the laser duration, $e$ the electron charge and $L_0$ the initial target thickness. Once the hot electrons start recirculating through the target, we expect their net current and the associated resistive heating to drop significantly. In practice, $j_h$ is thus assumed to vanish for times larger than the average transit time of the hot electrons through the target.

The targets under consideration have a thickness of the order of a few microns, which is much smaller than their mm-size longitudinal dimension. As a result, their expansion can be reasonably assumed one-dimensional along the longitudinal direction. The hot electron expansion can be characterized by the time-dependent effective size $L_{h}(t)$ and density $n_h(t)$,
which are related through the equation \( n_{b}(t) = n_{b0}L_{b}(t) \), where \( n_{b0} = n_{b}(0) \) and \( L_{b0} = L_{b}(0) \) are the initial hot electron density and target thickness, respectively. The ratio \( L_{c}/L_{b} \) that multiplies the stopping power and resistive terms in Eq. (5) measures the reduction of the energy transfer caused by the hot electrons' expanding on distances larger than the bulk target size. This expansion entails the adiabatic cooling of the hot electrons, expanding on distances larger than the bulk target measures the reduction of the energy transfer caused by the hot electrons.

In order to determine the evolution of \( L_{b}(t) \), we assume that the hot electron density within the target significantly departs from its initial value only after the rarefaction waves, generated at the target border, have reached the center.\(^{31}\) If we define \( \Delta x_{rh} \) the distance covered by the rarefaction wave, this occurs when

\[
\Delta x_{rh}(t) = \int_{0}^{t} c_{sh}(t')dt' = L_{b0}/2, \tag{7}
\]

where

\[
c_{sh}(t) = \sqrt{Z^{*}(t)}\langle E_{b}\rangle/m_{i}, \tag{8}
\]

is the sound velocity associated to the hot electron expansion.\(^{32}\) To define it, we have introduced the mean temperature for the hot electrons

\[
\langle E_{b}\rangle = \sum_{i} p_{i}E_{b}(t). \tag{9}
\]

The density is kept unchanged \( \langle n_{b}(t) = n_{b0} \) as long as \( \Delta x_{rh} \leq L_{b0}/2 \). For \( \Delta x_{rh} \geq L_{b0}/2 \), we assume a self-similar expansion ruled by the equation\(^{33}\)

\[
\frac{d^{2}L_{b}^{2}}{dt^{2}} = 2c_{sh}^{2}(t). \tag{10}
\]

The hot electrons transfer their energy to the cold electrons, which, at a slower rate, transfer part of their energy to the ions. We can therefore write for the bulk electrons and ions

\[
C_{e} \frac{dT_{c}}{dt} = n_{b} \sum_{i=1}^{N} p_{i} \langle E_{i}\rangle v_{i} - c_{ei}(T_{c} - T_{i}) + \eta(T_{c})\langle E_{b}\rangle/C_{e} + C_{c} \frac{dT_{c}}{dt} \bigg|_{ad} - Q_{r}, \tag{11}
\]

\[
C_{i} \frac{dT_{i}}{dt} = c_{ei}(T_{c} - T_{i}) + C_{i} \frac{dE_{b}}{dt} \bigg|_{ad}, \tag{12}
\]

where \( C_{i} \) and \( C_{c} \) are the bulk ion and electron heat capacities, \( c_{ei} \) is the coupling coefficient and \( Q_{r} \) is the radiative power loss per unit volume (see later). The bulk target particles obey the same expansion model than that used for the hot electrons

\[
\frac{dL_{c}}{dt} \bigg|_{ad} = -2T_{c} \frac{dE_{b}}{dt}/L_{c}, \tag{13}
\]

with

\[
dE_{b}/dx\bigg|_{ad} = -2E_{b}/L_{a}(t) \frac{dL_{b}(t)}{dt}. \tag{6}
\]

The electron-to-ion energy transfer is governed by the electron-to-ion energy transfer formula Eq. (16) satisfactorily reproduces the SESAME data used in Ref. 36.

As for the ions, the ion heat capacity can be conveniently expressed as

\[
C_{i} = 3n_{e}k_{B} \text{ for } T< T_{m}, \tag{19}
\]

where \( T_{m} \) is the melting temperature and

\[
C_{i} = \frac{3}{2}n_{e}k_{B} \left[ 1 + \frac{2}{3} \left( \frac{T_{m}}{T_{i}} \right)^{1/3} \right] \text{ for } T > T_{m}. \tag{20}
\]

Although quite simple, the above formulae closely agree with the corresponding SESAME values\(^{36}\) used in hydrodynamic simulations for non-equilibrium plasmas.\(^{34}\)

The electron-to-ion energy transfer governed by the coupling coefficient \( c_{ei} \). Below the melting point, we can approximate \( C_{ei} \approx c_{ei0} \approx 3 \times 10^{17} \text{Wcm}^{-3} \) for aluminum and copper\(^{38,39}\) and approximate \( C_{ei} \approx c_{ei0} \approx (2 - 3) \times 10^{16} \text{Wcm}^{-3} \) for gold.\(^{36}\) To cover the temperature range of interest, we use the rough approximation \( c_{ei} = \min(c_{ei0}, c_{ei}), \) where \( c_{ei} \) is the ideal plasma (Spitzer)\(^{40}\) formula covering classical and degenerate plasma regimes\(^{41}\)

\[
C_{ei} = \frac{1}{3(2\pi)^{3/2}} \frac{Z_{n}e^{4} \ln A}{\lambda_{He}^{1/2} \langle k_{b}T_{c} \rangle^{3/2}}. \tag{21}
\]

The factor \( Q_{r} \) quantifies the radiative losses (relevant only at temperatures >1 keV). The opaque and transparent plasma regimes are treated by the following formula:\(^{42}\)
\[ Q_r = \frac{Q_h Q_{BB}}{Q_B + Q_{BB}}, \]  
\[ Q_B[W m^{-3}] = \frac{Z^2 n_h n_e T_e [eV]^{1/2}}{(7.69 \times 10^{19} m^{-3})}, \]  
\[ Q_{BB}[W m^{-3}] = \frac{\sigma T_e^4}{L_e}, \]  

with \( \sigma \) is the Planck constant.

Figure 5 shows the time evolution of the averaged hot electron energy \( \langle E_h \rangle \) and the bulk temperatures \( T_c \) and \( T_i \) as obtained from numerically solving the above system of equations using as input the TASRI-inferred parameters: \( T_h = 0.45 \text{ MeV, } n_h = 2.5 \times 10^{19} \text{ cm}^{-3}, \) and \( T_c = T_i = 300 \text{ K for the 25 } \mu\text{m target: } T_h = 0.85 \text{ MeV, } n_h = 4 \times 10^{19} \text{ cm}^{-3}, \) and \( T_c = T_i = 300 \text{ K for the 9.4 } \mu\text{m target.} \) Let us now compare the simulated \( T_c \) values to the measurements in order to benchmark our code, and the domain of parameters where it would be valid. We see that \( T_c \) saturates quite quickly while \( \langle E_h \rangle \) decreases on a longer timescale. The late-time behavior of \( T_c, T_i, \langle E_h \rangle \) as displayed in Figure 5 can be easily understood. At the end of the computation, \( \langle E_h \rangle \) (i.e. the mean individual energy of the hot electrons) remains still higher than \( T_c \), suggesting a continuation of energy transfer. However, the energy transfer rate decreases since the hot electron energy density \( \langle n_h \langle E_h \rangle \rangle \) has then become negligible related to the thermal energy density of the plasma \( \langle n_e T_c \rangle \). As a consequence, the energy transfer to the ions decreases, generating the observed saturation effect of \( T_c \). At later times, \( T_c \) even diminishes owing to the prevailing energy transfer to the ions.

The maximum target temperatures predicted for the three target thicknesses considered (9.4, 14, 25 \( \mu\text{m} \)) are, respectively, \( T_c = 51, 43, \) and \( 32 \text{ eV.} \) Overall, these values compare reasonably well to those inferred from the TASRI data, namely \( T_c = 48, 31, \) and \( 15 \text{ eV.} \) The discrepancy observed for the thickest targets can be attributed to the fact that lateral expansion effects then become more pronounced, hence weakening the target heating. Despite its shortcomings, our 0-D model provides a satisfactory description of the target heating as a function of the hot electron source.

Additional calculations have been performed to assess the dependence of the maximum value of \( T_c \) upon \( T_h \) and \( n_h. \) We have found that \( T_c \) is much more sensitive to \( n_h \) than to \( T_h; \) increasing \( T_h \) by a factor of 2, i.e., from 0.45 to 0.9 MeV, only marginally increases \( T_c \) by less than 10\% whereas dividing \( n_h \) by a factor of 2 (i.e., \( n_h = 1.4 \times 10^{19} \text{ cm}^{-3} \)) almost halves the peak value of \( T_c. \) We therefore deduce that the electron density at the rear target surface has a very strong contribution to bulk heating, in agreement with the results of Figure 2. The importance of a confined hot electron distribution for enhancing the acceleration process has already been confirmed by various experiments based on mass-limited targets.\(^{43}\) The present model also indicates that, for the parameters investigated here, the return current term weakly contributes (<10\%) to the final target temperature. The code therefore allows us to estimate the interplay between the different parameters involved in the acceleration process, namely the hot electron temperature, density, and return current and gives us insight about their dependencies.

V. CONCLUSIONS

The properties of the bulk and hot electron populations at the rear side of a laser-irradiated micrometer solid targets
have been inferred from a time- and space-resolved diagnostic for laser intensities ranging from $10^{18}$ to $10^{19}$ W/cm$^2$. These measurements are satisfactorily reproduced by a simple three-temperature model, which further shows that, in our typical parameter range, the target heating is mainly determined by the hot electron density. Our model also indicates that, for the relatively weak heating is mainly determined by the hot electron density.
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