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Abstract—In intelligent video surveillance systems, scalability (of the number of simultaneous video streams) is important. Two key factors which hinder scalability are: the time spent in decompressing the input video streams, and the limited computational power of the processor. This paper demonstrates how a combination of algorithmic and hardware techniques can overcome these limitations, and significantly increase the number of simultaneous streams. The techniques used are: processing in the compressed domain, and exploitation of the multi-core and vector processing capability of modern processors. The paper presents a system which performs background modeling, using a Mixture of Gaussians approach. This is an important first step in the segmentation of moving targets. The paper explores the effects of reducing the number of coefficients in the compressed domain, in terms of throughput speed and quality of the background modeling. The speed-ups achieved by exploiting compressed domain processing, multi-core and vector processing are explored individually. Experiments show that a combination of all these techniques can give a speed-up of 170 times on a single CPU compared to a purely serial, spatial domain implementation, with a slight gain in quality.

Index Terms—video surveillance, background subtraction, compressed domain, hardware acceleration, multi-core, SSE

I. INTRODUCTION

A key issue for intelligent video surveillance systems is that of scalability. Real-world deployment of video surveillance systems can involve hundreds, or even thousands, of cameras. Thus it is vital that video analytics are scalable with respect to both robust performance and also computability. Scalability is achieved for these systems by decomposing them into subsystems consisting of 8, 16, 32 or 64 IP cameras connected to a single server. Thus, we argue that scalability can be achieved with respect to video analytics, if we can process the data in real-time produced by one of these subsystems. With regard to computational efficiency, an important consideration is the hardware/software architecture of the video analytics processing. The main commercial approach to achieve computational efficiency is the use of the Texas Da Vinci Multimedia DSP chipset. In the video surveillance research community, the use of GPUs for implementation of video analytics has been investigated. However, a drawback of this approach is the PCI bus bottleneck between the GPU and CPU. More recently, the availability of multi-core CPUs and vectorization has provided another option with respect to computational efficiency.

Another consideration with respect to scalability and computational efficiency is that the video data are transmitted and stored in the compressed domain. However, most video analytic algorithms operate in the spatial domain; therefore, the video data has to be decompressed. From a computational viewpoint, decompression of, say, 64 video streams is non-trivial. Furthermore, the presence of compression artifacts can also reduce performance. One approach to reducing this computational overhead, therefore, is to implement the video analytics in the compressed domain.

The first step in video analytics is usually some form of foreground detection based on background modeling. The gold standard in this regard, both commercially and in research, is the mixture of Gaussians (MoG) algorithm. Therefore, in this work we investigate the implementation of this algorithm in the compressed domain using multi-core and vectorization. Specifically, we set ourselves the challenge: Can we perform foreground detection on 64 streams of video in real-time on a single chip without compromising performance? The work reported in this paper tries to answer this.

II. RELATED WORK

A. Background Modeling in the Compressed Domain

One of the most popular methods for extracting moving objects from a scene is background subtraction (BS). BS is one of the first low-level processing operations in virtually any intelligent video surveillance system, and it is the operation of identifying and segmenting moving objects in video frames by separating the still areas, called the background (BG), from the moving objects, called foreground (FG). Any BS algorithm first constructs a representation of the BG called the background model. Then, each subsequent frame is subtracted from this background model to give the resulting FG [1].

The main advantage of including a BS stage in a video surveillance system is the increase in performance of any higher-level video analysis. This is possible, for example, by focusing any tracking methods on the FG objects, or by narrowing the search window of any detection methods to the FG [2].

As shown in [3], background modeling (BM) algorithms can broadly be classified into three categories, depending on the compression features used: algorithms based only on Discrete Cosine Transform (DCT) coefficients [4]–[7]; algorithms based only on the motion vectors (MV) [8], [9]; and algorithms based on both [10]. Several studies have focused on BM algorithms using only DCT coefficients. In [4] the authors propose a framework that uses competing Hidden
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Markov Models over small neighborhoods, which are capable of maintaining a valid background model. In this case, the small neighborhoods are the JPEG 8x8 blocks of DCT coefficients. For this framework, the main challenge is background initialization, which requires a large amount of time. Another drawback is that this framework is only well suited for indoor surveillance. In [5] the authors propose a fast and efficient adaptive method for modeling the background, which uses two features extracted from each 8x8 block of DCT coefficients in a JPEG frame. The first feature is the first DCT coefficient (also called the DC coefficient), and the second feature is a weighted sum of a few DCT low frequency coefficients (also called the AC coefficients). A Gaussian distribution is used to model each of the two features. In addition, further processing is used to handle variations in the environment and improve the segmentation. By combining the model built around the two features with different characteristics (the DC coefficient is more sensitive to changes in illumination and the low frequency AC coefficients are more sensitive to changes in texture), the authors claim that the model is robust to many of the problems linked with BS in video sequences representing outdoor scenes, such as gradual and sudden illumination changes, and small repetitive background movements. The authors of [6] use the same principle of modeling the background using two features extracted directly from each 8x8 block of DCT coefficients in a frame as part of a more complex tracking system. The main difference between the two is the choice of the second feature, which is represented by the first three AC coefficients in [6].

One of the most referenced papers addressing the problem of background modeling in the compressed domain, using only DCT coefficients, is [7]. Here, the authors present a framework composed of three algorithms for BM (Running Average, Median and Mixture of Gaussians) and a two-stage segmentation approach with pixel-level resolution. In the first stage, the background model is generated by one of the algorithms, which is further used to identify the block regions that are fully or partially occupied by a foreground object. In the second stage, the pixels from the partially occupied blocks are then processed (classified) in the spatial domain. Even though the processing is performed in the spatial domain for the partially occupied blocks, the authors prove through theoretical analysis and practical measurements that their algorithms in the compressed domain are several times faster than their spatial domain counterparts [11] and with better segmentation results.

B. Hardware Acceleration for Background Modeling

Several hardware-accelerated implementations for moving object detection and segmentation systems based on BM in the spatial domain have been developed. In [12], the authors implemented a BM algorithm based on an adaptive mixture of Gaussians (AGMM). Using an NVIDIA GPU with the Compute Unified Device Architecture (CUDA [13]) they achieved 18x acceleration compared with an implementation on an Intel multi-core CPU using multithreading. In the same paper, an implementation on IBM’s Cell Broadband Engine Architecture (CBEA) achieved 3x the acceleration compared with the same Intel multi-core CPU benchmark. In [14], the authors implement a system that uses selective HOG-based features and BS based on a GMM for pedestrian detection. They report that using an Intel i7 and a low budget NVIDIA GeForce 480GT card, they are able to process 48 frames/second with high accuracy. Although the system does not achieve a significant speedup, the implementation is complex, and the BS represents only a part of the total computation. The authors of [15] implement only the AGMM algorithm. They report that the system can process close to 250 frames/second for high-resolution images, and close to 1600 frames/second for low-resolution images even when using a low-end NVIDIA GeForce 9600GT. Using the same GPU, they also report an acceleration of over 11x compared with a reference CPU implementation.

It is possible to conclude that, although there has been a significant amount of research in BM and higher level video analysis in the compressed domain, it is clear that the compressed domain has not been explored as extensively as the spatial domain with respect to algorithmic performance and hardware acceleration. To the best of our knowledge, there are no significant hardware accelerated implementations of BM algorithms in the compressed domain. This is the key novel contribution of the work reported in this paper.

Due to current industry practices, video surveillance footage is stored in the MJPEG compressed format in order to be accepted as evidence in law courts. In addition, all surveillance video cameras currently available on the market can stream images in the MJPEG compressed format. For these reasons, the research will be based on the MJPEG compressed format.

III. BACKGROUND

A. MJPEG/JPEG Compression Format

MJPEG is a video compression format that takes advantage only of the pixel redundancies within a frame (spatial pixel redundancy). Each frame in a MJPEG video stream is a JPEG encoded image, which is independent of any previous or future frames; therefore, the compressed domain data available for processing in MJPEG compressed video streams is the DCT coefficients of the current frame [16].

The JPEG image compression standard [17] defines different modes of operation. Among the different modes of operation the most representative mode is the baseline JPEG mode, which is described next for a grayscale image.

First, the baseline JPEG encoder splits the image into 8x8 non-overlapping blocks of pixels and the pixels intensity is shifted from a range of 0.255 to a range of -127:127 in order to evenly distribute the values around zero. Further, each block is almost independently encoded, as in figure 1, using the following steps.

The forward type II two-dimensional discrete cosine transformation (2D-DCT type II) is first applied to the 8x8 block of pixels, resulting an 8x8 block of DCT coefficients. The top-left frequency component in the transformed block is called the DC coefficient and it is equivalent to the average intensity value of the pixels in the input block. The other coefficients
are called AC coefficients. Next, the 64 DCT coefficients are quantized using different quantization thresholds for different frequency components. This is the step that gives rise to the lossy nature of the JPEG compression. During quantization the high frequency coefficients are more often than not set to zero. By applying this transformation, the entropy encoding step will become much more effective, because it reduces the dynamic range of the DCT coefficients and, as a consequence, fewer bits are needed for representation. After quantization, the 64 DCT coefficients are rearranged in a zigzag order. In this way the low frequency coefficients, which, in contrast to high-frequency coefficients, are mainly non-zero, are grouped at the start of the array. The high frequency coefficients, which are usually zero, are grouped at the end of the array. This transformation is called zigzag reordering. The DC coefficients of the neighboring blocks tend to be highly correlated. The JPEG compression algorithm exploits this property and predicts the value of the current DC coefficient based on the value of DC coefficient of the previous block. This transformation is called DPCM DC (differential pulse-code modulation). After zigzag reordering and DPCM DC, the array containing the DCT coefficients, usually turns out to have some non-zero values scattered between zeros. Using this property, the JPEG format encodes the non-zero values and the number of previous zeros in just a pair of numbers. This transformation is called run-length encoding (RLE) of DCT coefficients. The entropy encoding transformation assigns variable length codes to pair of values created during RLE transformation, so that less probable pairs are represented by longer encoded binary codes and more probable pairs are represented by shorter encoded binary codes. JPEG uses Huffman encoding for entropy encoding. At the end, the entropy encoded data, the quantization table and the Huffman table are combined with markers to create the final byte stream (data stream). The markers are nothing more than delimiters for the different component parts of the byte stream. During the decompression, the JPEG decoder performs the inverse of the operations previously described in reverse order: starting with entropy decoding and finishing with inverse DCT transformation and inverse level shifting. Due to quantization, the decompressed image is not identical to the original one.

Because of the computation required to decompress an MJPEG video stream, processing the DCT coefficients directly is attractive. However, extracting the DCT coefficients from the video stream still requires a significant amount of processing, though inverse DCT is not required. The process is called partial decompression. The compressed domain representation of each frame is a 2D matrix of blocks, where each block comprises the DCT coefficients for the 8x8 block of pixels.

B. Background Modeling using Online Mixture of Gaussians

This section will introduce the Mixture of Gaussians (MoG) algorithm for which a hardware acceleration strategy will be presented later.

MoG is one of the most common BM algorithms in the literature. The algorithm received considerable interest from the moment it was introduced in [11]. The popularity of this algorithm is due to two important aspects. First, it is capable of modeling backgrounds containing non-static objects, such as tree branches or bushes moving in the wind (multimodal background). The algorithm can handle multi-modal backgrounds because it follows the evolution of a set of $K$ Gaussian distributions simultaneously (where $K$ is a small number). Second, a recursive (or online) formulation of the algorithm can significantly reduce its complexity. However, the algorithm is still more complex than most of the non-statistical BM algorithms (simple algorithms like running-average, median, etc.). There are two notable drawbacks of MoG [2]. First, algorithm parameters require careful tuning. Second, for the case where the scene remains stationary for too long, the variance of the Gaussian distributions will become too small and any sudden change in the global illumination will force most of the scene to be classified as foreground.

Considering the case of a sequence of grayscale images, we have the following two situations. In the spatial domain, the input to a BM algorithm is, for each pixel position, a scalar value (one-dimensional feature vector) which is the pixel intensity at that location in the image. In the compressed domain, the input is, for each 8x8 block, a 64-dimensional feature vector which is obtained by concatenating the rows (or the columns) of the 8x8 block of DCT coefficients at that block location in the JPEG image. The underlying learning method used by the MoG algorithm to update the model parameters is not influenced by the type of feature vector used as input, and it can be applied to data coming from the spatial or compressed domain [7], [11]. The MoG algorithm uses a mixture of $K$ Gaussian distributions to maintain a probability density function (PDF) for each feature vector (pixel intensity or block of DCT coefficients) in the current frame. This PDF is updated each frame.

As in [7] and [11], given the recent history $\{x_{t-n}, x_{t-n+1}, \ldots, x_{t-1}\}$ of a feature vector $x_t$, the distribution of the current feature vector is:

$$P(x_t | \theta_t) = \sum_{k=1}^{K} \omega_{k,t} * \eta_k (x_t, \mu_{k,t}, \sigma_{k,t}^2)$$

where $\theta_t = \{\omega_{k,t}, \mu_{k,t}, \sigma_{k,t}^2\}_{k=1}^{K}$ is the model parameter vector and $\omega_{k,t}, \mu_{k,t}, \sigma_{k,t}^2$ are the weight, mean and variance of the $k$th Gaussian distribution, $\eta_k$, in the mixture and...
The Gaussians are $D$-dimensional, where $D$ is equal to the size of the feature vector $x_t$. To simplify the computation, as in [7], [11], we are making the following simplifications: $\Sigma_{k,t} = \sigma^2_{k,t} I$ (I is the unit matrix); although the Gaussians are $D$-dimensional, the variance is a scalar value (but the mean is a vector of length $D$).

The algorithm has two stages. The first stage is the binary classification of the current feature vector as BG or FG according to the background model; the second stage is the online update of the parameters using the current feature vector. The binary classification stage takes place as follows. The algorithm selects the first $B$ most significant distributions to be part of the background model, where:

$$B = \arg\min_b \left( \sum_{k=1}^b \omega_{k,t} \right) > T$$

and $T$ is a user-defined threshold ($0 < T < 1$). For the current feature vector $x_t$, a matching distribution $k$ is sought using the following equation:

$$(x_t - \mu_{k,t-1})^T (x_t - \mu_{k,t-1}) < f \sigma^2_{k,t-1}$$

where $f$ is a small deviation. If more than one matching distribution is found, the one closest to the feature vector is selected. This is done using the following equation:

$$k = \min_k \left( \frac{(x_t - \mu_{k,t-1})^T (x_t - \mu_{k,t-1})}{\sigma^2_{k,t-1}} \right)$$

The current feature vector $x_t$, is classified as BG if there is a matching distribution $k$ and this matching distribution is part of the $B$ selected distributions to represent the background ($k \leq B$). Otherwise, $x_t$ is classified as FG.

Next, the online update stage takes place as follows. If a matching distribution $k$ is found, the parameters of that distribution are updated as follows:

$$\omega_{k,t} = (1 - \alpha) * \omega_{k,t-1} + \alpha$$
$$\mu_{k,t} = (1 - \rho) * \mu_{k,t-1} + \rho * x_t$$
$$\sigma^2_{k,t} = (1 - \rho) * \sigma^2_{k,t-1} + \rho * (x_t - \mu_{k,t})^T (x_t - \mu_{k,t})$$

where $\alpha$ is a user-defined learning rate ($0 < \alpha < 1$) and $\rho$ is a calculated learning rate:

$$\rho \approx \alpha / \omega_{k,t}$$

The parameters of the other distributions ($k \neq \hat{k}$) are updated as follows:

$$\omega_{k,t} = (1 - \alpha) * \omega_{k,t-1} \quad \mu_{k,t} = \mu_{k,t-1} \quad \sigma^2_{k,t} = \sigma_{k,t-1}$$

If no matching distribution is found, the one with the smallest weight ($\omega_{k,t-1}$) is replaced by a new one with the following parameters:

$$\omega_{k,t} = \omega_0 \quad \mu_{k,t} = x_t \quad \sigma^2_{k,t} = \sigma_0^2$$

where $\omega_0$ is a small weight and $\sigma_0^2$ a large variance.

After updating the parameters, the weights are renormalized, so that they still sum up to 1 and the distributions are ordered in descending order of their significance, $s_{k,t}$, where:

$$s_{k,t} = \omega_{k,t} / \sigma^2_{k,t}$$
available at the core level and the individual CPU cores can achieve vectorization independently. The vector units are single instruction, multiple data (SIMD) processing units and can process multiple data elements using the same instruction (data-level parallelism). The use of SIMD units should accelerate the calculations by a factor equal to the length of the unit (for example, a 4-way SIMD processing unit should in theory accelerate the calculations by a factor of four).

On the Intel and AMD CPU micro-architectures the vector processing units use vector registers of 128 bits, which are able to handle the following data types: integer (usually 8 x 16-bits or 4 x 32-bits) and float (4 x 32-bits or 2 x 64-bits). This technology is called Streaming SIMD Extensions Technology (SSE) [20].

Some modern compilers can auto-vectorize scalar code to some extent, but usually just for simple cases. For complex cases, programmers have to explicitly use the vector data types and write code in a SIMD manner. From the programmer’s perspective, SSE programming can be done in C/C++ using compiler intrinsics (which are compiled to one or a small set of assembly instructions), or directly in assembly language [20].

There are three important aspects that anyone should be aware of when developing algorithms using SSE [20]–[23]: the alignment of data in memory, the layout of data in memory, and the instructions available.

The best performance for accessing data in memory using the SSE instructions is achieved when the memory address of the accessed data (usually a 4-element vector) is divisible by 16 (16-byte aligned). The performance impact of misaligned memory accesses and methods to avoid them have been previously studied in [23].

When vectorizing code which is processing an array of structured objects (e.g. an array of grouped Gaussian parameters), the recommended layout for data is to have a separate array for each component of the structure (e.g. an array of means, an array of variances, etc.) This is called Structure of Arrays (SoA). An alternative layout is the more 'natural' (from an object oriented point of view) layout of a single array of structures. This is called Array of Structures (AoS). The advantage of SoA is that it keeps the homogeneous data components together in memory. This makes it easy to load and process them with the same instruction (or set of instructions). The performance impact of using different data memory layouts has been previously studied in [22]. For example, an RGB image using SoA layout is represented by three memory areas, where each memory area stores the data of one channel for all pixels. In contrast, using AoS layout, just one memory area is required, but each pixel occupies three consecutive memory locations, one for each channel (R, G, B).

The SSE vector instructions can be grouped into categories [20], such as: load/store, arithmetic, logic, comparisons, miscellaneous (min/max, type conversions, rounding, cache control, etc.) and application specific (fast-block difference, etc.) and they are closely tied to the type of the vector elements. For most float vector instructions, SSE offers a corresponding scalar version. These should not be confused with the classic (x86) scalar instructions because they operate on the vector registers (even though they are applied only on the first element of the vector register). Instructions for different data types, and even different instructions for the same data type, can be serviced by different parts of the processor. In fact, modern CPUs can issue up to six instructions per clock cycle, which increases the chances of executing instructions in parallel if there are no data dependencies between the operands of consecutive instructions. SSE is IEEE floating-point compliant, except for the reciprocal and square root reciprocal instructions. Division is one of the most expensive SSE instructions. The two instructions have been introduced to speed up algorithms involving division where high precision is not the first requirement. Another feature of the SSE instruction set is that it can handle conditional code without having to individually process each element in a vector register. This is possible by using a combination of logical SSE instructions or the newer blend instruction. The blend instruction takes two vector registers and selects their elements according to a mask. Usually the mask comes from a vector comparison instruction.

IV. ACCELERATING THE MIXTURE OF GAUSSIANS IN THE COMPRESSED DOMAIN

To accelerate multi-stream background subtraction, there are two forms of parallelism to be exploited: multi-core (at the high level) and vector processing (low level). Our approach to exploiting multiple cores is straightforward: each input video stream is processed by a separate thread, with no need for communication with other threads. We do not partition the data for a video stream across multiple threads. So there is no significant programming effort involved in exploiting multicore parallelism. Each thread performs the partial decompression followed by background modeling on a complete video stream.

To exploit vector processing, our approach is to vectorize the processing of Gaussian mixtures, rather than processing image blocks in parallel. Since it is sufficient to use a mixture of four Gaussians, and given the size of SSE vector registers, it is appropriate to vectorize the processing of the Gaussians. Further, since each Gaussian has three parameters (plus sometimes a fourth index - see below), we also have the option of using either a SoA approach or, if need be, an AoS approach.

One further possible dimension for increasing the amount of parallelism is to reduce the precision of the Gaussian components from 32 bit float to 16 bit fixed point. This would in theory provided a further speed up of 2x. However, having explored this, it was discovered that the increased complexity of the coding for 16 bit representation meant that the overall performance was actually slower than for processing 32 bit floats. In what follows, we therefore do not consider the question of precision any further.

Because of the complexity of SSE programming, the remainder of this section focuses on the SSE accelerated implementation of the MoG algorithm in the compressed domain.

As previously specified, the MoG algorithm in the compressed domain classifies and models the PDF of an entire block of DCT coefficients simultaneously using a mixture of
$K$ Gaussian distributions. Therefore, the parameters for one Gaussian distribution in a mixture are: one weight (which represents the probability of a block to match that particular distribution, and is calculated based on previous observations), one variance and a set of D-means (one for each DCT coefficient in the block). The number of Gaussian distributions in a mixture has been set to four ($K = 4$). This is (more than) adequate algorithmically, and matches the hardware constraints imposed by the size of the vector registers (128-bits). However, we note that one change to the detail of the algorithm, introduced to suit vectorization, is that we always maintain four Gaussians, instead of a dynamically varying number up to four. In order to avoid some expensive memory copy operations in the later steps of the algorithm, a new index parameter, ID, is added to each distribution (see step 6 below for more details). These IDs will be used to access the correct set of means in the means memory area corresponding to a particular mixture. The IDs of the distributions in a mixture are initialized to (0, 1, 2, 3). The data layout used for the background model is SoA (figure 2).

Before processing a DCT block, the weights, IDs and variances of all distributions in the associated mixture are loaded in three vector registers. Due to these loads the CPU will (automatically) load these values also in the level 1 (L1) cache memory. The four sets of means corresponding to a mixture are loaded only when needed in the later steps. The parameters are saved back in the memory after their values have been updated and the process is repeated for the next block. The result of the assessment of the current block is a value which represents the binary classification of the block as FG or BG. In practice, the update steps for a block are as follows.

**Step 1.** Identify how many distributions make up the background model, according to equation 2. The result is an index, $idx_1$, with a value between zero and three. The distributions are already ordered according to their significance. The algorithm loads the weight of one distribution at a time (using SSE scalar load - `movss`), adds it to a sum (using SSE scalar add - `addss`) and compares the sum with the matching threshold $T$ (using SSE scalar compare - `comiss`).

**Step 2.** Identify the closest distribution to the current block using equations 3 and 4. The result of this step is an index, $idx_2$, with value between zero and three if the current block matches any of the distributions, or -1 otherwise. The algorithm computes the distances between the current block and all the distributions in the mixture simultaneously using vector instructions. The computation of one of the distances is equivalent to processing a scalar product between a vector and itself, which is a classic reduction problem, where the vector is the result of the difference between the current DCT block and the means set of one of the distributions. The distances can be processed simultaneously because the DCT block is read only once, and used for all distances. These distances are then stored in memory. Further, using the SSE scalar instructions, a short algorithm is implemented to find the index of the closest distribution accordingly to the already computed distances (which is a typical "minimum" problem). **Step 3.** Classify the current block of DCT coefficients as BG or FG using the indices computed in step 1 ($idx_1$) and step 2 ($idx_2$). The pixel is classified as BG if $idx_2 \geq 0$ and $idx_1 \geq idx_2$.

**Step 4.** Update all the distribution parameters. How this is done depends on the index computed in step 2 ($idx_2$), which identifies the closest distribution. There are two cases:

**Step 4.a.** If there is a matching distribution ($idx_2 \geq 0$), then its parameters are updated according to equations 5 and 6. The parameters of the remaining distributions are updated according to equation 7. Specific SSE programming techniques are used to avoid "branching" code. First, the weights and variances are updated using vector instructions twice, once according to equation 5 and once according to 7. Then, the index from step 2 ($idx_2$) is used to build the mask used by the vector Blend instruction (see III.C for details) to select the correct updated parameters for each distribution. This procedure adds more computation but avoids "branching" code. Note that the update of the means is done last and is highly efficient, because it is performed on the full length of the vector registers (see SoA layout, III.C).

**Step 4.b.** If there is no matching distribution, the distribution with the smallest weight is replaced by a new one according to equation 8. For this, the distribution containing the smallest weight is identified (again using SSE scalar instructions) and then its parameters are reinitialized. An important note for step 4(a and b) is that the selection of the correct set of means associated with a particular distribution in a mixture is done using the ID parameter which we have added earlier to each distribution (see step 6).

**Step 5.** Renormalize the weights to sum up to 1. For this, specific SSE programming techniques are used in order to handle the horizontal operation (sum) on the vector register containing the weights. The vector division necessary for renormalization (divps) has been replaced with a vector multiplication (mulps) between the weights register and the vector reciprocal (rcpps) of the previously calculated sum.

**Step 6.** Reorder the distributions based on their significance. Here, few implementation details deserve mention. The sig-

![Fig. 2: The data layout of the model parameters in the compressed domain.](image)

![Fig. 3: Data transformations and sorting.](image)
nificance values, $s_{k,t}$, are computed according to equation 9 using SSE vector instructions (here the vector division has been replaced). Further (figure 3), to prepare for reordering all distributions in a mixture, a 4x4 matrix transposition operation is required. This transformation will reorganize the parameters of the unsorted distributions from SoA to AoS format. The operation can be done using only vector registers (without accessing the memory) and some specific SSE instructions for reordering the data in these registers. For the actual sorting we use a 4-ways sorting network [24] which offers an optimal number of comparisons. The sorting network implementation requires SSE scalar instructions for handling the conditions and vector instructions to swap a full register at a time (movps). After sorting, another 4x4 matrix transposition operation is necessary to switch the parameters back to oA format. This implementation turns out to be highly efficient because no memory operations are required and the instructions involved in the transposition are low latency. But the most important optimization here is the introduction of the ID parameter to each distribution. The introduction of this parameter eliminated the necessity to move around the large sets of means associated with the $D$-dimensional Gaussian distributions during the sorting operation.

For benchmarking reasons an SSE optimized version of the MoG algorithm in the spatial domain was also implemented. Now, the parameters for one Gaussian distribution in a mixture are: one weight, one mean and one variance per pixel. The ID parameter is not necessary anymore. Due to the same hardware constraints the number of Gaussian distributions in a mixture has also been set to four ($K = 4$). The data layout used for the background model remains SoA (figure 4). Although the SSE implementations of the MoG algorithm for the two domains seem very similar, a few differences are visible straight away. The compressed domain implementation is using a very compact memory representation of the model parameters, which is possible because it keeps the means of all distributions of a mixture associated with a block of DCT coefficients in a contiguous memory block. This makes their update, during step 4, much more efficient. Also, the compressed domain implementation has to maintain a lot fewer parameters. As already mentioned in [7], for a 8x8 pixel block, the algorithm uses $192 \times K$ parameters in the spatial domain compared with just $66 \times K$ in the compressed domain ($K$ represents the number of distributions in a mixture). The ID parameter is not included in these numbers because it does not require updating.

![Fig. 4: The data layout used for the model parameters in the spatial domain.](image)

### Table I: Decompression Speed Results Per Frame

<table>
<thead>
<tr>
<th>Library/Compiler Version</th>
<th>1 Core</th>
<th>4 Cores</th>
</tr>
</thead>
<tbody>
<tr>
<td>Libjpeg v8c (MC)</td>
<td>8 ms</td>
<td>1.82 ms</td>
</tr>
<tr>
<td>IJG v6b (IC)</td>
<td>7.2 ms</td>
<td>1.6 ms</td>
</tr>
<tr>
<td>IJG v6b (IC)</td>
<td>7 ms</td>
<td>1.54 ms</td>
</tr>
<tr>
<td>IJGmod v6b (IC &amp; IPP)</td>
<td>3.72 ms</td>
<td>0.86 ms</td>
</tr>
<tr>
<td>UIC (IC &amp; IPP)</td>
<td>3 ms</td>
<td>0.82 ms</td>
</tr>
<tr>
<td>Partial Decoder (IC &amp; IPP)</td>
<td>0.84 ms</td>
<td>0.19 ms</td>
</tr>
</tbody>
</table>

### V. Experiments and Results

#### A. Results for Partial Decompression

In the spatial domain, a frame is represented as a 2D matrix of pixels. To get access to the spatial pixel data in a video frame, the video stream has first to be fully decompressed. In the compressed domain, a frame is represented as a 2D matrix of blocks of DCT coefficients. This representation of a frame can be extracted from a video stream without fully decompressing the stream. Before any computation can begin, the video sequences need to be partially decompressed (if processing in the compressed domain) or fully decompressed (if processing in the spatial domain).

To evaluate the partial decompression, its performance was compared with five different full decompression implementations. For the latter, three different libraries were used: the standard Libjpeg v8c, Intel’s Libjpeg-based library (IJG v6b), and Intel’s proprietary library UIC which uses the Intel Performance Primitives Library (IPP). Two different compilers were also used: Microsoft’s C++ Compiler (MC), and Intel’s C++ Compiler (IC). Our MJPEG partial decoder makes use of the IPP library for Huffman decoding. The tests were carried out by simulating four camera streams, by replicating the input video sequence. We used the PETS2001 video sequence, which comprises 2688 frames, each of size 768x576 pixels. All images were first loaded into memory (decompression times do not include the time to read the images from the hard drive). The CPU used for these tests is an Intel i7 960 4-core CPU. For the multithreaded implementation, OpenMP was used to launch 4 threads, mapped to the 4 cores.

Table I shows the decompression times per frame, for the five full decompression versions, and for the partial decompression. We can draw the following conclusions from the table.

The fastest full decompression version is UIC. The use of IPP approximately doubles the performance. The speed of partial decompression is 4.3 times that of the fastest full decompression version. At a frame rate of 25 frames per second, the time for partial decompression equates to the ability to process 210 simultaneous video streams (not allowing for the input of the streams to memory). When processing fewer video streams (e.g. 64), this allows more time for processing tasks such as background modeling.

#### B. Hardware Acceleration results for Background Modeling

Experiments on the PETS2001 test video sequence showed that, on average only 14-16% of the DCT coefficients are non-zero in the entire video sequence, and most DCT blocks have
Further, by using the results from the previous section (where it was shown that a JPEG image can be partially decompressed in around 0.19 ms) it can be seen that, by using the same implementation, it is possible to perform combined partial decompression and background modeling on an equivalent of 122 video streams in real-time.

An additional investigation was carried out to evaluate the quality of the foreground detection, by measuring the impact on the detection rate of the MoG algorithm when moving from the spatial to the compressed domain, and when reducing the number of DCT coefficients from 64 to 32 and 16. Because accuracy could potentially be data dependent, two very different video sequences were used for these tests: PETS2001, a typical outdoor video surveillance sequence; and BusSeq, a very challenging video surveillance sequence taken inside a bus, with moving background seen through the windows. These were manually ground truthed. As can be seen from the receiver operating characteristics (ROC) curves of the two video sequences (figures 5a and 5b), there is no overall loss of quality when moving from the spatial domain to the compressed domain; indeed, there is actually a small improvement in the detection rate, especially in PETS2001.

Figures 6 and 7 show that the block-based approach also filters the large amount of pixel-level misclassifications in the spatial domain method. This suggests it may be safe to process the sequences directly in the compressed domain using as few as 16 DCT coefficients, and hence obtain the 170x acceleration.

**VI. CONCLUSIONS**

The implementation of background modeling presented in this paper uses compressed domain processing with a reduced number of DCT coefficients, plus hardware acceleration, to achieve a speed-up of up to 170x compared to a purely serial implementation of the same algorithm in the spatial domain. At 25 fps, this speed up equates to the ability to segment in real-time around 122 video streams (including the time for partial decompression), which exceeds our initial target of 64 simultaneous video streams.

The overall speed-up is the result of the combination of several different optimizations, which all complement each other. By processing at the block level instead of the pixel level, the number of modeling parameters is immediately reduced by almost a third. Also, the number of coefficients per block can be reduced from 64 to 16 while maintaining segmentation quality. Together, these algorithmic optimizations contribute a speed-up of approximately 8x. The subsequent individual contributions of the two forms of parallelism depend on the order in which they are applied. Choosing vectorization first, this contributes a further speed-up of 6.7x. This is greater than the expected 4x maximum because the low level of programming required leads to reduced internal data transfers. The subsequent use of multi-core (four core) contributes a further 3.2x. It was noted that, in the spatial domain implementation, the use of the SIMD units provided only 1.3x speed up, because of the low computation to data ratio. This shows the interesting result that operating in the compressed domain can increase the potential for hardware acceleration.
Fig. 5: ROC Curves - SD for spatial domain and CD for compressed domain (using 64, 32, 16 coefficients).

(a) PETS2001 \( (\alpha = 0.001, \ T = 0.75) \)

(b) BusSeq \( (\alpha = 0.005, \ T = 0.8) \)

Fig. 6: PETS2001, from left to right and top to bottom: the original frame (frame no. 864), the ground truth, the result in spatial domain, the result in compressed domain using all 64 DCT coefficients, using 32 coefficients and using 16 coefficients.

Fig. 7: BusSeq, from left to right and top to bottom: the original frame (frame no. 121), the ground truth, the result in spatial domain, the result in compressed domain using all 64 DCT coefficients, using 32 coefficients and using 16 coefficients.
From the point of view of programming effort, the use of multi-core required minimal effort. On the other hand, the use of SIMD processing was by far the most difficult task. It required very considerable programming effort and a steep learning curve because of the low level, architecture dependent nature of the programming. The effort in implementing the compressed domain processing lay somewhere between these two steps, once the partial decompression code was available.

For the case of background modeling at least, the speed up obtained did not come at the expense of a loss in segmentation quality when moving from the spatial to the compressed domain.

The partial decompression is over 4x faster than full de-compression using the highly optimized JPEG decoder from Intel, which on its own represents an important speed up for any intelligent video surveillance system working in the compressed domain.

Future work will extend the foreground detection in the compressed domain to human detection and tracking for a multi-camera system.
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