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Evaluation of Large Integer Multiplication Methods on Hardware

Ciara Rafferty, Member, IEEE, Máire O’Neill, Senior Member, IEEE, Neil Hanley

Abstract—Multipliers requiring large bit lengths have a major impact on the performance of many applications, such as cryptography, digital signal processing (DSP) and image processing. Novel, optimised designs of large integer multiplication are needed as previous approaches, such as schoolbook multiplication, may not be as feasible due to the large parameter sizes. Parameter bit lengths of up to millions of bits are required for use in cryptography, such as in lattice-based and fully homomorphic encryption (FHE) schemes. This paper presents a comparison of hardware architectures for large integer multiplication. Several multiplication methods and combinations thereof are analysed for suitability in hardware designs, targeting the FPGA platform. In particular, the first hardware architecture combining Karatsuba and Comba multiplication is proposed. Moreover, a hardware complexity analysis is conducted to give results independent of any particular FPGA platform. It is shown that hardware designs of combination multipliers, at a cost of additional hardware resource usage, can offer lower latency compared to individual multiplier designs. Indeed, the proposed novel combination hardware design of the Karatsuba-Comba multiplier offers lowest latency for integers greater than 512 bits. For large multiplicands, greater than 16384 bits, the hardware complexity analysis indicates that the NTT-Karatsuba-Schoolbook combination is most suitable.

Index Terms—Large integer multiplication, FPGA, hardware complexity, fully homomorphic encryption

1 INTRODUCTION

Large integer multiplication is a key component and one of the bottlenecks within many applications, such as cryptographic schemes. More specifically, important and widely used public key cryptosystems, such as RSA and elliptic curve cryptography (ECC), require multiplication. Such public key cryptosystems are used along with symmetric cryptosystems within the Transport Layer Security (TLS) protocol, to enable secure online communications. Thus, there is a demand for efficient, optimised implementations and, to this end, optimised hardware designs are commonly used to improve the performance of multipliers.

To demonstrate the importance of suitable hardware multipliers for large integer multiplication, a case study on a specific branch of cryptography called fully homomorphic encryption (FHE) is detailed. FHE, introduced in 2009 [1], is a novel method of encryption, which allows computation on encrypted data. Thus, this property of FHE can potentially advance areas such as secure cloud computation and secure multi-party computation [2], [3]. However, existing FHE schemes are currently highly unpractical due to large parameter sizes and highly computationally intensive algorithms amongst other issues. Therefore improvements in the practicality of FHE schemes will have a large impact on both cloud security and the usage of cloud services. There has been recent research into theoretical optimisations and both software and hardware designs of FHE schemes to improve their practicality; hardware designs have been shown to greatly increase performance [4]–[13]. Indeed, several researchers studying the hardware design for FHE have focused on the multiplication component to enhance the practicality of FHE schemes [11], [14]–[16]. This highlights the importance of selecting the most suitable multiplication method for use with large operands. Previous hardware designs have mostly chosen multiplication using the number theoretic transform (NTT) for the large integer multiplication required in FHE schemes since this method is known generally to be suitable for large integer multiplication; however, there has been little research into the use of alternative large integer multiplication methods or indeed into multipliers of the operand sizes required for FHE schemes.

Previous research has investigated and compared multipliers in hardware and more particularly for use in public key cryptography [17]–[22]. Modular multiplication has been investigated and Montgomery multipliers have been optimised for use in public key cryptography [17], [19]–[21]. An analysis of the hardware complexity of several multipliers for modular multiplication and modular exponentiation for use in public key cryptography has shown Karatsuba outperforms traditional schoolbook multiplication for operands greater than or equal to 32 bits [17]. Fast Fourier transform (FFT) multiplication is also shown to perform better than classical schoolbook multiplication for larger operands [17]. In Section 2, several common multiplication methods are detailed and the previous research into hardware designs is also discussed for each technique.

However, larger integer multiplication, such as those required in new public key encryption schemes like FHE, has not been previously investigated. While some previous research looks at multiplications for specific applications, to the best of the authors’ knowledge, there is no prior research that analyses and compares hardware designs of various multiplication algorithms for very large integers,
greater than 4096 bits. The authors have carried out previous research on hardware designs for optimised multiplication for use specifically in FHE schemes [13], [16], which offer targeted designs for one particular FHE scheme. In this research, hardware multiplier designs are considered for a large range of operand sizes and in a wider context, for a generic large integer multiplication. Moreover, to the best of the authors’ knowledge, suitable multiplication methods for uneven operands, such as those required in the integer-based FHE encryption scheme [23], have also not previously been investigated. Also, hardware designs of combination multiplication methods have also not yet been considered. It is thus posed in this research that if hardware designs of combined multiplication methods could improve performance compared to hardware designs of individual multiplication methods.

More specifically, the novel contributions presented in this research are:

1) A comprehensive evaluation of very large integer multiplication methods;
2) Novel combinations of common multiplication methods and respective hardware designs are proposed;
3) The first study of multiplication with uneven operands;
4) A hardware complexity analysis is presented for all of the proposed multiplication methods and recommendations are given from both the theoretical complexity analysis and hardware results.

The structure of the paper is as follows: firstly, a background of the most popular multiplication methods is presented. Secondly, hardware designs of a selection of the large integer multiplication methods are presented; these are particularly suited or targeted to the application of FHE. Following this, hardware designs of combinations of these multipliers are presented. In Section 5, the hardware complexity of the proposed multipliers is theoretically calculated and recommendations are given on the most suitable multiplication methods for large integer multiplication. All of the proposed multipliers are implemented on a Virtex-7 FPGA and performance results are discussed. The FPGA platform is suitable for numerous applications including cryptography, since such platforms are highly flexible, cost-effective and reprogrammable. Finally, a discussion on suitable multiplication methods for uneven operands is included, which is applicable to integer-based FHE, and conclusions with overall recommendations are given.

2 Multiplication Methods

The following subsections outline the most commonly used multiplication methods for traditional integer multiplication:

2.1 Traditional Schoolbook Multiplication

Schoolbook multiplication is the traditional method that uses shift and addition operations to multiply two inputs. Algorithm 1 outlines the Schoolbook multiplication method.

Algorithm 1: Traditional Schoolbook Multiplication

\begin{verbatim}
Input: n-bit integers a and b
Output: z = a \times b
1: for i in 0 to n - 1 do
2: \quad if b_i = 1 then
3: \quad \quad z = (a \times 2^i) + z;
4: \quad end if
5: end for
6: return z
\end{verbatim}

2.2 Comba Multiplication Scheduling

Comba multiplication [24] is an optimised method of scheduling the partial products in multiplication, and it differs from the traditional schoolbook method in the ordering of the partial products for accumulation. Algorithm 2 describes Comba multiplication. Although this method is theoretically no faster than the schoolbook method, it is particularly suitable for optimised calculation of partial products. Comba multiplication has previously been considered for modular multiplication on resource restricted devices such as smart cards [25]. A hardware design of the Comba multiplication technique has been previously shown to be suitable for cryptographic purposes [26]. The use of a Comba scheduling algorithm targeting the DSP slices available on a FPGA device reduces the number of read and write operations by managing the partial products in large integer multiplication.

Algorithm 2: Comba Multiplication

\begin{verbatim}
Input: n-bit integers a and b
Output: z = a \times b
1: for i in 0 to (2n - 2) do
2: \quad if n < i then
3: \quad \quad pp_i = \sum_{k=0}^{i-1} (a_k \times b_{i-k})
4: \quad else
5: \quad \quad pp_i = \sum_{k=0}^{n-1} (a_k \times b_{i-k})
6: \quad end if
7: end for
8: z = \sum_{i=0}^{2n-2} (pp_i << 2^i)
return z
\end{verbatim}

Another advantage of the Comba scheduling method is that the number of required DSP48E1 blocks available on the target device, in this case a Xilinx Virtex-7 XC7VX980T FPGA, scales linearly with the bit length. This is advantageous when designing larger multipliers, such as those required in FHE schemes. However, the inherent architecture of this algorithm inhibits a pipelined design and thus the need for the encryption of multiple values may be better addressed with alternative methods.

2.3 Karatsuba Multiplication

Karatsuba multiplication [27] was one of the first multiplication techniques proposed to improve on the schoolbook multiplication method, which consists of a series of shifts and additions. The Karatsuba method involves dividing each large integer multiplicand into two smaller integers,
one of which is multiplied by a base. Algorithm 3 details Karatsuba multiplication.

**Algorithm 3: Karatsuba Multiplication**

**Input:** n-bit integers \( a \) and \( b \), where \( a = a_1 \times 2^l + a_0 \) and \( b = b_1 \times 2^l + b_0 \)

**Output:** \( z = a \times b \)

1. \( AB_0 = a_0 b_0 \)
2. \( AB_1 = a_1 b_1 \)
3. \( ADD_A = a_1 + a_0 \)
4. \( ADD_B = b_1 + b_0 \)
5. \( AB_2 = ADD_A \times ADD_B \)
6. \( MID_0 = AB_2 - AB_0 - AB_1 \)
7. \( z = AB_0 + MID_0 \times 2^l + AB_1 \times 2^l \)

**return** \( z \)

In general, if we take two \( n \)-bit integers, \( a \) and \( b \), to be multiplied, and we take a base, for example \( 2^{[n/2]} \), then \( a \) and \( b \) are defined in Equations 1 and 2 respectively.

\[
a = a_1 \times 2^{[n/2]} + a_0 \tag{1}
\]

\[
y = y_1 \times 2^{[m/2]} + y_0 \tag{2}
\]

The Karatsuba multiplication method takes advantage of Equation 3. As can be seen in Equation 3, three different multiplications of roughly \( [n/2] \)-bit multiplicand sizes are necessary, as well as several subtractions and additions, which are generally of minimal hardware cost in comparison to multiplication operations.

\[
a \times b = (a_1 \times b_1) \times 2^{2\times[n/2]} + \{(a_1 + a_0) \times (b_1 + b_0) - a_0 \times b_0 - a_1 \times b_1\} \times 2^{[n/2]} + a_0 \times b_0 \tag{3}
\]

Thus, Karatsuba is a fast multiplication method, and improves on the schoolbook multiplication. However, several intermediate values must be stored and therefore this method incurs some additional hardware storage cost and also more control logic is required.

There has been a significant amount of research carried out on the Karatsuba algorithm and several optimised hardware implementations have been proposed; for example, a hardware design of a Montgomery multiplier which includes a Karatsuba algorithm has previously been presented [28]. A recursive Karatsuba algorithm is used, breaking multiplications down to 32-bits on a Xilinx Virtex-6 FPGA; this design offers a speedup factor of up to 190 compared to software but consumes a large amount of resources. Another Karatsuba design has targeted the Xilinx Virtex-5 FPGA platform and uses minimal resources (only one DSP48E block) by employing a recursive design [18]. Surveys on earlier research into the hardware designs of Karatsuba and other multiplication methods also exist [17], [29].

There have also been several algorithmic optimisations and extensions to the Karatsuba algorithm. A Karatsuba-like multiplication algorithm with reduced multiplication requirements for multiplying five, six and seven term polynomials has been proposed [30]. A comparison is given of this proposed algorithm, which uses five term polynomials and requires 14 multiplications, with alternative Toom-Cook and FFT algorithms implemented in software. According to this research, the FFT algorithm is the most suitable for large multiplications.

Karatsuba has been shown to be useful for cryptographic purposes [31]; an extended Karatsuba algorithm adapted to be more suitable for hardware implementation for use in computing bilinear pairings has been presented [31]. For a 256-bit multiplication, 14 64-bit products are required, compared to 25 for schoolbook multiplication.

### 2.4 Toom-Cook Multiplication

Toom-Cook multiplication is essentially an extension of Karatsuba multiplication; this technique was proposed by Toom [32] and extended by Cook [33]. The main difference between the Karatsuba and Toom-Cook multiplication methods is that in the latter, the multiplicands are broken up into several smaller integers, for example three or more integers, whereas Karatsuba divides multiplicands into two integers. Toom-Cook algorithms are used in the GMP library for mid-sized multiplications [34]. The Karatsuba hardware design could be adapted to carry out Toom-Cook multiplication; however the hardware design of a Toom-Cook multiplication requires several more intermediate values, and thus occupies more area resources on hardware devices. For this reason, this multiplication technique is not addressed further in this comparison study.

### 2.5 Montgomery Modular Multiplication

The discussion of multiplication methods for cryptography would not be complete without the mention of Montgomery modular multiplication [35]. This method of multiplication incorporates a modular reduction and therefore is suitable for many cryptosystems, for example those working in finite fields. Equation 4 gives the calculation carried out by a modular multiplication, with a modulus \( p \) and two integers \( a \) and \( b \) less than \( p \).

\[
c \equiv a \cdot b \mod p \tag{4}
\]

There has been a lot of research looking into hardware architectures for fast Montgomery reduction and multiplication [20]. Montgomery modular multiplication however requires pre- and post-processing costs to convert values to and from the Montgomery domain. Therefore this method is highly suitable for exponentiations, such as those required in cryptosystems such as RSA. The integer-based FHE scheme does not require exponentiations and the aim of this research is speed, so the conversions to and from the Montgomery domain are considered expensive. For this reason, Montgomery modular reduction is not considered in this research.
2.6 Number Theoretic Transforms for Multiplication

NTT multiplication is arguably the most popular method for large integer multiplication. Almost all of the previous hardware architectures for FHE schemes incorporate an NTT multiplier for large integer multiplication. Algorithm 4 outlines NTT multiplication.

Algorithm 4: Large integer multiplication using NTT [36], [37]

```
Input: n-bit integers a and b, base bit length l,
      NTT-point k
Output: z = a × b
1: a and b are n-bit integers. Zero pad a and b to 2n bits respectively;
2: The padded a and b are then arranged into k-element arrays respectively, where each element is of length l-bits;
3: for i in 0 to k − 1 do
4:     A_i ← NTT(a_i);
5:     B_i ← NTT(b_i);
6: end for
7: for i in 0 to k − 1 do
8:     Z_i ← A_i × B_i;
9: end for
10: for i in 0 to k − 1 do
11:     z_i ← INTT(Z_i);
12: end for
13: for i in 0 to k − 1 do
14:     z = \sum_{i=0}^{k-1} (z_i ≪ (i · l)), where ≪ is the left shift operation;
15: end for
return z
```

The number theoretic transform (NTT) is a specific case of the FFT over a finite field \( \mathbb{Z} \). The NTT is chosen for large integer multiplication within FHE schemes rather than the traditional FFT using complex numbers because it allows exact computations on fixed point numbers. Thus, it is very suitable for cryptographic applications as cryptographic schemes usually require exact computations. Often in the FHE literature, the NTT is referred to more generally as the FFT. However, almost all hardware and software designs of FHE schemes that use FFT are, more specifically, using the NTT. The library proposed by [38] gives the only existing FHE software or hardware design which uses the FFT with complex numbers rather than the NTT with roots of unity. The use of the NTT is particularly appropriate for hardware designs of FHE schemes as a highly suitable modulus can be chosen, which offers fast modular reduction due to the modulus structure.

Modular reduction is required in all FHE schemes and also in NTT multiplications. There are several methods for the modular reduction operation, such as Barrett reduction and also Montgomery modular reduction. However, if the modulus can be specifically chosen, such as within NTT multiplication, certain moduli values lend themselves to efficient reduction techniques. Previous research has also proposed the use of a Solinas prime modulus [37]. Further examples of special number structures for optimised modular reduction include Mersenne and Fermat numbers [39].

For fast polynomial multiplication designs for lattice-based cryptography, the largest known Fermat prime \( p = 65537 = 2^{16} + 1 \) has been used [7]. Alternatively, researchers have used larger prime moduli with a low Hamming weight, such as the modulus \( p = 1049089 = 2^{20} + 2^9 + 1 \) which has a Hamming weight of 3, [7], [40]. A modular multiplier architecture incorporating a Fermat number modulus is also proposed by [41] for use in a lattice-based primitive. Diminished one representation [42] has been shown to be suitable for moduli of the form \( 2^n + 1 \) and could be considered as an optimisation.

Several hardware designs of FFT multiplication of large integers have been proposed [17], [43]–[45]. Some research has been conducted into the design of FFT multipliers for cryptographic purposes and more specifically for use within lattice-based cryptography [40], [41], [46]. It can be seen from the previously mentioned hardware NTT multiplier architectures, that the hardware design of an efficient NTT multiplier involves several design and optimisation decisions and trade-offs.

3 HARDWARE DESIGNS FOR MULTIPLIERS

3.1 Direct Multiplication

Direct multiplication is the optimised multiplication method that can be employed in a single clock cycle using a basic VHDL multiplication operation within the Xilinx ISE design suite. In this research, ISE Design Suite 14.1 is used, and a direct multiplication is arbitrarily used as a base standard for multiplication to indicate the performance of the following proposed hardware multiplier designs.

3.2 Comba Multiplication

Comba multiplication [24] is a method of ordering and scheduling partial products. Previously, Guneysu optimised the Comba multiplication by maximising the hardware resource usage and minimising the required number of read and write operations for use in elliptic curve cryptography [26]. A multiplication of two \( n \)-word numbers produces \( 2n - 1 \) partial products, given any word of arbitrary bit length. Figure 1 outlines the proposed hardware architecture of the Comba multiplier in this research targeting the Xilinx Virtex-7 platform and in particular the available DSP slices, as previously proposed for use in the design of an encryption step for FHE schemes [16], [47]. The abundant Xilinx DSP48E1 slices available on Virtex-7 FPGAs are specifically optimised for DSP operations. Each slice offers a 48-bit accumulation unit and an \( 18 \times 25 \)-bit signed multiplication block [48]. These DSP slices can run at frequencies of up to 741 MHz [49].

For the multiplication of \( a \times b \), where \( b \geq a \), the multiplicands are each divided into \( s \) blocks, where for example \( s = \lceil \text{bit length}(a) \rceil \). This can be seen in Figure 1. Each block multiplicand is then of the size \( w \) bits, which is the size of the next power of two greater than or equal to the bit length of the \( b \) operand. Powers of two are used to maximise the efficiency of operations such as shifting. Both multiplicands are stored in 16-bit blocks in registers. Although \( 18 \times 25 \)-bit signed multiplications are possible within each DSP slice, a
A radix-2 decimation in time (DIT) approach is used in this NTT module. At each stage the block of butterfly units is re-used and the addresses managed in order to minimise hardware resource usage. Moreover, in this design, the NTT module is optimised for re-use since both an NTT module and an inverse NTT (INTT) module are required; this minimises resource usage. This can be seen in Figure 3.

The advantage of NTT multiplication can be particularly noticed when several multiplications are required, rather than a single multiplication. This is because NTT designs can be pipelined (and staged) so that many operations can be carried out in parallel. Thus, for a single multiplication, NTT multiplication may prove too costly, in terms of both hardware resource usage and latency. However, if multiple multiplications are required, the latency will be reduced though the use of a pipelined design. The NTT design referred to in the rest of this research is a design using parallel butterflies to minimise latency.

4 Proposed Multiplication Architecture Combinations

In this section, hardware architectures for combinations of the previously detailed multiplications are proposed. The aim of these combinations is to increase the speed of the multiplication for use within FHE schemes. More generally, this research aims to show that a hardware architecture incorporating a combination of multiplication methods can prove more beneficial than the use of a single multiplication method for large integer multiplication. In order to test the best approach for the various multiplication sizes required in FHE schemes, the NTT, Karatsuba and Comba multiplication methods will be compared against a direct multiplication, that is the ISE instantiated multiplier unit using the available FPGA DSP48E1 blocks.

As discussed previously, each of the multiplication methods has advantages and disadvantages. For example, NTT is known to be suitable for very large integers; however, the scaling of NTT multiplication on hardware platforms is difficult. Karatsuba is faster than schoolbook multiplication, yet it requires the intermediate storage of values. In fact, the memory requirement can significantly affect performance of multiplication algorithms. In this research, as the target platform is an FPGA, all resources on the device, including memory, are limited. The use of Comba multiplication addresses this memory issue, in that it optimises the ordering of the generation of partial products and hence minimises read and write operations.
4.1 Karatsuba-Comba

As can be noted from Equation 1 and Equation 2, a Karatsuba design employs smaller multiplication blocks, which can be interchanged. These can be seen in Figure 4 where a combination architecture using Karatsuba and Comba (Karatsuba-Comba) is given; the MUL units can use the Comba architecture. Although this may require more memory than a direct multiplication, this method maintains a reasonable clock frequency, unlike when a direct multiplication is instantiated, especially for larger multiplication sizes.

A Karatsuba-Comba combination has previously been shown to be suitable with Montgomery reduction for modular exponentiation [50]. Moreover, a software combination of Karatsuba and Comba has been previously proposed [51].

4.2 NTT Combinations

There has been an abundance of research carried out on FFT and NTT multipliers and there are numerous optimisations and moduli choices that can be selected to improve their performance, particularly for the case study of FHE [4]–[13]. However, there is limited research into hardware architectures of general purpose NTT multiplication for very large integers. In this research, a basic NTT multiplier is presented that has been optimised for area usage in order to fit the design on the target FPGA device. It employs a modulus of the form \(2^{2^n} + 1\), which is a Fermat number.

Akin to the Karatsuba design, an NTT design reduces a large multiplication to a series of smaller multiplications, which can be interchanged. In this research we consider several combinations.

4.2.1 NTT-Direct

The initial NTT design employs the NTT unit introduced in Section 3.3 with a direct multiplication using the FPGA DSP slices. This design is presented for comparison purposes and results are given in Section 6.4.

4.2.2 NTT-Comba

The NTT unit introduced in Section 3.3 can also be combined with the Comba multiplier instead of direct multiplication to carry out the smaller multiplications. The combined NTT and Comba design works well together in comparison to NTT-Direct as a high clock frequency can be achieved, since the multiplication unit is the bottleneck in the design.

4.2.3 NTT-Karatsuba-Comba

A multiplication architecture combining NTT, Karatsuba and Comba is also proposed. The Karatsuba multiplier in this case requires a smaller multiplication unit within its design and this can be employed with two options: direct multiplication or Comba multiplication. As Karatsuba and Comba work well together, this method is chosen and presented in the results section.

5 Hardware Complexity of Multiplication

In this section, the hardware complexity of the proposed multiplier combination designs is considered. This complexity analysis provides a generic insight into the most suitable multiplication method with respect to the operand bit length. Hardware complexity of multiplication and exponentiation has previously been considered by [17]; a similar approach is taken in this research to analyse the hardware complexity of the previously presented multipliers.

The approach for calculating the hardware complexity is defined as follows: each multiplication algorithm is recalled and the algorithms are analysed in terms of the composition of smaller units, such as gates, multiplexors and adders. In particular, the hardware complexity of the various multiplication methods are described in terms of the number of adders, and the notation \(h_{\text{add}}(w)\), \(h_{\text{sub}}(w)\) and \(h_{\text{mul}}\) is used to describe a \(w\)-bit addition, subtraction and multiplication respectively. Summations of these smaller units are used to form an expression of the hardware complexity of each multiplication method. Thus, routing and other implementation specific details are not taken into account in this analysis. Also, shifting by powers of two is considered a free operation. Four multiplication methods, that is, schoolbook, Comba, Karatsuba and NTT multiplication, are considered in the following subsections.

5.1 Complexity of Schoolbook Multiplication

Recalling the traditional schoolbook multiplication, defined in Algorithm 1, it can be seen that, for an \(n\)-bit multiplication, at most \(n - 1\) shifts and \(n - 1\) additions are required. The maximum bit length of the additions required in the schoolbook multiplication is \(2n\). Thus, the hardware complexity, \(h_{\text{schoolbook}}\), can be described as in Equation 5.

\[
h_{\text{schoolbook}} = (n - 1)h_{\text{add}}(2n)
\]  

5.2 Complexity of Comba Multiplication

The Comba multiplication algorithm is defined in Algorithm 2. This algorithm is similar to traditional schoolbook multiplication, in that the same number of operations are required and the computational complexity is the same, \(O(n^2)\). However, the optimised ordering of the partial product generation improves performance, especially when embedded multipliers on the FPGA platform are targeted.
Small multiplications are required, which can be assumed to be carried out using traditional schoolbook shift and add multiplication.

The hardware complexity of the Comba multiplication is equal to $h_{\text{Comba}}$, given in Equation 6, where $w$ is the bit length of the smaller multiplication blocks to generate the partial products, and $w$ in this research is set to equal 16 bits. This multiplication can be carried out on a DSP slice, if the FPGA platform is targeted.

$$h_{\text{Comba}} = \left\lfloor \frac{n}{w} \right\rfloor^2 h_{\text{mul}}(w) + \left\lfloor \frac{n}{w} \right\rfloor h_{\text{add}}(2n) \quad (6)$$

The hardware complexity of the Comba multiplication can be rewritten in terms of $h_{\text{add}}$, similar to the hardware complexity for the schoolbook multiplication. In this case, for each multiplication of $w$ bits required in the Comba multiplication, it is assumed that schoolbook multiplication is used. Thus, the hardware complexity can be redefined as Equation 7.

$$h_{\text{Comba}} = \left\lfloor \frac{n}{w} \right\rfloor^2 ((w-1)h_{\text{add}}(2w)) + \left\lfloor \frac{n}{w} \right\rfloor^2 h_{\text{add}}(2n) \quad (7)$$

### 5.3 Complexity of Karatsuba Multiplication

The Karatsuba multiplication method is given in Algorithm 3. In this research, it is assumed firstly that the bit lengths of $a_0$, $a_1$, $b_0$ and $b_1$ are equal and set to $\frac{n}{2}$. Secondly, it is assumed that only one level of Karatsuba is used, although Karatsuba is usually employed recursively. The hardware complexity of Karatsuba multiplication, $h_{\text{Karatsuba}}$, is defined in Equation 8.

$$h_{\text{Karatsuba}} = 2h_{\text{add}}\left(\frac{n}{2}\right) + 2h_{\text{mul}}\left(\frac{n}{2}\right) + h_{\text{mul}}\left(\frac{n}{2} + 1\right) + 2h_{\text{sub}}(n) + h_{\text{add}}(n) \quad (8)$$

The hardware complexity of the Karatsuba can also be written in terms of $h_{\text{add}}$ and $h_{\text{sub}}$. This is given in Equation 9, where the smaller multiplications are carried out using schoolbook multiplication. Equation 10 gives the hardware complexity of Karatsuba using the Comba method for the smaller multiplications.

$$h_{\text{K-S}} = 2h_{\text{add}}\left(\frac{n}{2}\right) + (n-2)h_{\text{add}}(n) + (\frac{n}{2} + 1)h_{\text{add}}(n + 2) + 2h_{\text{sub}}(n) + h_{\text{add}}(n) \quad (9)$$

$$h_{\text{K-C}} = 2h_{\text{add}}\left(\frac{n}{2}\right) + 2\left\lfloor \frac{n}{w} \right\rfloor^2 h_{\text{add}}(2w) + \left\lfloor \frac{n}{w} \right\rfloor h_{\text{add}}(n) + \left\lfloor \frac{n + 1}{w} \right\rfloor^2 \times ((w-1)h_{\text{add}}(2w)) + \left\lfloor \frac{n + 1}{w} \right\rfloor h_{\text{add}}(n + 2) + 2h_{\text{sub}}(n) + h_{\text{add}}(n) \quad (10)$$

### 5.4 Complexity of NTT Multiplication

Recall Algorithm 4 for NTT multiplication. It can be seen that the NTT requires several shift operations, additions and also multiplications. The hardware complexity of the NTT multiplication, $h_{\text{NTT}}$, is given in Equation 11, where $k$ is the NTT-point, as given in the Tables of results found in Section 6.

$$h_{\text{NTT}} = \frac{k}{2} \times 2h_{\text{add}}(k) + k \times h_{\text{mul}}(k) + 2h_{\text{add}}(k) + k \times h_{\text{mul}}(k) = (k + 2)h_{\text{add}}(k) + 2k \times h_{\text{mul}}(k) \quad (11)$$

The hardware complexity of the NTT can be rewritten in terms of $h_{\text{add}}$; this is given in Equation 12. Equations 13, 14 and 15 describe the hardware complexity of NTT-Comba, NTT-Karatsuba-Comba and NTT-Karatsuba-Schoolbook respectively.

$$h_{\text{NTT-S}} = (k + 2)h_{\text{add}}(k) + 2(k - 1)h_{\text{add}}(2k) \quad (12)$$

$$h_{\text{NTT-C}} = (k + 2)h_{\text{add}}(k) + 2k \times h_{\text{add}}\left(\frac{k}{2}\right) + 2\left\lfloor \frac{k}{w} \right\rfloor^2 (((w-1)h_{\text{add}}(2w)) + \left\lfloor \frac{k}{w} \right\rfloor h_{\text{add}}(2k)) \quad (13)$$

$$h_{\text{NTT-K-C}} = (k + 2)h_{\text{add}}(k) + 2k \times h_{\text{add}}\left(\frac{k}{2}\right) + 2\left\lfloor \frac{k}{w} \right\rfloor^2 (w-1)h_{\text{add}}(2w) + \left\lfloor \frac{k + 1}{w} \right\rfloor h_{\text{add}}(k + 2) + 2h_{\text{sub}}(k) + h_{\text{add}}(k) \quad (14)$$

$$h_{\text{NTT-K-S}} = (k + 2)h_{\text{add}}(k) + 2k \times h_{\text{add}}\left(\frac{k}{2}\right) + 2h_{\text{add}}(k) + (\frac{k}{2} + 1)h_{\text{add}}(k + 2) + 2h_{\text{sub}}(k) + h_{\text{add}}(k) \quad (15)$$

### 5.5 Hardware Complexity Analysis

The results of the hardware complexity analysis for a range of operand widths are discussed in this section. The weights used to calculate these results are defined in Table 1, using a similar approach employed by David et al. [17]. These weightings estimate a rough gate count of a full adder, with the main purpose of allowing for fair comparison across all multiplication methods. Figure 5 shows the hardware complexity trend of all of the multipliers, with the exception of Comba and Karatsuba-Comba multipliers. These two multipliers are excluded from Figure 5 as they are much larger in comparison to the other multipliers. However, Comba and Karatsuba-Comba multiplication can be useful when FPGA devices are targeted. All of the Figures indicate how each of the various multiplication methods generally scale with an increase in multiplicand bit length. It can be
TABLE 1
Weights for Addition and Subtraction units

<table>
<thead>
<tr>
<th>Unit</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Add</td>
<td>5</td>
</tr>
<tr>
<td>Sub</td>
<td>6</td>
</tr>
</tbody>
</table>

seen from Figure 5, that for much larger bit lengths, NTT-Karatsuba-Schoolbook and NTT-Schoolbook multipliers are smallest in terms of hardware complexity.

If multipliers of smaller bit lengths are considered, the suitability of various multiplication methods differs greatly. Figure 6 illustrates the most suitable multipliers for bit lengths under 512 bits. It can be seen that Karatsuba-Comba has the smallest hardware complexity for mid length operands, ranging from 64 bits to 256 bits. Karatsuba-Schoolbook is best for small operands, ranging under 64 bits. Figure 7 and Figure 8 show the hardware complexity in particular for the NTT combination multipliers. Of the NTT multipliers, and more generally for large operands, NTT-Karatsuba-Schoolbook is recommended.

Fig. 5. Hardware complexity of multipliers

In this section the hardware architectures proposed in Sections 3 and 4 are implemented on FPGA and the associated results are presented. A Xilinx Virtex-7 FPGA is targeted and the Xilinx ISE design suite 14.1 [52] is used throughout this research. More specifically, the target device is a Xilinx Virtex-7 XC7VX980T. This particular device is selected because it is one of the high-end Virtex-7 FPGAs [53] with a large amount of registers and the largest amount of available DSP slices (3600 DSP slices). Other FPGAs could also be considered in place of the target device. A Python script is used to generate the test vectors used in this research and a testbench is designed and used in ISE design suite to verify that the output of the multiplier unit matches the multiplication of the test vector inputs. It is to be noted that the latency results given are for a single multiplication. The multipliers can be considered as parts of larger hardware designs, and thus it is assumed that multiplication inputs are readily available on the device.

6 PERFORMANCE RESULTS OF MULTIPLIER ARCHITECTURES

Fig. 6. Hardware complexity for addition and subtraction units

Fig. 7. Hardware complexity of a NTT combination multipliers less than 2048 bits

Fig. 8. Hardware complexity of a NTT combination multipliers greater than or equal to 2048 bits
TABLE 2
Performance of direct multiplication on Virtex-7 FPGA

<table>
<thead>
<tr>
<th>Bit Length</th>
<th>Clock Latency</th>
<th>Clock Frequency (MHz)</th>
<th>Resource Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Slice Reg</td>
</tr>
<tr>
<td>16</td>
<td>1</td>
<td>491</td>
<td>1</td>
</tr>
<tr>
<td>32</td>
<td>1</td>
<td>493</td>
<td>1</td>
</tr>
<tr>
<td>64</td>
<td>1</td>
<td>518</td>
<td>2</td>
</tr>
<tr>
<td>128</td>
<td>1</td>
<td>490</td>
<td>3</td>
</tr>
<tr>
<td>256</td>
<td>1</td>
<td>492</td>
<td>6</td>
</tr>
<tr>
<td>512*</td>
<td>1</td>
<td>33.482</td>
<td>3150</td>
</tr>
</tbody>
</table>

6.1 Direct Multiplication on FPGA

FPGAs are often specifically optimised for fast embedded multiplications, such as the Xilinx Virtex-7 FPGAs which contain embedded DSP48E1 slices. The multiplication units offered on the DSP48E1 slices have been heavily optimised to work at a high clock frequency and therefore usually offer very good performance. However, this performance gain is reduced significantly as the bit length of the required multiplication increases. In this research, the various optimised hardware multiplication designs are compared against a direct multiplication, which is an ISE instantiated multiplier unit that uses the DSP48E1 blocks on the FPGA to multiply in a single clock cycle.

Table 2 shows the hardware resource usage requirements of a direct multiplication with various bit lengths on a Virtex-7 FPGA xc7vx1140t. The asterisk, *, in Table 2 indicates the design IO pins are overloaded; it must be noted that this is managed using a wrapper, which incurs additional area cost. Although there are some further optimisations that can be made to improve the efficiency and the scaling of the direct multiplication, the results show the limitations of using direct multiplication and the need for alternative hardware designs specifically for large integer multiplication. This is particularly important for the area of FHE, where million-bit multiplications are required.

As can be seen from Table 2, the hardware resource usage increases rapidly. For example, if the number of required DSP48E1 slices is considered, the usage increases greatly with an increase in bit length of the multiplication operands. This trend is illustrated in Figure 9. Therefore, the use of direct multiplication is best when only smaller multiplications are required; thus it is recommended that alternative multiplication methods which scale more efficiently are considered for large multiplications such as that required in FHE schemes.

The following subsections discuss the alternatives to the direct multiplication instantiation on FPGA. These designs also target a Xilinx Virtex-7 FPGA; however they could also be used on other platforms. The results of the combinations of multipliers are also discussed within the following subsections.

6.2 Hardware Design of Comba Multiplication

Table 3 shows the performance post-place and route results of the Comba multiplication unit targeting the Xilinx Virtex-7 platform. The asterisk (*) in the table indicates the cases when the input and output pins are overloaded in a straightforward implementation, and thus this is managed by using a wrapper in the design, which incurs additional resources to store the input and output registers. As can be seen in Table 3, the number of DSP slices required increases slowly with an increase in multiplication operand bit length, unlike in Table 2 for the direct multiplication unit. These trends can be seen clearly in Figure 9; less than two percent of the available DSP resources are used for a 1024-bit Comba multiplier. Additionally, although in general more resources are initially required for the Comba multiplication unit for smaller operands, the usage scales slowly with the increase in bit length.

6.3 Hardware Design of Karatsuba-based Multiplication

The Karatsuba multiplier design using direct multiplication (Karatsuba-Direct) and also the Karatsuba-Comba multiplier design have both been implemented on a Xilinx Virtex-7 FPGA. Table 4 gives the performance results of the Karatsuba-Direct multiplier. The Karatsuba-Direct multiplication approach results in a slower clock frequency, due to the scaling limitations associated with the direct multiplication that have been previously mentioned. Therefore, the Karatsuba-Comba multiplier performs better. Table 5 shows the post-place and route performance results of the Karatsuba-Comba multiplier. This design uses more...
hardware resources but has a lower latency than solely the Comba multiplier design, as can be seen if Table 3 and Table 5 are compared. The latency is impacted greatly with the choice of adder. The latency of the adder depends solely on the add width, denoted as $a_w$, that is the width of the smaller blocks which are sub-blocks of the input blocks to be added. Thus, a trade-off exists, such that the use of a larger $a_w$ decreases the latency but also decreases the achievable clock frequency of the design. In this design, $a_w$ is set to equal one quarter of the multiplicand bit length, allowing the adder block to increase in size with an increase in bit length. This minimises the latency but for larger multiplicand bit lengths this choice of $a_w$ significantly limits the achievable clock frequency. Therefore, $a_w$ should be adjusted appropriately depending on the target multiplicand bit length.

The hardware design proposed in this research for Karatsuba multiplication is optimised but does not use the Karatsuba algorithm recursively; this design decision is made to minimise the use of hardware resources on the FPGA platform, especially for larger multiplications. Thus, it should be noted that Karatsuba is a fast multiplication method, and an improved hardware design of the Karatsuba algorithm, which uses the algorithm recursively without incurring too much hardware resource cost could offer better performance gains. As mentioned in Section 4.1, Karatsuba and Comba have been combined on software and showed promise. Although there have been several proposed software designs of Karatsuba and Comba and also combined with Montgomery multiplication, no hardware designs of Karatsuba and Comba multiplication can currently be found in the literature. Therefore, this is one of the first proposed hardware designs of Karatsuba and Comba.

### 6.4 Hardware Design of NTT Multiplication

Table 6 and Table 7 give the hardware resource usage and the clock latency of the NTT-Direct and the NTT-Comba multiplication designs respectively. These tables show that a large amount of area resources are required. Highly optimised NTT hardware designs are required for FHE schemes to minimise resource usage.

Similarly to the Karatsuba multiplier, the NTT multiplier unit has an increased clock frequency when combined with the Comba multiplication unit. The hardware resource usage could be further reduced and the clock frequency further increased through the deployment of several known optimisations.

Table 8 gives the post-place and route hardware resource usage and clock latency of the NTT-Karatsuba-Comba multiplier. In Table 6, Table 7 and Table 8 the clock latency values are rounded up to the nearest fifty as the latency can vary slightly between multiplications. It can be seen in Table 8 that the combination of NTT-Karatsuba-Comba leads to a larger design with more latency and therefore currently offers no advantages over the NTT-Comba multiplier. This result shows that some combination multipliers can lead to increased overhead. The hardware combination of multipliers should therefore be carefully considered with respect to the target application.

It can be seen in Table 7, that the resource usage increases greatly with an increase in the NTT point, i.e. when the bit length increases over a given threshold. This is because the number of required butterflies in each stage and the number of stages in an NTT architecture is dependent on the NTT point.

The NTT hardware multiplier design in this research could also be further improved. Two multiplication units and two NTT units could be used to reduce latency. In addition to this, the butterfly units could be serially implemented instead of a parallel implementation for each stage of the NTT. These optimisations would improve the performance.

### TABLE 4

<table>
<thead>
<tr>
<th>Bit Length</th>
<th>Clock Latency</th>
<th>Clock Frequency (MHz)</th>
<th>Resource Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>128</td>
<td>31</td>
<td>104.318</td>
<td>36873</td>
</tr>
<tr>
<td>256</td>
<td>49</td>
<td>74.512</td>
<td>8214</td>
</tr>
<tr>
<td>512</td>
<td>85</td>
<td>51.698</td>
<td>15909</td>
</tr>
</tbody>
</table>

### TABLE 5

<table>
<thead>
<tr>
<th>Bit Length</th>
<th>Clock Latency</th>
<th>Clock Frequency (MHz)</th>
<th>Resource Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>128</td>
<td>42</td>
<td>351.617</td>
<td>40499</td>
</tr>
<tr>
<td>256</td>
<td>49</td>
<td>291.630</td>
<td>7657</td>
</tr>
<tr>
<td>512</td>
<td>65</td>
<td>236.855</td>
<td>17210</td>
</tr>
<tr>
<td>1024</td>
<td>97</td>
<td>160.720</td>
<td>34083</td>
</tr>
<tr>
<td>2048</td>
<td>161</td>
<td>96.237</td>
<td>67816</td>
</tr>
<tr>
<td>4096</td>
<td>289</td>
<td>50.075</td>
<td>135279</td>
</tr>
</tbody>
</table>

### TABLE 6

<table>
<thead>
<tr>
<th>NTT Point</th>
<th>Clock Latency</th>
<th>Clock Frequency (MHz)</th>
<th>Resource Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>64</td>
<td>4400</td>
<td>61223</td>
</tr>
<tr>
<td>128</td>
<td>64</td>
<td>4500</td>
<td>62433</td>
</tr>
<tr>
<td>256</td>
<td>64</td>
<td>4700</td>
<td>64745</td>
</tr>
</tbody>
</table>

### TABLE 7

<table>
<thead>
<tr>
<th>NTT Point</th>
<th>Clock Latency</th>
<th>Clock Frequency (MHz)</th>
<th>Resource Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>64</td>
<td>114.752</td>
<td>73940</td>
</tr>
<tr>
<td>128</td>
<td>64</td>
<td>118.779</td>
<td>74694</td>
</tr>
<tr>
<td>256</td>
<td>64</td>
<td>118.161</td>
<td>75366</td>
</tr>
</tbody>
</table>

### TABLE 8

<table>
<thead>
<tr>
<th>NTT Point</th>
<th>Clock Latency</th>
<th>Clock Frequency (MHz)</th>
<th>Resource Usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>64</td>
<td>64</td>
<td>110.303</td>
<td>68017</td>
</tr>
<tr>
<td>128</td>
<td>64</td>
<td>110.156</td>
<td>64179</td>
</tr>
<tr>
<td>256</td>
<td>64</td>
<td>102.354</td>
<td>66485</td>
</tr>
</tbody>
</table>
However, all optimisations have a trade-off in terms of either increased latency or increased hardware resources and thus the design optimisations depend greatly on the motivation of the design. Moreover, it must be mentioned that, although the NTT multiplier architecture has a large latency, due to the inherent and regular structure of the NTT, this architecture can be suitably pipelined to achieve a high throughput. This is advantageous in applications which require several multiplication operations.

6.5 Clock Cycle Latency and Clock Frequency for Multipliers

The clock cycle latency required for the different multipliers is given in Table 9 for comparison purposes. This clearly shows that the NTT design used in this research does require considerably more clock cycles for a multiplication when compared to the other methods. Moreover, the Karatsuba-Comba design presented in this research offers a reduced latency for multiplicand bit lengths greater than 512 bits compared to Comba multiplication.

Table 9 also compares the clock frequencies to give an idea of which multiplier operates the fastest. As can be seen in the table, the Comba multiplication has the highest clock frequency. Additionally, it must be noted that the clock frequency of both the NTT and the Karatsuba designs improve when combined with the Comba multiplication unit. The clock frequency of the Karatsuba-Comba design decreases rapidly with increased bit length; as previously mentioned, the adder used within the Karatsuba-Comba design has an impact on this clock frequency. Therefore, this research shows that there are potential benefits in using combined multiplier architectures, depending on the application specifications.

The latency of each of the multipliers can be described more generically, to give estimates for any multiplication bit length. The latency for the Direct multiplier is equal to 1 clock cycle for any multiplication bit length. Let \( w \) be the multiplication width and \( s \) be the small multiplication block width, used within the DSP slices (\( s \) is set to 16-bits in the Comba design). Then, the latency of the Comba multiplier is given in Equation 16. As the Comba design employs the DSP slices to calculate the partial products required in large multiplication in a scheduled manner, the latency is directly associated with the number of required DSP slices, which is \( \frac{w}{s} \), and there is also a small overhead for partial product accumulation.

\[
2 \left\lceil \frac{w}{s} \right\rceil + 2 \quad (16)
\]

The latency of the Karatsuba designs also depend on \( w \) and \( s \) and additionally \( a \), the addition block width. The latency of the Karatsuba designs is calculated by summing the latency of one small multiplier, the adders and an additional constant latency requirement of 4 clock cycles. One \( \frac{w}{2} + s \)-bit multiplier is required. Also, four additions are required, which are of the size \( \frac{w}{2} \)-bit, \( w + 2s \)-bit, \( w + 3s \)-bit and \( 2w + 1 \)-bit respectively. The latency of each adder is set to \( \left\lceil \frac{w_{add}}{a} \right\rceil + 1 \), where \( w_{add} \) is the maximum bit length of the elements to be added. The latency of Karatsuba-Direct is given in Equation 17. Within the Karatsuba-Direct design, the addition block width is set to equal \( a = 32 \). Within the Karatsuba-Comba design, the addition block width is set, such that \( a = \frac{w}{7} \). Equation 18 gives the latency for the Karatsuba-Comba design. For any values greater than 192-bits, Equation 18 is equivalent to Equation 19.

\[
\left\lceil \frac{w}{2a} \right\rceil + 2 \left\lceil \frac{w}{a} \right\rceil + \left\lceil \frac{5s}{a} \right\rceil + \left\lceil \frac{2w + 1}{a} \right\rceil + 9 \quad (17)
\]

\[
\left\lceil \frac{w}{s} \right\rceil + \left\lceil \frac{8s}{w} \right\rceil + \left\lceil \frac{12s}{w} \right\rceil + \left\lceil \frac{4}{w} \right\rceil + 30 \quad (18)
\]

\[
\left\lceil \frac{w}{s} \right\rceil + 33 \quad (19)
\]

Lastly, an estimation for the latency of the NTT combination architectures is given in Equation 20, where \( w' \) is the NTT point size and \( m \) is the latency of the multiplication, either Comba, Direct or Karatsuba, as defined above. Also, \( r \) is the latency of the modular reduction step, \( b \) is the latency of the NTT butterflies and \( t \) is the latency of the addition step. In the modular reduction step, a maximum of 2 additions are required as well as an additional 2 clock cycles. As the addition block width is set to equal the width of the entire addition, the addition requires 2 clock cycles. Thus, in this case \( r = 4 \). The latency of the butterfly operations is estimated in this case as \( b = 21 \) and the latency of the addition step is estimated as \( t = 4 \).

\[
3 \log_2(w') + 2(w'm + w'r) + \frac{w'(w' - 1)}{2} + (w' - 1)t \quad (20)
\]

A graph is given in Figure 10 that compares the latencies of all of the multiplier methods, with the exception of the NTT combinations, as these require much greater latencies. This graph highlights the impact the multiplication bit length has on the performance of these designs. It can be seen that for larger numbers Karatsuba-Direct has the highest latency and Karatsuba-Comba has the lowest latency, not including the Direct multiplication, which has a low latency but requires much greater area resources with each increase in multiplication bit length and thus is not a feasible option for large integers.

7 Comparison for Uneven Operands

An alternative approach to a regular square multiplier is sometimes required for various applications, for example in the case of the encryption step in the FHE scheme over the integers, see [23]. The multiplicands within the large integer multiplication step differ greatly in size. In order to investigate this further, the multiplication methods presented in this research are also employed within an uneven multiplication unit. This unit is depicted in Figure 11. In this design, the MUL unit is interchanged to measure the performance of various multiplication methods.

For the case of integer based FHE, as proposed by [23], a much smaller multiplicand, \( b_i \), is required in the encryption step, which ranges from 936 bits to 2556 bits. Thus, a
smaller square multiplication unit, of the size of the smaller multiplicand, is reused in this design for the multiplication with uneven operands and the subsequent partial products are accumulated to produce the final output.

Table 10 presents latency results for the uneven multiplication unit with respect to several multiplication methods. A selection of bit lengths are investigated. There are several assumptions in this design that must be taken into consideration when analysing the results. Firstly, the multiplication methods are not pipelined as only one multiplication is considered here for comparison purposes. Of the current designs presented in this research, Table 10 shows that Comba is most suitable for uneven operands, due to the relatively high clock frequency and low latency achievable.

### Table 10
Clock cycle latency and hardware resource usage of multipliers within an uneven multiplication

<table>
<thead>
<tr>
<th>Multiplier Type</th>
<th>Latency (ns)</th>
<th>Clock Freq (MHz)</th>
<th>Slice Reg</th>
<th>Slice LUT</th>
<th>DSP</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bit length of A = 64; Bit length of B = 128</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comba</td>
<td>56</td>
<td>399.457</td>
<td>1401</td>
<td>1077</td>
<td>4</td>
</tr>
<tr>
<td>Karatsuba-Comba</td>
<td>136</td>
<td>399.457</td>
<td>3417</td>
<td>2781</td>
<td>7</td>
</tr>
<tr>
<td>Direct</td>
<td>26</td>
<td>109.077</td>
<td>1096</td>
<td>753</td>
<td>12</td>
</tr>
<tr>
<td>Bit length of A = 256; Bit length of B = 1024</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comba</td>
<td>226</td>
<td>212.981</td>
<td>2182</td>
<td>1587</td>
<td>16</td>
</tr>
<tr>
<td>Karatsuba-Comba</td>
<td>316</td>
<td>84.328</td>
<td>7400</td>
<td>8105</td>
<td>181</td>
</tr>
<tr>
<td>NTT-Comba</td>
<td>25550</td>
<td>127.159</td>
<td>86436</td>
<td>99123</td>
<td>18</td>
</tr>
<tr>
<td>Direct</td>
<td>38</td>
<td>63.930</td>
<td>2074</td>
<td>5679</td>
<td>231</td>
</tr>
<tr>
<td>Bit length of A = 512; Bit length of B = 1024</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comba</td>
<td>280</td>
<td>122.680</td>
<td>10871</td>
<td>880</td>
<td>32</td>
</tr>
<tr>
<td>Karatsuba-Comba</td>
<td>496</td>
<td>122.680</td>
<td>24240</td>
<td>13004</td>
<td>49</td>
</tr>
<tr>
<td>NTT-Comba</td>
<td>16300</td>
<td>122.680</td>
<td>273527</td>
<td>405246</td>
<td>8</td>
</tr>
<tr>
<td>Direct</td>
<td>26</td>
<td>42.405</td>
<td>8737</td>
<td>18921</td>
<td>796</td>
</tr>
<tr>
<td>Bit length of A = 1024; Bit length of B = 4096</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comba</td>
<td>802</td>
<td>66.386</td>
<td>27833</td>
<td>11220</td>
<td>64</td>
</tr>
<tr>
<td>Karatsuba-Comba</td>
<td>1372</td>
<td>66.386</td>
<td>51492</td>
<td>27408</td>
<td>97</td>
</tr>
<tr>
<td>Bit length of A = 1024; Bit length of B = 8192</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Comba</td>
<td>2334</td>
<td>66.386</td>
<td>27833</td>
<td>11220</td>
<td>64</td>
</tr>
<tr>
<td>Karatsuba-Comba</td>
<td>4108</td>
<td>66.386</td>
<td>88358</td>
<td>33353</td>
<td>97</td>
</tr>
</tbody>
</table>

### 8 CONCLUSIONS

In this paper, the hardware designs of several large integer multipliers were proposed and a hardware complexity analysis was also given for each of the most common multiplication methods. In conclusion, the hardware results of the proposed multiplier combination designs show that Karatsuba-Comba offers low latency at the cost of additional area resources in comparison to a hardware Comba multiplier. Additionally, Comba is shown to be the most suitable multiplication method when uneven operand multiplication is required.

Moreover, it can be seen from the hardware complexity analysis and the latency analysis, that the bit length range of the operands is an important factor in the selection of a suitable multiplication method. The hardware complexity figures give an idea of how these combination multipliers will generally scale, without targeting any specific platform. Generally, the results of the hardware complexity analysis
show that NTT-Karatsuba-Schoolbook multiplication is the best choice for very large integers. Other factors must also be considered when selecting multipliers, such as the optimisation target, for example low area or high speed. Another factor is the algorithm to be implemented and the associated computations required for such algorithms other than multiplication, which will potentially dictate the amount of available resources on the target device for multiplication and thresholds on latency for multipliers within the entire implementation.
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