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Abstract—This paper proposes a new type of distributed orthogonal frequency-division multiplexing (OFDM) transmitter architecture, which can be used in the Internet of Things (IoT) networks with distributed sensor nodes, where the nodes are required to send different data back to the hub simultaneously. The sub-carrier settings for analogue OFDM modulation across the entirety of the distributed sensor network are enabled by a broadcasted two-tone signal. The performance of the proposed two-tone sub-carrier synchronization approach is evaluated under different two-tone signal to noise ratios (SNRs). Furthermore, system bit error rates (BERs) are simulated for various sub-carrier frequency offsets and transmitter settings, in order to provide guidelines for practical system designs.
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I. INTRODUCTION

The Internet of Things (IoT) related products are growing at two digits per year [1] with estimations of market value in the order of trillions of dollars in the next decade [2].

At the physical layer, IoT actually employs technologies developed for the wireless sensor networks (WSNs), with a hub being replaced by an Internet access point. According to different application scenarios there are mainly two types of communication between the hub and the distributed sensor nodes. (i) When all the sensor nodes are co-operatively monitoring distributed beamforming, i.e., all the sensor nodes collaboratively steer the radiation beams towards the intended receiver, is preferred. This requires a frequency-synchronized and phase-coherent radio frequency (RF) carrier being shared among all the distributed nodes [3], [4]. (ii) On the other hand, when the nodes are monitoring different parameters, which is more common in IoT where various ‘Things’ are connected, then individual links between the hub and each sensor node are required. These links can be maintained in time-division duplex (TDD) or frequency-division duplex (FDD) fashion. However, in the TDD mode each sensor node has to get an agreement on time-slot assignment, or be constantly powered up waiting for an ‘acquiring signal’ originated from the hub. This can be problematic due to the fact that the sensors are physically distributed and power-limited. The FDD mode, on the other hand, transfers the problems to the hub node, since a bank of very narrow band, high Q filters, and most critically multiple RF chains are normally required. Against this background, in this paper we propose a new method that is able to coordinate all the sensor nodes in order to form an OFDM transmitter, which brings the following benefits:

• It can support high data rate when multiple sub-carriers are used;
• The hub design is simple. In fact, an OFDM transceiver with an FFT module and one RF chain, e.g., an IEEE 802.11 WIFI access point, can be leveraged;
• The system is scalable since adding or removing sensor nodes in the system requires only minor driver upgrades at the hub node;
• When the collected data at all sensor nodes are interleaved, the effect of deep fading between the hub and each sensor node can be alleviated.

This paper is organized as follows. In Section II the proposed two-tone distributed OFDM transmitter architecture is described. In Section III sub-carrier frequency distribution across the entire sensor network is firstly evaluated by simulation under different two-tone signal to noise ratios (SNRs). Then the system bit error rates (BERs) for different sub-carrier settings are obtained in order to guide system designs. Finally, conclusions are drawn in Section IV.

II. TWO-TONE ENABLED DISTRIBUTED OFDM TRANSMITTER

OFDM modulation is usually performed by an IFFT module positioned in the digital baseband. However, due to the distributed nature of the sensor nodes in envisaged co-operating IoT scenarios such digital OFDM architecture is not usable. As an alternative, in this paper we propose a novel scheme, wherein an analogue OFDM with each sensor node within a distributed environment being modulated onto one designated sub-carrier is to be constructed. One critical requirement for such an analogue OFDM transmitter is the adherence to absolutely identical frequency spacing between each pair of two consecutive sub-carriers. This condition guarantees the frequency orthogonality required for
demodulation. Importantly, since physically distributed sensor nodes that are not hard linked cannot access a common local oscillator (LO), the RF carriers synthesized locally at each sensor node are not phase locked together. Consequently, the OFDM requirement stated above is immediately violated. In order to set the correct frequency and synchronized phase for each node, a two-tone approach is proposed and is elaborated as follows;

**Step 1:** Broadcast a two-tone RF signal $T_1$ and $T_2$, which can be originated from one of the sensor node or from the hub node, see illustration in Fig. 1. The hub node is preferred since this will eliminate carrier recovery for frequency down-conversion before OFDM demodulation. The two-tone signal can be written as

$$T_1 = A \cos(2\pi f_1 t),$$

$$T_2 = A \cos(2\pi f_2 t + \varphi),$$

where $A$ is the magnitude of the tones, $f_1$ is selected as the frequency of the first sub-carrier. The frequency separation $\Delta f$, i.e., $f_2 - f_1$, is set to the OFDM sub-carrier spacing. Since $T_1$ and $T_2$ are generated from a common LO, they are phase locked, i.e. the phase difference $\varphi$ is time-invariant.

**Step 2:** Each sensor node is equipped with two phase-locked-loops (PLLs) locking to $f_1$ and $f_2$. Their outputs are expressed as

$$O_{n1} = B \cos[2\pi f_1 (t - l/c)],$$

$$O_{n2} = B \cos[2\pi f_2 (t - l/c) + \varphi],$$

where $B$ is the magnitude, and $l_n$ refers to the equivalent path length between the hub node and the $n^{th}$ ($n = 1, 2, \ldots, N$) sensor node, seen in Fig. 1. $\Delta f$ is normally small enough to justify a flat-fading channel assumption used here, i.e., equivalent path lengths at both $f_1$ and $f_2$, $c$ denotes the speed of light.

**Step 3:** $O_{n1}$ and $O_{n2}$ are up-mixed at the $n^{th}$ sensor node, and after filtering out the higher frequency component, an intermediate frequency (IF) signal $IF_n$ is obtained,

$$IF_n = C \cos[2\pi \Delta f (t - l_n/c) + \varphi],$$

where $C$ is the magnitude.

Mathematically the required sub-carrier at the $n^{th}$ sensor node can be generated by mixing $O_{n1}$ and frequency multiplied $IF_n$ with a factor of $(n-1)$. However, this approach can be problematic when the practical implementation is considered because the LO leakage at the frequency mixing stage requires very narrow band bandpass filters. Thus, the procedures from Step 4 to Step 6 are used.

**Step 4:** The $n^{th}$ sensor node locally synthesizes an RF carrier $T_{n3}$ at frequency $f_1 + (n-1)\Delta f$, see (6),

$$T_{n3} = D \cos\{2\pi f_1 + (n-1)\Delta f\} t + \theta_n(t) + \varphi\},$$

where $D$ is the magnitude. $T_{n3}$ and $T_1$ (or $T_2$) are not generated from the same LO, hence are not phase locked and a time-variant phase term between them exists, i.e., $\theta_n(t)$ . In order to simplify the formulation below the fixed phase term $\zeta$ in (6), without loss of generality, is set to zero hereafter.

At the same time the $IF_n$ is frequency multiplied by a factor of $(n-1)$, shown in (7),

$$Sn = C \cos[2\pi (n-1)\Delta f (t - l_n/c + \varphi)].$$

**Step 5:** After mixing $T_{n3}$ and $O_{n1}$, and removing out the higher frequency component, a signal $U_n$ at the frequency $(n-1)\Delta f$ is obtained,

$$U_n = C \cos[2\pi (n-1)\Delta f + \theta_n(t) + 2\pi f_1 l_n/c].$$

Summing $U_n$ and $Sn$, a signal $V_n$ with beat magnitude $\mu$ will be observed.

$$V_n = \mu \cos[2\pi (n-1)\Delta f l_n/c - \zeta]$$

where

$$\mu = C \sqrt{2 + 2 \cos\{2\pi f_1 (n-1)\Delta f l_n/c - \varphi + \theta_n(t)\}}$$

and

$$\tan \zeta = \frac{\cos\{2\pi f_1 (n-1)\Delta f l_n/c - \varphi\} + \cos\{2\pi f_1 l_n/c + \theta_n(t)\}}{\sin\{2\pi f_1 (n-1)\Delta f l_n/c - \varphi\} - \sin\{2\pi f_1 l_n/c + \theta_n(t)\}}.$$

**Step 6:** Use the beat frequency observed in the magnitude $\mu$ as feedback to adjust the frequency of $T_{n3}$ until beating disappears. As a consequence, at the steady state $\theta_n(t) = 0$, and $T_{n3}$ can be written as

$$T_{n3} = D \cos\{2\pi f_1 + (n-1)\Delta f\} t\}$$

Equation (12) features phase-locked frequencies across the entire distributed sensor node environment, and can therefore be exploited for distributed analogue OFDM modulation.

The properties of the above presented distributed OFDM transmitter are summarized as below;
PLLs at the nodes is considered, the output signals synchronization signal is assumed to originate from the hub. The sub-carrier frequency spacing $\Delta f$ is controlled by the two-tone signal, which facilitates the OFDM sub-carrier adjustments across the entire distributed sensor nodes.

- Adding or removing sensor nodes can be readily implemented as long as sub-carrier assignments do not overlap;

- It should be pointed out that from the receiver’s (the hub’s) point of view the received signals in the distributed system each sub-carrier signal experiences independent propagation paths $h_n$, leading to independent amplitude attenuation and phase delays. When summing up all the sub-carriers at the receiver side, the detected signals in the time-domain look scrambled. However, when training sequences are appended at the beginning of the signal modulated to each sub-carrier, the above-mentioned amplitude and phase distortion can be fully calibrated out.

III. SIMULATION RESULTS

In this section the performance of the proposed distributed OFDM system is evaluated through simulation under various transmitter configurations. The two-tone synchronization signal is assumed to originate from the hub.

When the channel noise between the hub and the sensor nodes is considered, the output signals $O_{n1}$ and $O_{n2}$ of the two PLLs at the $n$th sensor node in (3) and (4) become

$$O_{n1} = B\cos[2\pi f_1(t-T_{n}/c)+\varphi]p_{n1}(t),$$

$$O_{n2} = B\cos[2\pi f_2(t-T_{n}/c)+\varphi]p_{n2}(t),$$

where noise $p_{n1}(t)$ and $p_{n2}(t)$ are modelled as independent additive white Gaussian noise (AWGN) with a mean of zero and identical power spectral density of $N_0/2$. Since a PLL has the ability of suppressing input noise beyond its loop bandwidth [5], the model used in (13) and (14) can be considered to represent the worst cases.

Noise $p_{n1}(t)$ and $p_{n2}(t)$ contaminate the beat frequency, denoted as $\theta(t)$, observed in the magnitude of $V_n$ in (9), and hence affect the phase locking between the $T_{n}$ and the $O_{n1}$. The frequency error percentage, defined as

$$E_f = \left[\theta(t)/\theta(t)\right] \times 100\%,$$

for various SNRs was obtained through Monte Carlo simulation and is presented in Fig. 2. In simulation $I_0$ is randomly selected in the range from 5 m to 10 m, and $f_1$ and $\Delta f$ are, respectively, set as $2412−20/64×26 = 2403.9$ MHz and $20/64 = 0.3125$ MHz, which are used in IEEE 802.11 standard (Channel 1 in 2.4 GHz band) [6]. $\theta(t)$ is assumed to be $1\times10^{-5}\times t$. In addition, a five-order Butterworth LPF, designed with a cutoff frequency $5$ MHz, was used to select the required IF signals at around $\Delta f$. From Fig. 2 it can be observed that the frequency error percentage converges towards zero when the detected two-tone SNR approaches 20 dB.

Before investigating the impact of the frequency errors on the system performance, the bit error rates (BERs) in ideal distributed OFDM systems, i.e., $E_f = 0$, were simulated for various transmitter configurations. $10^{16}$ random data bits modulated for both QPSK and 16QAM were generated and used in simulation. The standard IEEE 802.11 OFDM physical layer protocol [6] is adopted, including frequency sub-carrier assignment (64 sub-carriers evenly spread in 20 MHz channel spacing and channel 1 in 2.4 GHz band) and data packet configuration. It has been found in the results shown in Fig. 3 that the number of the sensor nodes $N$, which equals the number of the occupied data sub-carriers, and the frequency separations among them, $k\Delta f$ ($k$ is an integer), have no effect on the system performance. This is because with no frequency error the sub-carriers are perfectly orthogonal to each other. Furthermore, importantly, the simulated BER results follow the

![Fig. 2. Simulated frequency error percentage versus two-tone SNR. $f_1 = 2403.9$ MHz, $\Delta f = 312.5$ kHz, and $\theta(t) = 1\times10^{-5}\times t$.](image)

![Fig. 3. Simulated BER performance in ideal $E_f = 0$ analogue distributed OFDM systems for different transmitter configurations. $I_0$ is randomly selected in the range from 5 m to 10 m. $10^{16}$ random bits were used in simulation.](image)
classic BER-SNR curves [7], indicating no performance difference between the conventional digital IFFT-based and the proposed, in its ideal form, analogue distributed OFDM transmitter assembly. It needs to be pointed out that the SNR in Fig. 3, as well as shown in Fig. 4 and Fig. 5, describe the cumulative signal quality at the hub, while the SNR in Fig. 2 refers to the two-tone signal at each sensor node. They are different.

Next the impact of the frequency errors that could exist in distributed systems on achievable BERs is investigated.

Simulation results for QPSK and 16QAM cases are presented in Fig. 4 and Fig. 5, respectively. As expected, higher frequency errors lead to increased BER. The results presented in Figs. 4 and 5 can provide a guideline for data coding design.

Lower code rates are required for error correction when frequency errors in the distributed OFDM systems are relatively higher. Also intuitively, for a fixed frequency error, wider frequency spacing (greater the \( k \) used in simulation) between occupied sub-carriers helps alleviate the negative impact of frequency error on BER. It is noted that the number of distributed sensors does not affect the BER as long as it is less than the number of data sub-carriers, e.g., 48 in IEEE 802.11, which can also be observed in Fig. 4 and Fig. 5.

IV. CONCLUSIONS

In this paper a two-tone enabled distributed analogue OFDM transmitter architecture was presented. The two-tone signal broadcasted wirelessly from a reference node was frequency mixed at each sensor node. The obtained IF signals were utilized to set phase-locked OFDM sub-carriers at each distributed node. The performance of the phase-locking, described by frequency errors, and system BERs were simulated under different channel SNRs and transmitter settings. The proposed distributed OFDM system should prove useful to distributed IoT networks where the nodes are required to send different data back to the hub simultaneously.
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