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Abstract

This paper presents the determination of the crack resistance curve of the unidirectional carbon-epoxy composite material IM7-8552 for intralaminar fiber tensile failure under dynamic loading. The methodology, proposed by Catalanotti et al. [1] for quasi-static loading conditions, was enhanced to high rate loading in the order of about $60 \text{ s}^{-1}$. Dynamic tests were performed using a split-Hopkinson tension bar, while quasi-static reference tests were conducted on a standard electromechanical testing machine. Double-edge notched tension specimens of different sizes were tested to obtain the size effect law, which in combination with the concepts of the energy release rate is used to measure the entire crack resistance curve for the fiber tensile failure mode. Digital image correlation is applied to further verify the validity of the experiments performed at both static and dynamic loading. The data reduction methodology applied in this paper is suitable for intralaminar fiber failure modes without significant delamination. Sufficient proof is given that quasi-static fracture mechanics theory can also be used for the data reduction of the dynamic tests. It is shown,
that the intralaminar fracture toughness for fiber tensile failure of UD IM7-8552 increases with increasing rate of loading.
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1. Introduction

Using energy-based damage models (2, 3, 4, 5, 6, 7, 8, 9 among others) is a promising approach to further enhance the prediction quality of composite simulation models. In these models, the softening law for each failure mode is defined by the fracture toughness and related crack resistance curve (R-curve) [10], which has to be measured experimentally.

For the measurement of the intralaminar fracture toughnesses for fiber tensile failure, the compact tension (CT) specimen, originally developed for the fracture toughness characterization in metals [11, 12], is commonly used [13, 14, 15, 16, 17, 18, 19]. In contrast to the centre-notched (CN) [20, 21, 22, 23, 24, 25, 26], the double-edge notched (DEN) [27, 28, 29] and the four-point bending (4PB) [27] specimens, the CT specimen shows a stable crack propagation, which enables the determination of the R-curve. Unfortunately, the CT specimen has several limitations: i) the tendency of buckling/twisting at the back side (because of the reduced thickness of the specimen [30] or because of the high load that occurs especially when testing high toughened material systems [31]); ii) failure at the back side (because the compressive stress reaches the compressive strength of the material); and iii) failure at the load introduction point.

Overcoming these limitations of the CT specimen, Catalanotti et al. [1] recently measured the fracture toughness for fiber tensile failure using double-edge notched tension (DENT) specimens and the size effect law. The proposed methodology was also used for the determination of the R-curve at further loading conditions: i) mode I in compression [32] (allowing for the first time the measurement of the full R-curve associated with the propagation of a kink-band); ii) mode II in shear [33]; and iii) testing at extreme environmental conditions...
To enable the reliable simulation of highly dynamic loading events (e.g. crash, foreign object impact), the strain rate sensitivity of the material properties should be known. Under dynamic loading conditions, no standardized tests exist to measure neither the elastic properties, nor the strength, nor the fracture toughness. Nevertheless, as a result of many studies over the past decades, the strain rate dependency of the stiffness and strength of polymer composites is well known and corresponding review articles were presented by Sierakowski [35] and Jacob et al. [36]. Regarding the dynamic characterization of fracture properties, there is no agreement neither on the rate definition (e.g. as a function of strain rate or crack growth rate) nor on the best suitable experimental and analysis procedure [37].

A methodology to measure the mode I dynamic intralaminar R-curve for compressive fiber failure was recently proposed by Kuhn et al. [38]. Using a split-Hopkinson pressure bar (SHPB), which is a widely-used setup for dynamic fracture tests [39], the R-curve for fiber compressive failure was determined for the carbon-epoxy material IM7-8552 by testing double-edge notched compression (DENC) specimens of different sizes at a strain rate of about 100 s$^{-1}$. The steady-state value of the fracture toughness under dynamic loading was found to be 63% higher than the quasi-static reference value. DENC specimens were also tested at an SHPB in a recent study by Leite et al. [40], who tested woven carbon-epoxy specimens at strain rates up to 770 s$^{-1}$, noticing a significant increase of the compressive fracture toughness with increasing strain rates.

In the presented work, the methodology proposed by Catalanotti et al. [1] to measure the quasi-static R-curve associated with the fiber tensile failure mode is extended to dynamic loading. The R-curves for both quasi-static and high rate loading are obtained by using the relations between the size effect law, initially proposed by Bažant and Planas [41], the energy release rate (ERR) and the R-curve. For the determination of the size effect law, a split-Hopkinson tension bar (SHTB) compatible DENT specimen configuration is used, enabling a symmetric stress state and therefore the desired mode I loading condition...
during the dynamic tests. Following [42], this would not be the case when testing CT specimens under dynamic loading, as the unsymmetrical opening of the CT specimen, caused by inertia effects, would induce mixed mode fracture in the specimen.

2. Analysis scheme

According to the peak load condition in fracture mechanics, the energy release rate curve, $G_I$, of a so-called positive geometry ($G_I$ is an increasing function of the crack length $a$) is tangent to the R-curve, $R$, at the peak load, $P_u$. This relationship is described by the following system of equations (and visualized in Fig. 3) [41]:

\[
\begin{align*}
G_I(\Delta a) &= R(\Delta a) \\
\frac{\partial G_I(\Delta a)}{\partial \Delta a} &= \frac{\partial R(\Delta a)}{\partial \Delta a},
\end{align*}
\]

where $\Delta a$ is the crack increment. Considering a two-dimensional orthotropic body in plane-stress, with the principal material directions $x$ and $y$, and supposing the crack propagates along the $x$-direction, the energy release rate under mode I loading reads [43]:

\[
G_I = \frac{1}{\hat{E}} K_I^2
\]

in which $K_I$ is the stress intensity factor and $\hat{E}$ is the equivalent modulus. According to Suo et al. [43] the latter is defined as:

\[
\hat{E} = \left( s_{11} s_{22} \frac{1 + \rho}{2} \right)^{-1/2} \lambda^{1/4}
\]

with the dimensionless elastic parameters $\lambda$ and $\rho$ defined as [43]:

\[
\lambda = \frac{s_{11}}{s_{22}},
\]

\[
\rho = \frac{2s_{12} + s_{66}}{2\sqrt{s_{11}s_{22}}}
\]

$\lambda$ is an indicator of the laminates degree of orthotropy and $s_{ij}$ are the laminate compliances. Supposing that the crack is propagating in a balanced cross-ply
laminate ([0/90]_{m,n}), as normally done when measuring the intralaminar fracture toughness of the ply \[44\], \(s_{11} = s_{22}, \lambda = 1\) and Eq. 3 reads:

\[
\dot{E} = E \left( \frac{1 + \rho}{2} \right)^{-1/2}
\]

(6)

where \(E\) is the laminate Young’s modulus \((E = E_x = E_y)\).

The stress intensity factor, \(K_I\), depends on the specimen geometry and can be written for a double edge notched tension (DENT) specimen (Fig. 1) as \[43, 80\, 45\] :

\[
K_I = \sigma \sqrt{w} \sqrt{\kappa(\alpha, \rho, \zeta)}
\]

(7)

in which \(\sigma\) is the remote stress and \(w\) is the characteristic size of the specimen (see Fig. 1). \(\kappa(\alpha, \rho, \zeta)\) is the dimensionless correction factor for geometry and orthotropy written as a function of the dimensionless parameters \(\alpha = a/w, \quad \zeta = \lambda^{-1/4} \xi\), and \(\xi = w/L\), where \(L\) is the free length of the specimen. Placing Eq. 7 in Eq. 2, \(G_I\) yields:

\[
G_I(\Delta a) = \frac{1}{E} \frac{w \sigma^2}{l_e} \left( \alpha_0 + \frac{\Delta a}{w}, \rho, \zeta \right)
\]

(8)

where \(\alpha_0 = a_0/w\) is the initial value of the shape parameter \(\alpha\) (see Fig. 1).

To simplify the calculation of the correction factor, the free length of the specimen is scaled with the characteristic size \(w\) \((L = 5w\) as shown in Fig. 1\).

Keeping in mind that the variable \(\lambda\) is constant and equal to 1 since the laminate is a balanced cross-ply, the correction factor will only depend on two variables \(\alpha\) and \(\rho\), since \(\zeta\) is now kept constant. Since an analytical solution is not available, \(\kappa(\alpha, \rho)\) can be calculated numerically using the Virtual Crack Closure Technique (VCCT) \[46\]. Following \[1\], a Finite Element (FE) model of the DENT specimen is built in the commercial software Abaqus \[47\]. A quarter of the specimen is modeled as shown in Fig. 2 and loaded applying appropriate symmetries and a uniform displacement \(u\) at the edges of the free length. For a two-dimensional model with four-noded elements, the energy release \(G_I\) under mode I loading in consideration of the symmetric boundary conditions reads \[46\] :

\[
G_I(a, \rho) = -Y_m(a, \rho) \frac{u_n(a, \rho)}{l_e}
\]

(9)
Figure 1: Double edge notched tension (DENT) specimen.
where $a$ is the crack length, $Y_m$ and $u_n$ are the load and the displacement in the y-direction of the nodes $m$ and $n$, respectively, and $l_e$ is the element size in x-direction (see Fig. 2). Placing Eq. (9) into Eq. (8) and applying $\sigma$, which is also available from the FE simulation, yields $\kappa(\alpha, \rho)$. For a given material data set and specimen design ($\rho$ = const.), repeating this procedure for several $\alpha$, and fitting the numerical results using a polynomial fitting function enables the calculation of $\kappa(\alpha, \rho)$.

Figure 2: Finite element model used for application of VCCT (after [1]).

While in classic failure theories the strength and consequently the energy
release rate of a structure is independent of its size, this is not the case for geometrically similar structures made of brittle materials [41]. According to Bažant and Planas [41], using this so-called fracture mechanics size effect in combination with the peak load condition of the energy release rate (Eq. 1) is one possible method to measure a crack resistance curve. As illustrated in Fig. 3, the R-curve is the envelope of the energy release rate curves for different specimen sizes, \( w_k \), at the corresponding peak loads, \( P_{uk} \).

\[
\frac{1}{E} w \sigma_u^2 \kappa = R(\Delta a)
\]  

which holds for every specimen size \( w \). In contrast to \( G_I \), the R-curve is independent of the specimen size \( \frac{\partial R}{\partial w} = 0 \) and if geometrically similar specimens

![Figure 3: Energy release rate curves \( G_{ik} \) for different specimen sizes at respective peak load \( P_{uk} \) and R-curve (after [38]).](image)

For the DENT specimen (see Fig. 1) the ultimate nominal stress \( \sigma_u \) can be defined as:

\[
\sigma_u = \frac{P_u}{2wt}
\]

where \( t \) is the laminate thickness. Assuming that the size effect law, \( \sigma_u = \sigma_u(w) \), is known, substituting Eq. 8 into the first part of Eq. 1 results in:

\[
\frac{1}{E} w \sigma_u^2 \kappa = R(\Delta a)
\]
are tested ($\alpha_0$ is not a function of $w$) \[41\], differentiating Eq. 11 with respect to $w$ yields:
\[
\frac{\partial}{\partial w} (w\sigma_\alpha^2\kappa) = 0
\]
(12)
The R-curve of the laminate $R(\Delta a)$ can be calculated by solving Eq. 12 for $w = w(\Delta a)$ and placing this solution into Eq. 11. To get the R-curve of the $0^\circ$ plies $R_{0}(\Delta a)$, Pinho et al. [13] proposed a rule of mixtures type approach, assuming that the laminate fracture toughness of a cross-ply specimen is the sum of the fiber failure fracture toughness of the $0^\circ$ plies and of the matrix failure fracture toughness of the $90^\circ$ plies. The corresponding energy balance in case of a crack propagation $\Delta a$ can be written as [32]:
\[
Rt\Delta a = R_{0}t_{0}\Delta a + R_{90}t_{90}\Delta a
\]
(13)
where $R_{0}$ and $R_{90}$ are the R-curves of the $0^\circ$ and $90^\circ$ plies, respectively, and $t_{0}$ and $t_{90}$ are the related thicknesses of the plies. Eq. 13 neglects other failure mechanisms such as delamination and splitting and does not account for interactions between the separate failure modes [16]. In fiber reinforced polymers the fracture toughness of the fiber failure modes is much higher than for matrix failure modes ($R_{0} \gg R_{90}$) and therefore the last term in Eq. 13 can be neglected without a significant loss of accuracy [13] [17]. In case of testing a balanced cross-ply specimen, $t_{0} = t_{90}$ and Eq. 13 simplifies to:
\[
R_{0} = 2R
\]
(14)
For a balanced cross-ply laminate, the R-curve of the $0^\circ$ plies $R_{0}$ is therefore twice the R-curve of the laminate $R$.

3. Material and experimental procedures

3.1. Material and test specimens

The unidirectional carbon-epoxy prepreg material system HexPly IM7-8552 was used for this work. A panel with a nominal thickness of 1.5 mm ($[0/90]_{3s}$)
was manufactured in a hot press and double edge notched tension (DENT) specimens were extracted from it using a 1.5 mm diameter milling tool. Slotted steels adapters with outside threads were used to mechanically connect the specimens to the loading apparatuses. All specimens were glued into the adapters applying the structural adhesive 3M Scotchweld DP 490, while proper alignment of the assembled configurations was ensured by using a high accuracy bonding jig.

As testing geometrically similar specimens is mandatory for the determination of the size effect law (see section 2) a constant dimension ratio (free length \( L \), width, initial crack length \( a_0 \)) was held for all specimen sizes (Fig. 4). According to [1], the shape of the initial crack tip does not affect the correct determination of the R-curve and was constant (semicircular, 1.5 mm of diameter) for all specimens. To enable the use of digital image correlation (DIC), the specimens were prepared by applying a random black-on-white speckle pattern.

![Figure 4: Used specimen geometry (dimensions in mm) and assembled specimen configurations of all used sizes.](image-url)
The elastic properties of the laminate under quasi-static (QS) and high rate (HR, $\ddot{\epsilon}_s \approx 60\, s^{-1}$) conditions are listed in Table 1. Separate tension tests with unnotched specimens were performed to obtain the Young’s modulus $E$ of the balanced cross-ply under quasi-static loading. It is well accepted that the longitudinal tensile properties of carbon fiber bundles and carbon fiber composites are strain rate insensitive [48, 49, 50]. Therefore, the QS value of $E$ was also used for the calculations under HR loading conditions. The values for the in-plane shear modulus $G_{xy}$ were taken from [51].

<table>
<thead>
<tr>
<th>Strain rate regime</th>
<th>$E$ [MPa]</th>
<th>$G_{xy}$ [MPa]</th>
<th>$\nu_{xy}$ [-]</th>
<th>$\rho$ [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>QS</td>
<td>95,045</td>
<td>5,068</td>
<td>0.042</td>
<td>9.33</td>
</tr>
<tr>
<td>HR</td>
<td>95,045 (= QS)</td>
<td>6,345</td>
<td>0.048</td>
<td>7.44</td>
</tr>
</tbody>
</table>

3.2. Quasi-static experimental setup

A standard electromechanical testing machine (Hegewald & Peschke Inspect Table 100), equipped with a 100 kN load cell, was used to conduct the quasi-static (QS) reference tests. The strain rate regime, typically associated with quasi-static loading is between $10^{-5}$ and $10^{-1}\, s^{-1}$ [52] and should be the same for each specimen size to enable a comparison of the results with each other. In the presented work, a cross-head displacement rate of 0.50, 0.75 and 1.00 mm/min was chosen for specimen type A, B and C, respectively, resulting in a strain rate of about $2 \times 10^{-4}\, s^{-1}$ (directly determined from the quasi-static tests and including the compliance of the load chain) for each specimen size. All tests were carried out under displacement control.

For the DIC measurement of the in plane strain field, a GOM ARAMIS-4M optical system was used. It consisted of two CCD cameras with a resolution of $1728 \times 2352$ pixel$^2$, adjusted to capture a measuring volume of
$45 \times 35 \times 20 \text{ mm}^3$. The frame rate was set to 2 frames per second (fps) in combination with 60 ms shutter speed.

### 3.3. Dynamic experimental setup

The high strain rate (HR) tests were carried out on a split-Hopkinson tension bar (SHTB) system. The setup, illustrated in Figure 5, is based on a concept proposed by Gerlach et al. [53], using a U-shaped striker-bar. In the present work, a striker-bar length of 0.5 m was chosen and an individual striker velocity, $v_s$, was used for each specimen size to obtain approximately the same axial strain rate during all HR tests (Table 2). The lengths of the titanium loading-, incident- and transmission-bars were 2.15, 3 and 1.8 m, respectively. The bar diameters, $d_b$, of the incident- and transmission-bar were adapted to the tested specimen size (Table 2), while the diameter of the loading bar was 20 mm for all specimens. The strain gauges on the incident-bar were located at 1.58 m and on the transmission-bar at 0.20 m away from the bar-specimen interfaces. Expecting a linear stress-strain behaviour of the specimens up to ultimate failure, a ramped-shaped incident wave suits best to obtain nearly constant strain rates [54, 55]. Layered rings of 2 mm thick silicon rubber, wrapped around the impact flange at the end of the loading bar, were therefore used for pulse shaping (Table 2).

The specimen deformation was monitored by a single Photron FASTCAM SA-Z high speed camera to enable the subsequent determination of the two-dimensional strain field by using DIC. For all specimens, a frame rate of 300,000 fps with a corresponding resolution of $256 \times 128$ pixel$^2$ was chosen.

Bars-together (BT) tests for all used SHTB configurations were conducted to verify the accuracy of the bar-strain measurements. Incident- and transmission-bar were connected by a threaded rod for the BT tests. Fig. 6 exemplary shows the measured and subsequently superimposed bar signals, obtained by using the same settings as for the tests of specimen type C (see Table 2). The measured pulses show the desired ramp-shaped form. The comparison of the two signals shows, that the wave only slightly changes its shape along the distance between
the strain gauges on the incident- and transmission-bar, and dispersion effects can therefore be neglected. The difference in the rear part of the signals is due to the fact that the tensile wave is reflected as a compressive wave at the free end of the transmitted bar and this reflected signal superimposes the original signal. The bar strain gauges themselves were verified by tests with additional strain gauges, mounted on the bars during separate setup tests. A correct determination of the measured bar strains could therefore be expected with the used SHTB system.
Figure 6: Evaluation of the wave propagation via bars together test (\(v_s=12.2\) m/s, \(d_b=25\) mm).

3.4. Data reduction methods

3.4.1. Stress, strain and strain rate

For the quasi-static tests, the ultimate remote stress, \(\sigma_u\), was calculated by dividing the peak load, \(P_u\), measured from the load cell of the testing machine, by the specimen cross-section, \(A_s\), with \(A_s = 2wt\) for the used DENT specimen geometry.

In the case of the high rate tests, the axial stress component of the specimen, \(\sigma_s\), can be calculated with the classic split-Hopkinson pressure bar analysis (SHPBA) \cite{56, 57} by using 1-wave- and 2-wave-analysis:

\[
\sigma_{s1} = \frac{A_b}{A_s} E_b \varepsilon_T
\]

(15)

\[
\sigma_{s2} = \frac{A_b}{A_s} E_b (\varepsilon_I + \varepsilon_R)
\]

(16)

where \(A_b\) is the cross-section of the incident- and transmission-bar and \(E_b\) is the Young’s modulus of the bar material. \(\varepsilon_I, \varepsilon_R, \varepsilon_T\) are the measured incident,
reflected and transmitted bar strain waves, respectively. As both terms (Eq. 15, Eq. 16) were used to check specimen stress-equilibrium, ultimate remote stress was calculated just from Eq. 15. The transmission wave, $\varepsilon_T$ in Eq. 15 has a smooth signal and in contrast to the 2-wave-analysis (Eq. 16), the 1-wave-analysis does not require the shift and superposition of strain waves ($\varepsilon_R$, $\varepsilon_T$), which is an additional source of error.

The specimen strain $\varepsilon_s$ was determined in all tests by using the DIC Software GOM ARAMIS, calculating the nominal engineering strain between two facet points with an initial distance of $L/2$ along the specimen center line. To ensure comparability, the same procedure was used to obtain the specimen strain in the quasi-static tests. The DIC analysis parameters are given in Table 3 and were chosen accordingly to the resolutions of the camera images.

Table 3: ARAMIS analysis parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>QS</th>
<th>HR</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>Conversion factor [mm/pixel]</td>
<td>0.019</td>
<td>0.082</td>
</tr>
<tr>
<td>Facet size [pixel$^2$]</td>
<td>17 x 17</td>
<td>10 x 10</td>
</tr>
<tr>
<td>Facet step [pixel$^2$]</td>
<td>15 x 15</td>
<td>5 x 5</td>
</tr>
<tr>
<td>Computation size [facets$^2$]</td>
<td>5 x 5</td>
<td>5 x 5</td>
</tr>
<tr>
<td>Strain field resolution [%]</td>
<td>0.02</td>
<td>0.04</td>
</tr>
</tbody>
</table>

The specimen strain rate $\dot{\varepsilon}_s$ in loading direction is calculated as:

$$\dot{\varepsilon}_s(t) = \frac{\varepsilon_s(t) - \varepsilon_s(t - \Delta t)}{\Delta t}$$

in which $\Delta t$ is the timestep between two consecutive DIC images.

3.4.2. Energy terms

The analysis scheme of this work (see section 2) is based on the quasi-static fracture mechanics theory. Following Jiang and Vecchio [39], quasi-static fracture theory is applicable for dynamic fracture toughness measurements under
the condition of stress equilibrium. In addition to the classical split-Hopkinson bar equilibrium check (using Eqs. [15] and [16]), the mechanical energy terms of the specimens were calculated and analyzed by using DIC data. This analysis procedure therefore uses the true specimen deformation behaviour, obtained from the optical measurement. On basis of the in-plane strain vector \(\{\varepsilon_x, \varepsilon_y, \gamma_{xy}\}^T\) obtained from DIC, the strain energy of the specimen, \(U\), is the sum of the strain energy at each individual facet point \(U_j\), calculated as:

\[
U = \sum_j U_j = \sum_j V_j \frac{1}{2}(E_x\varepsilon_{xj}^2 + E_y\varepsilon_{yj}^2 + G_{xy}\gamma_{xyj}^2)
\]  

(18)

in which \(\varepsilon_{xj}\), \(\varepsilon_{yj}\) and \(\gamma_{xyj}\) are the individual facet’s transversal, longitudinal and shearing strain, respectively. \(V_j\) is the associated volume of the individual facet point, influenced by the thickness of the specimen and the DIC analysis parameters (Table 3). The kinetic energy of the specimen, \(K\), is calculated accordingly on basis of the velocity field from DIC:

\[
K = \sum_j K_j = \sum_j \frac{1}{2}DV_j(v_{xj}^2 + v_{yj}^2)
\]  

(19)

where \(v_{xj}\) and \(v_{yj}\) are the individual facet’s transversal and longitudinal velocity, respectively, and \(D\) is the density of the laminate. According to [41], if \(K \ll U\) and fracture is the only energy-consuming process, quasi-static fracture mechanics theory is applicable.

4. Experimental results

4.1. Specimen deformation and failure

At least three valid tests are conducted for each specimen type and at each strain rate regime. Fig. 7 shows representatives images of tested specimens. All the specimens failed in a narrow area along the direction of the initial notch. No significant difference on the macroscopic failure surfaces can be seen when comparing the tested QS and HR specimens. More detailed images of the fracture area are shown in Fig. 8. It should be noted that in the used SHTB setup, the already broken specimen halves were subsequently pressed together, making a
comparison of the microscopic fracture surfaces not reasonable. The reloading
is caused by compression waves which travel along the bars after the actual
tension test is already finished. Nevertheless, some pulled-out fibers can be seen
on the fracture surface images at both strain rate regimes. The detected fiber
pull-out contributes an energy portion within the fracture process, and different
approaches can be found in literature (e.g. in [19]) to handle with this. Only
a small amount of pulled-out fibers is found at both QS and HR loading and
the corresponding energy portion is not considered separately in this work.

![Tested specimens](image)

**Figure 7:** Tested specimens.

Fig. 9 shows the axial and shear strain fields for two specimens of type C.
Good agreement can be assumed between the strain distributions at quasi-static
and dynamic loading conditions, even though the significantly different image
resolutions complicate a detailed comparison. The axis-symmetric axial strain
fields (Fig. 9(a)) and the point-symmetric shear strain distributions (Fig. 9(b))
indicate a well aligned loading of the specimens. In particular, the assump-
tion of crack propagation as a result of mode I loading is verified as the shear
strain distributions show a strain-less zone at the specimen center. The chosen
specimen configuration, consisting of the DENT specimen itself and the slotted
endcaps, can therefore be considered suitable either for the QS and HR tests.
Figure 8: Detailed images of the fracture area (specimen type C).

Figure 9: Axial (a) and shear (b) strain fields at stress level ($\sigma \approx 310 \text{ MPa}$) under QS and HR loading (specimen type C, QS images are rotated $90^\circ$ counterclockwise).
4.2. Stress-strain behaviour

In Fig. 10, representative stress-strain curves of the QS strain rate regime for the different specimen sizes are presented (see Appendix A for all stress-strain curves). The curves are plotted until the point of ultimate failure and nearly linear elastic behaviour can be observed throughout the entire tensile loading duration.

![Stress-strain curve](image)

Figure 10: Representative stress-strain curves for QS specimens of all sizes.

Fig. 11 shows characteristic strain waves, measured at the incident- and transmission-bar strain gauges during an SHTB test of specimen type C. According to Eq. 15, the transmitted wave is proportional to the axial stress in the specimen. Hence, the sharp drop of $\varepsilon_T$ represents the point of the specimen’s ultimate failure. At the incident-bar strain gauge, the ramp-shaped tensile pulse $\varepsilon_I$ is measured, initially. Subsequently, as the incident-wave is partly reflected and partly transmitted at the bar-specimen interface, the reflected wave $\varepsilon_R$ is also recorded as a compressive wave by the incident-bar strain gauge. In $\varepsilon_R$,

---

1The chosen specimen type C was used for a number of other figures presented in this paper: Fig. 11 can be linked to Figs. 12, 13 and 15.
ultimate failure of the specimen is apparent as a sharp rise of the strain signal after a plateau-like region. By additionally plotting the entire incident-pulse, obtained from the previous BT-test (see Fig. 11), it is obvious that the measured reflected wave is superposed by a remaining tensile strain amount of the incident-wave (and vice-versa). This superposition is critical due to the fact, that correct measurement of $\varepsilon_I$ and $\varepsilon_R$ is required at least until the point of ultimate failure for the calculation of the specimen stress according to the 2-wave analysis (Eq. 16). In turn, $\sigma_{s2}$, along with $\sigma_{s1}$ (Eq. 15) is needed to verify dynamic equilibrium of the specimen. Therefore, the superposed reflected pulse is corrected by subtracting the undisturbed incident-bar signal of the BT-test from the incident-bar wave, measured during the actual SHTB test with a specimen. The resulting non-overlapping reflected signal, $\varepsilon_{R_{\text{non-overlapping}}}$, is also plotted in Fig. 11. As the curves, that are subtracted from each other, are from separate tests (but using the same SHTB-settings), the front part of the incident-pulse $\varepsilon_I$ is not entirely eliminated by the subtraction, as it should be the case in theory. It is reasonable to assume however that the corrected signal presents a good approximation of the actual, non-overlapping reflected pulse.

Fig. 12 shows the dynamic stress equilibrium check, using either the original $\varepsilon_{R_{\text{original}}}$ and the non-overlapping $\varepsilon_{R_{\text{non-overlapping}}}$ reflected bar strain wave. As expected, due to the detected superposition of the measured reflected pulse (see Fig. 11), the use of $\varepsilon_{R_{\text{original}}}$ in Eq. 16 leads to an incorrect curve for $\sigma_{s2}$. However, a plausible stress-time curve can be obtained when applying $\varepsilon_{R_{\text{non-overlapping}}}$. Comparing the corrected 2-wave with the 1-wave (Eq. 15) stress-time signal indicates that the DENT-specimen is in dynamic stress equilibrium before ultimate failure occurs. This enables the use of the quasi-static fracture theory to obtain the fracture toughness properties [39]. It should be noted, that the non-overlapping 2-wave stress is just an approximation due to the use of $\varepsilon_{R_{\text{non-overlapping}}}$, while $\sigma_{s1}$ can be determined accurately and is therefore used for the determination of the ultimate stresses in the HR loading regime.

Fig. 13 shows representative stress-strain curves for the different specimen
Figure 11: Example of measured bar strain wave groups from SHTB (specimen type C) and BT ($v_s=12.2$ m/s, $d_b=25$ mm) tests and corrected reflected pulse.

Figure 12: Example of a dynamic stress equilibrium check (specimen type C) with original and corrected bar strain signals.
sizes, characterized at the SHTB (see Appendix A for all stress-strain curves). The comparison of the stress-strain curves at both investigated strain rate regimes (Figs. 10, 13) indicates that the axial stiffness is strain rate insensitive, which is plausible for carbon fiber laminates, loaded in fiber direction [48, 49, 50]. The ultimate stress $\sigma_u$ of the DENT under HR loading is slightly higher than in the QS reference tests. In Fig. 14, $\sigma_u$ is plotted versus the characteristic specimen size, $w$. Compared to the QS values, the ultimate stress at $\dot{\varepsilon}_s \approx 60$ s$^{-1}$ increases by 5%, 4% and 9% for specimen type A, B and C, respectively. In addition $\sigma_u$ is found to decrease with increasing specimen size, which can be explained by the size effect. Table 4 summarizes the results for both investigated strain rate regimes.

![Stress-Strain Curves](image)

Figure 13: Representative stress-strain curves for HR specimens of all sizes.

Strain rate curves, associated to the QS and HR stress-strain curves of Fig. 10 and Fig. 13, respectively, are presented in Fig. 15. An axial strain rate of about $2 \times 10^{-4}$ s$^{-1}$ is observed for all specimens, that are characterized at the electromechanical testing machine. For the HR tests a nearly constant strain rate in the order of $\dot{\varepsilon}_s \approx 60$ s$^{-1}$ is achieved for all tested specimen types. Having
the same strain rate is a basic requirement for the reliable derivation of trends between the different specimen types.

Furthermore, a constant strain rate, which is synonymous with a constant relative speed ($\Delta v = 0$) between the specimen’s ends, is an additional indicator that the stress equilibrium condition for the SHTB tests is fulfilled. Following Newton’s second law ($F = ma$) with $a = \partial v/\partial t$, it is obvious that a specimen is in force equilibrium if $\Delta v = 0$. Therefore, the rising part of the strain-rate curves in Fig. 15 represents the initial acceleration process of the specimens.

4.3 Energy terms

Fig. 16 presents strain and kinetic energy curves, calculated according to Eqs. [18] and [19] respectively. During the QS loading of the DENT specimens, the strain energy increases approximately quadratically over time until the point of ultimate failure, which occurs at the last plotted data point (Fig. 16(a)). The QS kinetic energy (Fig. 16(b)) is nearly constant at a very low level during the test. The elevated kinetic energy level at the initial period represents a rigid-body motion of the specimen, assigned to subsidence effects until the load
Table 4: Summary of the experimental results

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>w [mm]</td>
<td>4</td>
<td>6</td>
<td>8</td>
</tr>
<tr>
<td><strong>QS</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_u$ [MPa]</td>
<td>422.4</td>
<td>382.8</td>
<td>349.0</td>
</tr>
<tr>
<td>STDV ($\sigma_u$) [MPa]</td>
<td>25.7</td>
<td>34.9</td>
<td>14.2</td>
</tr>
<tr>
<td>CV ($\sigma_u$) [%]</td>
<td>6.1</td>
<td>9.1</td>
<td>4.1</td>
</tr>
<tr>
<td><strong>HR</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma_u$ [MPa]</td>
<td>443.4</td>
<td>398.0</td>
<td>379.1</td>
</tr>
<tr>
<td>STDV ($\sigma_u$) [MPa]</td>
<td>17.3</td>
<td>13.5</td>
<td>19.6</td>
</tr>
<tr>
<td>CV ($\sigma_u$) [%]</td>
<td>3.9</td>
<td>3.4</td>
<td>5.2</td>
</tr>
</tbody>
</table>

chain of the testing machine is completely pre-loaded. The actual loading of the specimen starts at about 30 s, apparent by the rise of the strain-energy curve. As characteristic for quasi-static loading, $K \ll U$ during the whole test until the peak load is reached. As expected, the strain energy curve during dynamic testing (Fig. 16(c)) has a similar shape as under QS loading. However, the kinetic energy under HR loading is found to increase over time. During an SHTB test, both bar-specimen interfaces are in motion, which is in contrast to a test with an electromechanical testing machine, where one specimen interface is approximately at rest while the other is loaded by the cross-head displacement. The specimen is therefore deformed by the relative displacement between the two interfaces during SHTB testing and the kinetic energy in the specimen therefore comes partially from the superposed rigid body movement of the DENT-specimen. In Fig. 16(d) the kinetic energy associated to the rigid body movement $K_{RB}$ is plotted, additionally. The calculation is based on the assumption that the displacement of the DIC data points, which are closest to the interface to the transmission-bar provide a good approximation of the rigid body motion of the specimen. The curves in Fig. 16(d) show that about half of the kinetic energy under HR loading can be attributed to the rigid body movement of the DENT specimen. For all HR tests, the ratio of $U/K$ at ultimate
failure is at least greater than 500. Therefore quasi-static fracture mechanics seem to be applicable for the analysis of the SHTB tests without any significant error. It should be noted that this conclusion is based on the analysis of the overall specimen deformation behaviour, not taking into account very local effects that may occur near the crack tip.

5. Obtaining the Fracture Toughness Properties

All parameters of the analysis scheme except for the size effect law can be calculated on basis of the material and specimen geometry data, described in section 3. Fig. 17 presents the plot of the dimensionless correction function \( \kappa \) over the shape parameter \( \alpha = a/w \) for the QS and HR material data sets. Both curves are only slightly different, due to the fact that the Young’s modulus \( E \) is strain rate independent (see Table 1).

For the determination of the size effect law \( \sigma_u = \sigma_u(w) \), three different fitting approaches are recommended by Bažant and Planas [41]: (i) linear regression I, (ii) linear regression II and (iii) bilogarithmic regression. The corresponding
Figure 16: Example of strain and kinetic energy terms for QS (a, b) and HR (c, d) loading (specimen type A).
The respective formulas for the steady-state value of the fracture toughness $R_{ss}$ and the length of the fracture process zone $l_{fpz}$ are also listed in Table 5 where $\kappa_0 = \kappa|_{\alpha=\alpha_0}$, $f_0 = \sqrt{\kappa}|_{\alpha=\alpha_0}$ and $f_0 = \partial \sqrt{\kappa}/\partial \alpha|_{\alpha=\alpha_0}$. As the fitting approaches weigh the data points in various ways, the results may slightly differ [41].

Table 5: Size effect law fits [41].

<table>
<thead>
<tr>
<th>Regression fit</th>
<th>Formula</th>
<th>Fitting parameters</th>
<th>$R_{ss}$</th>
<th>$l_{fpz}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear regression I</td>
<td>$\frac{1}{\sigma_u} = mw + q$</td>
<td>$m$, $q$</td>
<td>$\frac{\kappa_0}{E}$ $\frac{1}{m}$ $\frac{f_0}{2f_0}$ $\frac{q}{m}$</td>
<td></td>
</tr>
<tr>
<td>Linear regression II</td>
<td>$\frac{1}{w\sigma_u} = \dot{m} \frac{1}{w} + \dot{q}$</td>
<td>$\dot{m}$, $\dot{q}$</td>
<td>$\frac{\kappa_0}{E}$ $\frac{1}{\dot{q}}$ $\frac{f_0}{2f_0}$ $\frac{\dot{m}}{\dot{q}}$</td>
<td></td>
</tr>
<tr>
<td>Bilogarithmic</td>
<td>$\ln(\sigma_u) = \ln\left(\frac{M}{\sqrt{Q+w}}\right)$</td>
<td>$M$, $Q$</td>
<td>$\frac{\kappa_0}{E}$ $\frac{M^2}{2f_0}$ $\frac{f_0}{2f_0}$ $Q$</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 18 shows the experimental data and the best fitting curves for each of the three recommended regression approaches. The corresponding curve fitting parameters and the respective coefficient of determination $R^2$ are summarized in Table 6. While the QS data points are approximated very well by all of the regression approaches, the highest coefficient of determination for the HR data is found by using linear regression II.

Knowing the size effect laws, the tensile R-curve of the laminate, $R$, can be calculated by using the previously described analysis scheme (see section 2). Finally, the R-curve of the $0^\circ$ plies, $R_0$, is obtained by applying Eq. 14. In Fig. 19, the $R_0$-curves for each regression approach and for both investigated strain rate regimes are plotted. Regardless of the regression fit, the tensile intralaminar fracture toughness of the $0^\circ$ plies under HR loading is larger than that obtained under QS conditions. The values calculated for $R_{ss}^0$ and $l_{fpz}$ are summarized in Table 7. The steady-state values of the fracture toughness of the $0^\circ$ plies, $R_{ss}^0$, under QS loading is in the same order as measured with the same analysis scheme by Catalanotti et al. [1], who reported a value of $R_{ss}^0 = 205$ kJ/m$^2$. In contrast to the presented work, larger specimens, directly fixed in the clamping
Figure 18: Experimental data and best fitting curves for linear regression I (a), linear regression II (b) and bilogarithmic regression (c) for QS and HR loading.
Table 6: Regression fitting parameters.

<table>
<thead>
<tr>
<th>Regression fit</th>
<th>Parameter</th>
<th>QS [MPa−2mm−1]</th>
<th>HR [MPa−2]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear regression I</td>
<td>m</td>
<td>6.52 × 10⁻⁷</td>
<td>4.68 × 10⁻⁷</td>
</tr>
<tr>
<td></td>
<td>q [MPa−2]</td>
<td>2.97 × 10⁻⁶</td>
<td>3.31 × 10⁻⁶</td>
</tr>
<tr>
<td></td>
<td>R² [-]</td>
<td>0.999</td>
<td>0.969</td>
</tr>
<tr>
<td>Linear regression II</td>
<td>űh [MPa−2]</td>
<td>3.02 × 10⁻⁶</td>
<td>3.13 × 10⁻⁶</td>
</tr>
<tr>
<td></td>
<td>űq [MPa−2mm−1]</td>
<td>6.43 × 10⁻⁷</td>
<td>4.99 × 10⁻⁷</td>
</tr>
<tr>
<td></td>
<td>R² [-]</td>
<td>0.998</td>
<td>0.982</td>
</tr>
<tr>
<td>Bilogarithmic</td>
<td>M [MPa√mm]</td>
<td>1.244</td>
<td>1.439</td>
</tr>
<tr>
<td></td>
<td>N [mm]</td>
<td>4.64</td>
<td>6.67</td>
</tr>
<tr>
<td></td>
<td>R² [-]</td>
<td>0.999</td>
<td>0.972</td>
</tr>
</tbody>
</table>

jaws of the testing machines, were used in [1]. The similarity of the results therefore underlines that the modified specimen configuration, adapted to the SHTB-setup, is well suited and is furthermore a sign for the robustness of the method. \( R_{0ss} \) for IM7-8552 was also determined using compact tension specimens by Catalanotti et al. [14] and Laffan et al. [58], who documented values of \( R_{0ss} = 133.3 \, \text{kJ/m}^2 \) and \( R_{0ss} = 147.2 \, \text{kJ/m}^2 \), respectively. As for \( R_{0ss} \), a strain rate effect is found for the fracture process zone \( l_{fpz} \) in the presented work. Strongly differing values are reported in literature for \( l_{fpz} \) (≈ 1.5 mm [58], 2.63 mm [1], 3.4 mm [14]). The obtained QS value in the order of 1.4 mm therefore seems to have a plausible magnitude.

To simplify the use of the measured R-curves in Finite Fracture Mechanics models, Bažant and Planas [11] suggest to express them in an analytical form by using the following equation:

\[
\begin{align*}
    R_0 &= R_{ss} \left[ 1 - (1 - \beta \Delta a)^n \right] \quad \text{if } \Delta a < l_{fpz} \\
    R_0 &= R_{ss} \quad \text{if } \Delta a \geq l_{fpz}
\end{align*}
\]

in which \( \beta \) and \( n \) are the parameters that best fit the formula to the R-curve. The optimal parameters for both investigated strain rate regimes are listed in
Figure 19: Tensile R-curves of IM7-8552 of each regression approach for QS and HR loading.

Table 7: Summary of the fracture toughness properties.

<table>
<thead>
<tr>
<th>Regression fit</th>
<th>Property</th>
<th>QS</th>
<th>HR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear regression I</td>
<td>$R_0^{0}$  [kJ/m²]</td>
<td>193.8</td>
<td>248.6</td>
</tr>
<tr>
<td></td>
<td>$l_{fpc}$ [mm]</td>
<td>1.39</td>
<td>2.21</td>
</tr>
<tr>
<td>Linear regression II</td>
<td>$R_0^{0}$  [kJ/m²]</td>
<td>196.6</td>
<td>233.1</td>
</tr>
<tr>
<td></td>
<td>$l_{fpc}$ [mm]</td>
<td>1.44</td>
<td>1.94</td>
</tr>
<tr>
<td>Bilogarithmic</td>
<td>$R_0^{0}$  [kJ/m²]</td>
<td>195.5</td>
<td>241.0</td>
</tr>
<tr>
<td></td>
<td>$l_{fpc}$ [mm]</td>
<td>1.42</td>
<td>2.07</td>
</tr>
</tbody>
</table>
Table 8: Fitting parameters of the analytical R-curve.

<table>
<thead>
<tr>
<th>Regression fit</th>
<th>Fitting parameter</th>
<th>QS</th>
<th>HR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear regression I</td>
<td>( \beta ) [mm(^{-1})]</td>
<td>0.5358</td>
<td>0.3383</td>
</tr>
<tr>
<td></td>
<td>n [-]</td>
<td>4.511</td>
<td>4.552</td>
</tr>
<tr>
<td>Linear regression II</td>
<td>( \beta ) [mm(^{-1})]</td>
<td>0.5192</td>
<td>0.3814</td>
</tr>
<tr>
<td></td>
<td>n [-]</td>
<td>4.509</td>
<td>4.550</td>
</tr>
<tr>
<td>Bilogarithmic</td>
<td>( \beta ) [mm(^{-1})]</td>
<td>0.5260</td>
<td>0.3587</td>
</tr>
<tr>
<td></td>
<td>n [-]</td>
<td>4.510</td>
<td>4.551</td>
</tr>
</tbody>
</table>
6. Conclusions

The results of the presented work show, that the size effect method can not only be used to measure the R-curve for fiber tensile failure mode under quasi-static, but also under high rate loading conditions. The modified DENT specimen configuration, adapted to the SHTB-setup, is well suitable for dynamic tests on a split-Hopkinson tension bar. The desired mode I loading condition appears at both investigated strain rate regimes, which can be verified by the axial and shear strain field distributions obtained from digital image correlation. Furthermore, the quasi-static steady-state fracture toughness, obtained within this work, correlates well with the value determined by Catalanotti et al. [1], who tested significantly larger specimens without using endcaps.

The nearly constant strain rate and the comparison of the strain energy and kinetic energy terms, all calculated on basis of the available DIC data, indicate that the use of the quasi-static fracture theory is applicable for the data reduction of the SHTB tests. The stress equilibrium condition, following classic SHPBA, could not be shown initially, as the the incident- and reflected-pulse can not fully be measured without signal superposition at the incident-bar strain gauge of the used setup. However, the correction method proposed in this work, using a measured strain pulse from a separate BT test, enables a good estimation of the stress equilibrium. The equilibrium checks carried out with the non-overlapping pulse indicate, that the used DENT-specimens are in dynamic stress equilibrium well before ultimate failure occurs.

The calculated R-curves for fiber tensile failure show, that the steady-state value of the fracture toughness and the length of the fracture process zone increases with increasing strain rate, therefore exhibiting the same tendency as found for the fiber compressive failure mode [38]. Along with experimental data presented in [38, 51, 54, 59, 60], the results obtained in the present study complete a comprehensive dynamic material data set for the carbon-epoxy material IM7-8552, which may be used for simulations of dynamic load scenarios and the further development of composite material models.
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Appendix A. Stress-strain curves

The stress-strain curves of the specimen sizes A, B and C are shown in Fig. A.1, Fig. A.2 and Fig. A.3 respectively.

Figure A.1: Stress-strain responses of specimen size A for QS (a) and HR (b) loading.

Figure A.2: Stress-strain responses of specimen size B for QS (a) and HR (b) loading.
Figure A.3: Stress-strain responses of specimen size C for QS (a) and HR (b) loading.

References


[22] Harris CE, Morris DH. A comparison of the fracture behaviour of thick laminated composites utilizing compact tension, three-point bend, and


[49] Zhou Y, Wang Y, Jeelani S, Xia Y. Experimental study on tensile behavior of carbon fiber and carbon fiber reinforced aluminum at different


