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Summary. — Understanding the role of the electron dynamics in the photochemistry of bio-chemically relevant molecules is key to getting access to the fundamental physical processes leading to damage, mutation and, more generally, to the alteration of the final biological functions. Sudden ionization of a large molecule has been proven to activate a sub-femtosecond charge flow throughout the molecular backbone, purely guided by electronic coherences, which could ultimately affect the photochemical response of the molecule at later times. We can follow this ultrafast charge flow in real-time by exploiting the extreme time resolution provided by attosecond light sources. In this work recent advances in attosecond molecular physics are presented with particular focus on the investigation of bio-relevant molecules.

1. – Introduction

Extreme ultraviolet (XUV) light pulses can induce sudden ionization of a molecule. Once the hole is created, it can migrate along the molecular backbone on a time scale ranging from few-femtoseconds down to hundreds attoseconds [1, 2, 3, 4, 5]. This process has been dubbed charge migration and it is purely driven by the coherent superposition of electronic states generated by the initial pulse. Charge migration can be achieved
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either with inner shell-ionization of highly correlated electronic states or with a broadband pulse, covering several ionization thresholds. In both cases, the process leads to ultrafast charge oscillations until the interplay between the electronic and nuclear degrees of freedom leads to the final localization of the charge on a specific molecular terminus. Charge migration inevitably leads to an ultrafast redistribution of charge, which could ultimately be responsible for the breakage of a chemical bond in the place where the charge has migrated. This concept has triggered the idea of controlling the localization of the charge on an attosecond time scale to induce bond breaking in a specific molecular site, opening the way to the so-called “attochemistry” [6]. Recently, it has been theoretically predicted that even strong non-adiabatic couplings could lead to ultrafast charge transfer (few-femtoseconds) [7], a process competing with charge migration. This occurs when conical intersections are located in proximity of the Frank-Condon region: in this case the nuclear dynamics is expected to affect the light-activated electron dynamics immediately after the ionization.

Photoionization of our own biomolecules activates a number of mechanisms, which need to be investigated at the molecular level. This investigation is key to understanding and ultimately controlling the processes leading to damage and mutation of the molecule after irradiation, a critical aspect for the optimization of the radiotherapy treatments. For this reason, considerable effort has been put in the experimental and theoretical investigation of the photo-induced electron dynamics in molecules of increasing complexity. From the experimental point of view, tracing this ultrafast dynamics requires extremely high temporal resolution, such as that provided by attosecond laser sources. XUV attosecond laser pulses can be produced via the high-order harmonic generation (HHG) process and they have been proven to be a valuable tool for real-time tracing of the electron dynamics in atoms, molecules and even solids [8, 9].

In this work we will review the current experimental and theoretical efforts aiming at demonstrating the possibility to exploit attosecond technology to image ultrafast charge dynamics in biologically relevant molecules such as amino acids and DNA nucleobases. We will show that the combination of state-of-the-art attosecond techniques with sophisticated theoretical modeling allows valuable information on the complex response of the molecular system to be extracted. The review paper is organized as follows: in Section 2 we will describe the main techniques currently used to generate attosecond pulses in the XUV and soft-X spectral ranges. In Section 3 the application of such ultrashort light transients to molecular science is discussed, with particular focus on small molecules. Section 4 reports on a recent work demonstrating charge migration in aromatic amino acids: this work constitutes the first experimental evidence of XUV induced electron dynamics in bio-relevant molecules. Attosecond spectroscopy of biomolecules using XUV pulses inevitably requires working with gas-phase molecules. In Section 5 we will review some methods that can be used to create intact neutral or charged molecules in the gas phase. Finally, in Section 6 we report on the theoretical advances in describing the molecular dynamics (both electron and nuclear) activated by broadband XUV attosecond pulses in bio-relevant molecules.

2. – Advances in attosecond technology

High-order harmonic generation (HHG) in atoms is the physical process at the heart of the production of attosecond pulses [8, 9]. When an ultrashort pulse is focused in a gaseous medium with intensities larger than $\sim 10^{13}$ W/cm², a number of strongly nonlinear effects are produced, which lead to the generation of the high order harmonics.
of the fundamental radiation. A train of attosecond pulses are produced, separated by half optical cycle of the fundamental radiation, perfectly synchronized with the driving electric field. The yield is characterized by a broad plateau and by a maximum (cutoff) photon energy given by \( \hbar \omega_{\text{max}} \approx I_p + 3.17 U_p \), where \( I_p \) is the ionization potential of the gas and \( U_p \propto I^2 \) is the ponderomotive energy, \( I \) is the laser peak intensity and \( \lambda \) is the central wavelength of the driving laser pulse. The ponderomotive energy represents the mean kinetic energy of a free electron oscillating in the laser field.

Various techniques have been proposed to confine the generation process to a single event: spectral, temporal and spatial gating techniques have been successfully implemented [10, 11]. The first demonstration of isolated attosecond pulses was achieved by using a spectral gating method, based on the selection of the cutoff spectral region of the broad extreme ultraviolet spectrum obtained by HHG driven by few-optical cycle pulses [12]. The cutoff portion of the XUV spectrum is indeed generated only near the peak of the driving field thus corresponding to light emitted only within one-half of the laser oscillation period. This scheme requires the use of intense sub-5-fs fundamental pulses, with stabilized carrier-envelope phase (CEP). Isolated attosecond pulses with a temporal duration down to 80 as have been generated using this method [13].

\[ \hbar \omega_{\text{max}} \approx I_p + 3.17 U_p \]

2. Temporal gating for the generation of isolated attosecond pulses. – The temporal gating schemes are based on the generation of an ultrashort temporal window, where harmonic generation process is allowed: if this window is narrower than the temporal separation between two consecutive attosecond pulses, a single pulse can be obtained. The idea is schematically shown in Fig. 1, in the case of a multi-cycle, one-color driving pulse and in the case of a two-color excitation, obtained by adding a second harmonic field to the infrared (IR) driving pulse. In the second case, if the second harmonic is intense enough the time interval between two consecutive attosecond pulses is increased from one-half to one optical cycle. A widely used temporal gating technique, called polarization gating, is based on the strong dependence of the harmonic generation process on the polarization of the driving radiation. Indeed, the generation efficiency strongly decreases upon increasing the ellipticity of the fundamental field. In 1994 Corkum proposed to generate sub-femtosecond pulses by using a driving pulse with a time-dependent polarization state [14]: circular on the leading and trailing edges and almost linear just around the peak of the pulse, where efficient harmonic generation would be confined.

Fig. 1. – Temporal gating: principle of operation in the case of a one- (upper panel) and two-color (lower panel) driving field.
This idea was experimentally implemented in 2006 [15, 16]: isolated pulses as short as 130 as were generated, consisting of close to a single cycle. The polarization gating technique also requires the use of few-optical cycle driving pulses with stable CEP. By using a two-color excitation obtained by adding the second harmonic to the fundamental frequency (double-optical gating, DOG and generalized DOG, GDOG) it is possible to relax the requirements on the duration of the driving pulse [17, 18, 19].

A different temporal gating method is based on the use of the fast sub-cycle ionization dynamics of the neutral atoms of the gas medium in the presence of an high-intensity IR driving pulse [20]. The key elements of this technique, introduced in 2010, are the following: (i) use of linearly polarized few-optical-cycle driving pulses, with stable CEP and peak intensity beyond the saturation intensity of the gas used for HHG, (ii) optimization of the generation geometry in terms of gas pressure, position and thickness of the gas cell, and (iii) presence of a suitable pinhole for spatial filtering of the generated XUV radiation. Isolated attosecond pulses as short as 155 as were generated, with an energy of a few nanojoules [20].

2.2. Light field synthesizer. – Another powerful technique for the generation of isolated attosecond pulses in the optical region is the so called light field synthesizer, developed by Goulielmakis and coworkers [21, 22]. A coherent supercontinuum was first produced by propagating 22-fs pulses at a central wavelength of 790 nm in a 1.1-m-long hollow fiber filled with neon at a pressure of ∼2.3 bar [23]. As a result of the propagation inside the hollow fiber the pulse spectrum broadens over more than two optical octaves, ranging from ∼260 nm to ∼1100 nm. Temporal compression of the output pulses was obtained by using the technique of coherent combination, or synthesis, of various pulses [24]. The beam at the output of the hollow fiber was divided into four beams by dichroic beam-splitters, characterized by broad spectral bandwidths in four different spectral regions: in the deep ultraviolet, from 270 to 350 nm; in the visible-ultraviolet, from 350 to 500 nm; in the visible, from 500 to 700 nm and in the near IR, from 700 to 1100 nm. The pulses in the four arms of the interferometer were subsequently compressed individually by using chirped mirrors, so that the pulses in the individual channels are compressed close to their bandwidth-limited durations. A pair of thin fused silica wedges was inserted in each channel to finely tune the dispersion and the CEP of the pulses in the different channels. The four pulses were then spatially and temporally superimposed in order to generate a single ultrabroadband pulse. Pulses as short as 380 as were measured [23]. The corresponding electric field and instantaneous intensity profile, measured by using the attosecond streaking technique [25], are shown in Fig. 2.

2.3. Attosecond pulses in the soft-X-ray region. – So far several applications of attosecond pulses have been reported in the XUV spectral region, thus restricting investigations to valence or inner valence electron dynamics. The generation of attosecond pulses in the soft-X-ray (SXR) spectral region gives access to a large number of fundamental processes like ultrafast electronic processes in correlated-electron, magnetic and catalytic materials, charge-induced structural rearrangement [27], change in chemical reactivity [3], photodamage of organic materials [28], ultrafast electron diffraction from within a molecule [29]. Particularly important for the investigation of biological processes is the generation of attosecond pulses in the spectral region between the K-shell absorption edge of carbon (284.2 eV) and the K-edge of oxygen (543.1 eV). Indeed, in this spectral region, called water window, the carbon, oxygen and nitrogen atoms of a cell tissue exhibit a high absorption, while their natural water environment is highly transparent.
Since the cutoff energy of the harmonic spectrum scales as $\lambda^2$, a natural way to extend the attosecond pulses towards the SXR region is to increase the driving wavelength. The first experimental demonstration of cutoff extension in HHG by using IR pulses at 1.51 $\mu$m was reported in 2001 [30]. Since then, many groups have developed high-energy optical parametric amplifiers (OPAs) for HHG [31, 32, 33, 34]. The main disadvantage related to the use of long-wavelength driving radiation is associated to the spatial spreading experienced by the wave packet of the re-colliding electron between tunnel ionization and recombination with the parent ion. This effect leads to a smaller recombination probability and to a lower conversion efficiency: the harmonic yield at constant laser intensity scales as $\lambda^{-6.3\pm1.1}$ in xenon and as $\lambda^{-6.5\pm1.1}$ in krypton over the driving wavelength range of 800-1850 nm [35].

In 2012 bright high-harmonic x-ray supercontinua with photon energies ranging from the XUV to 1.6 keV were produced by focusing 3.9-$\mu$m wavelength pulses into a capillary filled with helium at high pressure [26]. This result was obtained on the basis of a careful analysis of the phase-matching conditions for efficient harmonic generation at high-photon energies. Efficient HHG requires macroscopic phase-matching: the driving field and the high-order nonlinear polarization giving rise to harmonic generation have to propagate in phase throughout the medium, thus ensuring a coherent sum of the radiation emitted by many atoms. Phase-matching requires a perfect balance of contributions
from the pressure-dependent neutral atom and free electron dispersions as well as from the pressure-independent geometric dispersion. Experiments and simulations show that the optimal pressure of the gas medium used for HHG increases upon increasing the driving laser wavelength. Figure 3 shows the evolution of the harmonic spectra generated in phase-matched conditions, measured by tuning the central wavelength of the driving laser from the ultraviolet ($\lambda_L = 0.27 \, \mu m$), to the mid-infrared ($\lambda_L = 3.9 \, \mu m$). The optimal gas pressure ranges from $\lesssim 0.1$ atm in the vacuum ultraviolet (VUV) region to tens of atmospheres in the X-ray region [26]. Moreover, the bright phase-matched HHG spectra evolve from a single harmonic in the XUV into a broad X-ray supercontinuum spanning thousands of harmonics in the soft x-ray region.

Recently, the first streaking measurement of water-window attosecond pulses has been reported [36]. In this case attosecond pulses have been generated by using sub-2-cycle, 1.85 - $\mu m$ laser pulses with stable CEP. The attosecond streaking measurements demonstrated an upper limit of the duration of the isolated pulse of $\sim 320$ as.

### 2.4. High-energy isolated attosecond pulses.

Various schemes have been proposed and implemented for the generation of high-energy isolated attosecond pulses [10]. The main target is the possibility to perform attosecond-pump/attosecond-probe experiments, which may typically require peak intensities $> 10^{15}$ W/cm$^2$. Two proof-of-principle experiments have been reported, based on XUV pump-XUV probe experiments on Xe [37] and H$_2$ [38]. XUV pulses with energy in the microjoule range can be generated by using the loose-focusing geometry, in which the driving radiation is focused in
a long gas cell using a long focal length. In 2013 Takahashi and co-workers reported on
the generation of isolated attosecond pulses with a duration of ~ 500 as and an energy
up to 1.3 μJ, corresponding to a conversion efficiency of 10^{-4} [39]. The characteriza-
tion of the attosecond pulses was performed by measuring the second-order autocorrelation
in nitrogen. This impressive result was obtained by combining the loose-focusing ge-
ometry with the use of a two-color driving pulse. The experimental setup is shown in
Fig. 4. Harmonic radiation was generated by using a two-color driving field, obtained
by combining in a collinear geometry a 800-nm pulse with an IR pulse at 1.3 μm central
wavelength, generated by an optical parametric amplifier (OPA) pumped by a portion
of the 800-nm radiation. The xenon target gas was statically filled into the interaction
cell of 12 cm length. The two-color technique was employed already in 2009, with the
generation of intense XUV continua extending beyond 200 eV by combining an intense
few-cycle 800-nm pulse with an IR component [40].

An interesting effect of the use of a two-color driving field is the extension of the
cutoff photon energy. If the ratio between the intensities of the IR and 800-nm pulses,
\( \xi = \frac{I_{IR}}{I_{800}} \), is less than \( \sim 0.3 \), the cutoff energy for the two-color driving field is
approximately given by [41, 42]:

\[
\hbar \omega_{max} \simeq I_p + U_{p0} (3.17 + 1.6 \sqrt{\xi \omega_0 / \omega_1}) + 3.17 U_{p1}
\]

where the subscripts 0 and 1 denote the 800-nm and IR pulses, respectively. Equation
1 shows that the cutoff energy can be increased by the supplementary IR field for the
same laser intensity.

2.5. Attosecond pulses generated by Free Electron Lasers. – Various schemes have
recently been proposed for the generation of ultrashort pulses by using Free Electron
Lasers (FELs), in order to increase by orders of magnitude the photon flux [43]. Many
of these schemes are based on the use of few-optical-cycle laser pulses to modulate the
electron energy or trajectory in a small section of the bunch [44]. The shortest pulse
duration which can be achieved by using a FEL is limited by the FEL cooperation length,
\( \ell_c = \lambda_r / 4\pi \sqrt{3\rho} \), where \( \lambda_r \) is the radiation wavelength and \( \rho \) is the FEL parameter [45].
\( \rho \) is typically on the order of \( \sim 10^{-3} - 10^{-4} \) in high-energy FELs. Therefore, in the case
of 1.25-nm radiation, the shortest pulse duration supported by the FEL is of the order
of \( \ell_c / c \simeq 200 \) as. In general, the length of typical electron bunches in a FEL is longer
than the cooperation length, so that the pulse duration of the generated X-ray pulses is
typically on the order of tens of femtoseconds as limited by the electron bunch length
[43].
Here we cite a single experimental result achieved at the Linac Coherent Light Source by Helm and co-workers [46]. The FEL pulse duration was directly measured by using a single-shot implementation of near-infrared streaking spectroscopy. The experimental scheme is independent of photon energy and it is decoupled from machine parameters. An average duration of 4.4 fs was measured for the FEL pulses. Moreover, an analysis of the pulse substructure has demonstrated the generation of a small percentage of the FEL pulses consisting of individual high-intensity spikes with a duration of the order of hundreds of attoseconds, in good agreement with theoretical predictions. This is a particularly important result, paving the way to the generation of attosecond pulses from a FEL on a reproducible basis.

3. – Attosecond spectroscopy of molecules

The typical time scale of structural changes in molecular systems ranges from picoseconds to femtoseconds. The temporal evolution of electronic wavepackets in molecules, instead, is expected to occur on a sub-femtosecond time scale. Advances in attosecond technology (described in Section 1) have provided unique tools to track in real time ultrafast electron dynamics induced in gas-phase molecules[6]. A typical attosecond experiment is based on the combination of XUV isolated attosecond pulses or attosecond pulse trains with femtosecond NIR pulses. In the following, we will revise the main advances in attosecond molecular spectroscopy based on this time resolved scheme (XUV pump-NIR probe) combined with the detection of charged photofragments or transient XUV spectra. Isolated attosecond pulses have been used together with waveform-controlled ultrashort NIR pulses to control charge localization after sudden ionization of H\textsubscript{2} (D\textsubscript{2}) molecules[47]. More recently, the photoionization of N\textsubscript{2} by isolated attosecond pulses has been investigated with extremely high temporal resolution, by measuring the time-resolved momentum distribution of the charged particles created after the interaction. As a result, a deep understanding of the dissociative dynamics together with crucial information on the shape of the potential energy curves involved in the dissociative process have been retrieved[48]. Molecular nitrogen has also been used as a target for an attosecond transient absorption (ATA) spectroscopy experiment[49]. In this work, a new understanding about bound Rydberg and valence states below the first ionization potential was achieved. Attosecond technology has been also exploited to investigate the ionization dynamics in camphor molecules, providing a new insight of the interaction between light and chiral molecules and representing an excellent example of attosecond spectroscopy of molecular systems of increasing complexity[50].

The first pump-probe experiment in molecules with attosecond time resolution was performed in 2010 by Sansone et al.[47]. Isolated XUV attosecond pulses, with a duration around 400 as and an energy range between 20 and 40 eV, were used in combination with 6 fs, carrier-envelope-phase-stable NIR probe pulses to investigate the photo-induced electron dynamics following the photoionization of hydrogen (H\textsubscript{2}) and deuterium (D\textsubscript{2}) molecules. The attosecond pulse was exploited to suddenly ionize the molecules. Then, the angle-resolved momentum distribution of the produced H\textsuperscript{+} and D\textsuperscript{+} fragments was collected and measured in a velocity map imaging spectrometer (VMI) as a function of the delay between the isolated attosecond pulse and the NIR pulse. In particular, electron localization has been identified by measuring the difference in the yield of H\textsuperscript{+} and D\textsuperscript{+} ions arriving on the left-hand and right-hand sides of the detector. This asymmetry parameter showed sub-cycle oscillations as a function of the delay between the XUV and
the NIR pulses, in the kinetic energy range between 2 and 10 eV. The measured asymmetry was interpreted as a clear indication of electron localization resulting from the coherent superposition of gerade and ungerade states of the molecule. The experiment demonstrated that electron localization, following XUV-induced dissociative ionization of hydrogen, can be induced by the presence of an external NIR field. In particular, the localization arises from two different mechanisms, where the probe NIR pulse acts on the photoionization of the molecule or on the dissociation of the molecular ion. In the first case, charge localization results from quantum interference involving autoionizing states and the laser-dressed wavefunction of the outgoing electron. In the second case, charge localization is initiated by laser-induced population transfer between different electronic states of the molecular ion. This pioneering result demonstrated for the first time the possibility to exploit attosecond technology to gain access to the electron dynamics in a molecule.

One year after this experiment, the same molecule was investigated by Kelkensberg et al. using a similar approach. Nevertheless, for this experiment an XUV attosecond pulse train was combined with a relatively long NIR pulse with moderate peak intensity \(3 \cdot 10^{13} \text{ W/cm}^{-2}\). Compared to the previously described experiment, where isolated attosecond pulses were used to initiate the electron dynamics subsequently probed by the NIR field, in this case the attosecond pulse train was used to photoionize molecular hydrogen in the co-presence of the NIR pulse in order to selectively excite specific electronic states [51].

Following these pioneering experiments performed in the simplest molecule, namely hydrogen, many works have been conducted to explore the intrinsic nature of the electronic motion and to investigate the dissociative dynamics in molecules of increasing complexity. In 2011, Siu and coworkers demonstrated the possibility of controlling \(O_2^+\) dissociation again by using the combination of an XUV pulse train and a long NIR pulse. In this work, the NIR probe pulse was used to control the couplings between different electronic states in the molecular ion after XUV photoionization[52]. Few years later, Görlin et al. investigated the photodissociation of the same molecule by detecting charged fragments and photoelectrons in coincidence using a reaction microscope. In this case, the attosecond resolution provided by the experiment has been crucial to achieve a new understanding of the vibrational motion occurring in the binding potential of the parent ion \(O_2^+\), as well as to gain a deeper insight into the potential energy curves involved in the ultrafast process[53]. Other important results were obtained in the same period, achieving an unprecedented knowledge of photo-induced ultrafast processes occurring in multi-electron diatomic and small polyatomic molecules[54, 55].

Among these works, it is worth mentioning the extensive studies on ultrafast dissociative ionization of molecular nitrogen induced by attosecond pulses. Molecular nitrogen is the most abundant species in the Earth’s atmosphere, and the investigation of the electron dynamics following the absorption of high-energy photons represents a unique tool to better understand the origin of many radiative-transfer processes occurring in the upper layers of the planetary atmospheres. In this perspective, Eckstein et al. recently investigated the dissociative ionization of molecular nitrogen at selected XUV photon energies using a table-top XUV time-compensated monochromator [56]. In this work, the photoionization induced by monochromatic XUV pulses has been probed by time delayed NIR pulses with the detection of charged photoions and photoelectrons. As a
Fig. 5. – Time-dependent $N^+$ kinetic energy spectra acquired within the pump-probe delay interval 5-16 fs. (b) Simulation of time-dependent $N^+$ kinetic energy spectra in the same delay interval. Reprinted with permission from Ref. [48].

result, the main dissociation channels resulting from inner-valence ionization have been assigned, which could be influential for modelling of atmospheric chemistry [57].

One of the most important challenges in attosecond spectroscopy is extrapolating results from the broadband excitation intrinsically associated to such extremely short light transients. As mentioned above, a prototypical attosecond excitation inevitably leads to the superposition of a large number of electronic states in the target and the interpretation of the experimental results in this regime of excitation is already an extreme challenge for small molecules. Therefore, theoretical models including a precise description of the potential energy curves and couplings between all the electronic states represent a crucial tool to guide the experimental results.

Recently, Trabattoni et al [48] investigated the dissociative ionization dynamics of molecular nitrogen with extremely high temporal resolution by exploiting a combination of state-of-art attosecond technology and a sophisticated theoretical model. In this way it has been possible to access precise information on the shape of the potential energy curves involved in the dissociative mechanism. In the experiment, an ensemble of nitrogen molecules was photoionized by a sub-300-as attosecond pump pulse in the energy range between 16 and 50 eV, in combination with a waveform-controlled sub-4 fs NIR probe pulse. The angle-resolved momentum distribution of the $N^+$ fragments was measured with a velocity map imaging spectrometer as a function of the delay between the attosecond pump pulse and the NIR probe pulse. Figure 5(a) shows the delay-dependent kinetic energy spectrum of $N^+$, obtained by integration of the angular distribution over a small angle along the laser polarization axis. In the figure a pump-probe delay range between 5 and 16 fs is reported. Two main features can be observed in the pump-probe map: (i) the depletion of the signal at 1 eV occurring around 8 fs after the zero delay,
(ii) the appearance of a fringe pattern in the same delay range, with a periodicity of 1.22 fs. Furthermore, the modulation shows an energy-dependent phase, resulting in a tilt of

![Fig. 6. Four-state model, where the $F^2\Sigma_g$, $3^2\Sigma_g$, $C^2\Sigma_u$ and $5^2\Sigma_u$ are considered. Reprinted with permission from Ref. [48].](image)

the fringes. In order to unravel the intricate experimental observations, a sophisticated theoretical model was developed. The time-dependent Schrödinger equation (TDSE) has been solved for a set of 616 diabatic excited states of $N_2^+$, where all the couplings induced by the NIR probe pulse between the states were considered. Then, the TDSE was solved by using a split-operator technique in combination with fast-Fourier techniques. In this approach, the nuclear wave packet (NWP) is discretized on a grid of internuclear distances and the propagation of the wave packet is performed on a set of coupled diabatic electronic states calculated on the same grid. Figure 5(b) shows the numerical calculation of the delay-dependent kinetic energy of the $N^+$ fragments, simulating the experimental parameters. As can be seen from this figure, the numerical results are in a very good agreement with the experimental ones in the energy region 0-2.5 eV. As a side effect of such a precise numerical calculation, the physical interpretation of the ultrafast process occurring in the molecular ion remains unclear, as well as the specific potential energy curves involved in the dynamics. For this reason, a simplified model was introduced, for which only four states were considered, namely the $F^2\Sigma_g$, $3^2\Sigma_g$, $C^2\Sigma_u$ and $5^2\Sigma_u$ states. This simplified model was able to reproduce the main features observed in the experiment. It also allows one to unravel the physics occurring in the molecule, as schematically represented in figure 6: the depletion of the signal around 1 eV is a consequence of resonant single-photon transitions from the $F^2\Sigma_g$ state to the $5^2\Sigma_u$ state and from the $F^2\Sigma_g$ state to the $C^2\Sigma_u$ state induced by the NIR probe pulse (black double-headed arrows in the figure). The measured delay of 8 fs for the depletion corresponds to the time required by the NWP to reach the single-photon transition point, where the couplings between the states listed above is strong enough to efficiently induce population transfer. Additionally, the ultrafast periodic modulation observed on top of the depletion results from the interference between the initial population of the $3^2\Sigma_g$ state and the population transferred to the $3^2\Sigma_g$ state from the $F^2\Sigma_g$ state via a two-photon transition, where the $5^2\Sigma_u$ state is exploited as a virtual intermediate state.
The tilt in the fringes can be easily interpreted as a consequence of the dispersion accumulated by the components of the NWP along the potential energy curves. From this time-versus-energy dependence one can extract precise information about the quantum path followed by the nuclear wave packet, namely the shape of the potential energy curves involved in the interference. By artificially altering the slope of the $3^2\Sigma_g$ state in the simulation, the resulting tilt in the fringes is dramatically affected and it is no longer in agreement with the experimental data. In addition, the sophisticated model developed here provided accurate values for the dissociative ionization yields. It revealed that realistic modelling of the nitrogen photochemistry should also incorporate large amounts of nitrogen atoms or ions in various excited states, which are expected to have a different reactivity.

The experiments described above investigated the photoinduced electron dynamics occurring in molecules by measuring the angle-resolved momentum distribution and the time-dependent yield of the charge particles (ions or electrons) created on target. Similar results can be obtained by using all-optical techniques that do not require the detection charged particles. Among these, attosecond transient absorption (ATA) spectroscopy is a powerful method to access novel ultrafast dynamics occurring in the highly excited states of atoms and molecules[58].

In a prototypical ATA experiment, an attosecond pulse train or an isolated attosecond pulse is transmitted through a target, for example a high-density gaseous ensemble or a thin-film sample. Here the attosecond pulse excites a coherent superposition of dipole-allowed electronic excited states, that corresponds to a time-dependent charge distribution in the target. This photoinduced polarization in the target is responsible for the emission of photons that interfere with the incident XUV field, resulting in novel features in the absorption spectrum of the attosecond pulses. The absorption spectrum in the spectral range covered by the attosecond pulses is measured by an XUV spectrometer. As in the most conventional approach for attosecond spectroscopy, the attosecond pump pulse is combined with a femtosecond NIR probe pulse. This NIR pulse modifies the photo-induced polarization of the target by ionizing or coupling adjacent electronic states. The measurement of the XUV absorption spectrum as a function of the pump probe delay is the main observable of this technique. ATA spectroscopy provides an excellent tool to achieve time and energy resolution at the same time. The temporal resolution is defined by the duration of the pump and the probe pulses and by the stability in the relative delay, while the energy resolution is defined by the resolution of the XUV spectrometer. In the last few years, ATA spectroscopy was widely used to explore ultrafast dynamics in atoms. The temporal evolution of electronic Rydberg wavepackets was observed[59, 60, 61], as well as the creation of transient light-induced states[62, 63]. In 2014, Ott and coworkers demonstrated the ability of retrieving the correlated two electron dynamics occurring in helium[64]. Recent works have extended this technique to small molecular systems, demonstrating the ability of ATA experiments to reach a new understanding of ultrafast electronic processes occurring in molecules. In particular, Reduzzi et al. were able to measure the lifetime of autoionizing Rydberg states in molecular nitrogen, and to track a number of quantum beatings between electronic states. The amplitude of the quantum beats was even controlled by a proper shaping of the initial wavepacket created by the attosecond pulses[65].

More recently, ATA has been used to measure oscillatory dynamics in $N_2$ after creation of a wavepacket including both bound Rydberg states and valence electronic states [49]. In this work a coherent superposition of bound electronic states was prepared in the
molecule by an isolated attosecond pulse. To do this end, the spectrum of the attosecond pulse was properly filtered in order to cover the energy region between 12 and 17 eV. Then, a delayed 6-fs NIR pulse was used to modify the structure of the wavepacket by coupling adjacent electronic states. Fig. 7 reports the delay-dependent absorption spectrum. As can be observed in the figure, the ATA spectra showed clear oscillations with a period of 50 fs, which has been assigned to the vibrational dynamics in a valence state. The oscillations observed in individual vibrational levels allow one to access the anharmonicity of the potential well and allows the interplay between valence vibrational levels and Rydberg vibrational levels to be identified. A simple model developed within the framework of the Born-Oppenheimer-approximation was introduced in order to describe the possible quantum pathways induced by the probe pulse between adjacent states. The NIR induced couplings are acting as a filter for the electronic excitation, drastically reducing the number of states contributing to the observed quantum beats. Indeed, a simplified model considering only 12 electronic states was able to well reproduce the bound state dynamics of the nuclear wavepacket. This experiment represents an important example of ATA spectroscopy applied to simple molecules and opens the perspective for achieving a deep understanding of ultrafast non-adiabatic dynamics in more complex molecular systems.

Fig. 7. – The delay dependent absorption of nitrogen for time delays out to 1 ps shown in the 12.4-14.5 eV energy range. The color scale represents absorption. Adapted from Ref. [49]
It is worth mentioning that Beaulieu et al. recently performed an experiment of self-referenced attosecond photoelectron interferometry, where circularly polarized UV and NIR photons were exploited to drive photoionization of chiral molecules\cite{50}. In particular, by using a superposition of 400-nm and 800-nm laser pulses they were able to measure asymmetric delays in the electron photo-emission from camphor molecules, on both femtosecond and attosecond time scales. This novel approach of attosecond spectroscopy allows for attosecond quantum control and for a better understanding of the chiral interaction with light.

Attosecond photoelectron spectroscopy has been recognized to be sensitive to the electron scattering phase, or, more precisely, to its energy derivative, known as the Wigner-Smith delay. Recently, Huppert et al. demonstrated that attosecond interferometry, based on the use of an XUV attosecond pulse train and a synchronized infrared pulse, can be successfully transposed to small triatomic molecules in both gas and liquid phase\cite{66}. Energy-dependent photoionisation delays have been retrieved for both N$_2$O and H$_2$O in the photon-energy range between 20 eV and 40 eV. The remarkable energy dependence of the delays measured in the case of N$_2$O has been assigned to the presence of shape resonances, while the smooth decrease in delays measured as a function of the photon energy for H$_2$O has been found to simply reflect the energy dependence of the Coulomb phase shifts.

In summary, the experiments described in this section demonstrates the ability of attosecond spectroscopy to track ultrafast electron and nuclear dynamics in molecules with increasing complexity. The presented works have paved the way to a new class of experiments aimed at investigating the role of the electron and nuclear dynamics in the photochemistry of bio-chemically relevant molecules.

4. – Charge migration in bio-relevant molecules

An essential part of the molecular processes in life is the control and transfer of electrical charge within large molecules. Charge transfer can occur in several ways and on different timescales, and this review will focus on the limiting case of charge migration which has been defined as changes in electron density without significant nuclear motion\cite{67, 68, 5}. In line with the Born–Oppenheimer approximation, factorizing the total wavefunction into separate wavefunctions for the electronic and the nuclear/vibrational coordinates, it is theoretically attractive to be able to study fast changes in electron density while keeping the molecular backbone fixed. The validity of such an approximation and the ways in which nuclear motion eventually leads to “decoherence” or blurring of short-time charge density oscillations is currently an active area of theoretical research\cite{69, 70}. At the same time, the first time-resolved measurements of oscillations due to pure charge migration have been reported with attosecond methods.

Photoionization of an isolated molecule by a coherent broadband pulse excites a superposition of molecular orbitals at different energies, leading to a beating/oscillation in the total probability amplitude for the localization of the electron-hole within the molecule. Depending on the energy separation of the contributing states, the observable oscillation can be predicted to have periods of a few femtoseconds to hundreds of attoseconds\cite{71, 68}. A superposition of different electronic states can also be created without requiring a broadband pulse, due to intrinsic electron–electron correlation effects in the molecule (final-state correlation). This kind of excitation can be simulated without
assuming a specific pulse shape and if the initial hole is localized at a particular site of the molecule it is natural to expect a distinct migration of this hole to be observable. To prepare such a hole tends to require high photon energies, to remove an electron from a core or inner orbital (possibly also resulting in double ionization) [5, 7, 72, 73]. Since pump–probe resolution below 10 fs is not yet available with x-ray free electron lasers [74] the temporal observations of charge migration to date were obtained with attosecond pulses in the XUV spectral region. Charge migration in polyatomic molecules has been part of several recent reviews, with emphasis on theory [70] or experiment [11, 68].

Photolyase proteins are biological systems where the intricate electron transport mechanisms have been widely investigated, following near-UV photoexcitation this mechanism aids repairing the photo-damaged DNA. In this class of proteins, there is a sequence of aromatic amino acids whose role in the charge transfer was recently examined through simulations [76]. Aromatic amino acids such as tryptophan, tyrosine and phenylalanine are indeed considered the nano-sized antenna of proteins as they can capture light very efficiently. For these reason they have been investigated also with attosecond methods, which led to the first time-resolved evidence of charge migration in a biologically relevant molecule [71]. We will here summarize the key point of those experiments.
Fig. 9. – The doubly charged immonium yield from phenylalanine, with better time resolution, and the residual oscillation after subtracting the smoothed step function. Figure from [71, Fig. 2] with the molecular structure inset from [75] which indicates the two highest-energy molecular orbitals ($n_N$ at the amine-nitrogen and $\pi_1$ at the phenyl group).

Fig. 10. – Simulated variation in hole density on phenylalanine (+ in yellow, − in blue) after exposure to an isolated attosecond pulse. Reprinted with permission from Ref. [71].
Figure 8(a) gives an overview of the experimental set-up, where a a few-cycle near-infrared (NIR) laser pulse is split into one beam for generation of attosecond pulses and one beam for use as a probe at an adjustable delay. Attosecond pulses in the XUV region are generated with a spectrum extending from 15–16 eV to 35–40 eV, after polarization gating and passage through an aluminium filter. In the first set of experiments with the three amino acids shown in Figure 8(b), XUV pulses of 1.5 fs (and NIR pulses of 6 fs) duration were used in order to maximise the photon flux [75], while the subsequent experiment in phenylalanine used isolated attosecond pulses shorter than 300 as (and NIR pulses of 4.5 fs) to achieve the best time resolution[11]. The samples were transferred to the interaction region of a mass spectrometer at first by laser-induced acoustic desorption (LIAD) [75] and afterwards by simple laser-induced evaporation [11]. Mass spectra of the produced ions were recorded as function of the pump–probe delay. Details about the production of biomolecules in the gas phase will be provided in Section 6. Each amino acid can produce a doubly charged immonium-type ion after double ionization and loss of the carboxyl COOH group, and as seen in Figure 8(b) these fragments demonstrate a strong time dependence. The probing pulse is not able to create doubly charged immonium ions at negative delays, before XUV-photoionization has occurred. At positive delays the yield of the doubly charged fragments decrease with lifetimes of 20–25 fs, which demonstrates that an ultrafast relaxation has occurred, depleting the state produced by XUV-photoionization. Such a time scale is compatible with prompt motion of the nuclei away from the Franck–Condon region on steep potential energy gradients of the excited state.

In phenylalanine, the follow-up experiment with improved time resolution revealed a few-femtosecond periodic modulation overlaid on the smooth step function of the yield of doubly charged immonium, as can be seen in Figure 9. The yield turned out to be oscillating with a period of 4.3 fs, which does not correspond to the single optical cycle (∼ 2.6 fs) of the probing NIR pulse and it is well below the shortest vibrational mode of phenylalanine (9 fs period). Extensive theoretical simulations (more details are provided in Section 7), using the spectrum of the actual XUV pulse to ionize and excite a superposition of 32 states, but neglecting the probing NIR field, allowed the beating of the ion yield to be identified as mainly representing periodic electron density charge fluctuations around the amine group (top, right region of the molecule in Figure 9) [71].

It is worth mentioning that the pure electron dynamics indicated as charge migration is not the only process predicted to occur immediately after sudden ionization. Recently, a theoretical prediction of sudden charge transfer was indeed made for glycine when starting from a localized core-hole (oxygen 2s−2, representing Auger double ionization): Figure 11(a) shows, by charge densities, that one of the holes is completely transferred to the nitrogen atom at the other end of the molecule within 4 fs although this also involves bond length changes of 0.3 Å[7]. A few femtoseconds later the hole is partially returned and diffused. As a result of strong non-adiabatic couplings the charge can be driven from one molecular site to another on a very fast time scale, competing with the charge migration process.

It may be worth noting that there is no strict definition of how much nuclear motion should be tolerated within the classification of molecular dynamics as charge migration. Although the transfer of a proton to a different site[77, 78] would not qualify, less dramatic coordinate changes typically play a role in defining a reaction path through the potential energy landscape of the electronic states (e.g. by conical intersections) and according to recent theoretical work this may occur even in a few femtoseconds[7, 79]. Experimentally,
it is still possible to distinguish a new paradigm of electron-centered time-resolved studies of molecules enabled by attosecond and few-femtosecond light sources. Nuclear motion on longer timescales has been studied on the picosecond and multi-femtosecond timescales with pump–probe schemes for some time now, using ionization [80, 81] or spectrally resolved absorption [82, 83, 84]. The latter method, known as 2D electronic absorption spectroscopy can trace population changes in spectrally distinct bound states, which can reveal charge migration/transfer when the chromophores are located in different parts of a molecule. Somewhat analogously, as detailed also in Section 3, attosecond methods can be grouped into those probing by ionization (detecting the ions and/or electrons) and those probing by transient absorption[85, 73], both with the promise of tracing the electronic origin of photochemical reactions.

Typically, a photoionized or excited molecule is no longer at an equilibrium geometry. Nuclear motion is thus induced in the form of vibrational modes or Coulomb explosion. Although nuclear motion can be considered as a coherent wavepacket, the fact that we have a superposition of electronic states complicates the picture. Initial electronic oscillations are expected to be washed out as the nuclear coordinates change, which tends to shift the eigen-frequencies of the electronic states rather arbitrarily and presumably prevent a well-defined beating frequency from remaining. However, observable electronic oscillations can be sustained for more some 10 or 20 fs in particular cases where multiple electronic states have parallel potential energy curves/surfaces.[69, 70]. A more detailed discussion on the theoretical description of the effects of nuclear dynamics on the electronic coherences is discussed in Section 7.

Migration of electron/hole density from a donor site to an acceptor site, without long-range motion of nuclei, can still be observed after decoherence if the associated
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(localized/chromophore) states have spectrally different signatures. This type of process is of great interest in molecules involved in biological photoreactions such as vision and photosynthesis, of which many studies have been made using 2D electronic absorption spectroscopy [82, 83, 84] whereby the population of distinct electronic states is followed through spectrally resolved absorption and stimulated emission measurements, using two or more laser pulses. The state-population changes observed lie on the scale of hundreds of femtoseconds or more, with detailed information coming from the spectral resolution.

5. – Ultrafast spectroscopy of DNA subunits

Another class of biologically relevant molecules that has consistently shown very fast decays of the excited state are the sub-units of DNA/RNA. There is a particularly strong interest in the dynamics of excited DNA and RNA, for multiple reasons:

- It has an essential role as information carrier in biology, with applications in medicine and possibly other types of molecular machines.
- Yet, the nucleobases strongly absorb UV radiation which leads to excitations with the potential to disrupt the genetic information. What are the mechanisms that allow this energy to be dissipated without unacceptable rates of mutations? What role did UV absorption play in the initial stages of the appearance of life?
- The balance between stability and radiation damage is a key issue for radiation therapy of cancer tumors, where the aim is to confine the irreparable damage to the tumor cells while sparing surrounding tissue.
- A single or double strand of DNA/RNA offers a nearly one-dimensional structure built up from a handful of specific units which can be studied in isolation and in well-defined sequences up to macromolecular size. A step-wise characterization of their dynamics may therefore be more feasible than for more monolithic biological systems (e.g. the large and three-dimensionally intricate structures of proteins).
- A DNA/RNA strand allows relatively long-range charge transport, which can be discussed in terms of electrons, holes, excitons or excimers/exciplexes[86, 87]. Combined with the information carrying capacity, this has led to discussions of applications in molecular machines and organic electronics[88, 89, 90].

The nucleobases (adenine, cytosine, guanine, and thymine/uracil) and nucleosides (nucleobase bound to sugar) all absorb strongly in the UV (mainly 230–280 nm, in the UVB band) where more sunlight is available. The peak cross sections are approximately $2 \times 10^{-18}$ cm$^2$ (molar extinction coefficients of $10^4$ M$^{-1}$ cm$^{-1}$) [87, 90]. UV-excitation leads to the lowest singlet state, denoted $S_{\pi\pi}^*$ (or equivalently $^1\pi\pi^*$), with an electron promoted from the highest occupied molecular orbital (HOMO) to the lowest normally unoccupied orbital (LUMO). The biologically relevant consequences of UV photoreactions in nucleic acids and the DNA macromolecule involves molecular dynamics on different size- and time-scales, and based mostly on the comprehensive reviews by Middleton et al. in 2009[87] and Barbatti et al. in 2015[90] a basic overview will be given in the following. Although studies of single nucleobases revealed sub-picosecond relaxation times already in year 2000[93, 94], it is only recently that theoretical
progress and experiments involving pairing and stacking into larger structures has begun to establish a more accurate picture of the biologically relevant photochemistry.

Considering first the case of separate molecules, experiments indicate rather similar rapid relaxations of the initial excitation, regardlessly of whether fluorescence or ion yield is studied as seen in Figure 12. The decay lifetimes of a few hundred femtoseconds are also relatively unaffected by whether the environment is vacuum, water, methanol or acetonitrile and by whether a sugar is attached to the base[87, 91, 95]. The explanation for the fast relaxation is that a conical intersection towards the ground state is reached.

Fig. 12. – Ultrafast relaxation of excited states in nucleosides, from experiments using (top four) fluorescence after UV-photoexcitation (reprinted with permission from Ref. [91]) or (bottom four) ion yield after XUV-ionization and NIR-probing (reprinted with permission from Ref. [92]). In the top four panels nucleosides are shown in black, nucleotides in red, but among nucleobases only thymine (green) and uracil (blue) are included. The time resolution is indicated by an apparatus function (gray curve). The lower four panels show (a) adenosine, (b) guanosine, (c) cytidine and (d) thymidine. Note that the upper four and the lower four panels differ in the ordering of the bases by a swapping of the guanosine (b) and cytidine (c) panels.
with a large quantum yield and no significant potential energy barrier. The potential energy surface of the excited $S_{\pi\pi}$ state can be relatively flat with respect to the relevant vibrational coordinates while the main cause of the conical intersection is the increasing energy of the ground state when deviating from planar geometry. For adenine, Figure 13 illustrates the central potential energy landscape along two puckering (out-of-plane deformations) coordinates of the carbon backbone and one N–H bond elongation coordinate [90]. For uracil, it has been similarly demonstrated the presence of a conical intersection that is enabled by displacing a hydrogen atom from the molecular plane [91]. Gradually, the trajectory in the potential energy landscape converts electronic excitation energy into vibrational energy, and interaction with the solvent allows this to be dissipated as heat. Although the 4.1–5.4 eV range of energy deposited by the UV photon would be sufficient to break a bond, the efficient conical intersection and vibrational relaxation gives a high probability for the molecule to return to the ground state without any permanent change. The probability of reaching the favorable conical intersection may however be influenced by the presence of a $S_{n\pi}$ state[96, 97], not directly accessible by photoexcitation, but its role is not well understood – particularly in the pyrimidine bases (cytosine, thymine and uracil) the experimental findings have been hard to reconcile. It has also been noted that the $S_{n\pi}$ potential energy surface is very sensitive to the chemical environment[91, 90].

In the case of a strand of DNA or RNA, the adjacent nucleobases are stacked close enough to let the electron and hole be localized on adjacent nucleobases (a charge-transfer state) or delocalized over the pair of molecules[86, 87]. This is called an excimer (excited dimer) in the case of equal bases or an exciplex in the case of two or more unequal bases. Particularly at the high-energy side of the UV-absorption band, excimer states may also be directly populated by the photoabsorption, but much uncertainty remains over the energetics of these states[98]. The probability for the initial excitation to be converted to an excimer is high according to experiments (in some cases above 50%)[86, 87], although simulations suggest that the rate is highly sensitive to the conformation of the bases.
Fig. 14. – Illustration of ultrafast relaxation of nucleobases: the electron dynamics after UV-excitation to the singlet $\pi\pi^*$ state is strongly dependent on whether they are stacked in an RNA/DNA-strand or in the form of separate molecules. Reprinted with permission from Ref. [87].

(dependent on the flexibility of DNA, not occurring in the nominal geometry)[98]. The excimers have been shown to have comparably long lifetimes, from 10 to 200 ps [90, 98]. This means that the intrinsic photostability of isolated nucleotides due to fast relaxation to the ground state, does not trivially translate to stability of the DNA macromolecule. The main decay mechanism of the excimers seems to be recombination of the electron and hole on a single base, so that the local ultrafast intra-molecular reaction path can be followed to the ground state. Figure 14, taken from Middleton et al.[87], gives an overview of the time scales for the key relaxation paths now unravelled for stacked and free nucleosides.

The excimer formation in DNA/RNA strands is thus acting as a trap, extending the lifetime of the electronic excitation and delaying the dissipation into heat. While involving more than one nucleobase in the relaxation does open up more vibrational degrees of freedom[98], one may expect that a longer time of propagation on potential energy surfaces more than 3 eV above the ground state increases the risk of entering a reaction path towards structural damage. The most common type of genetic damage is cyclobutane-pyrimidine-dimer (CPD) formation, where two neighbouring pyrimidine bases (e.g. a -T-T- sequence) are fused, and this has been seen to occur within 1 ps[90]. Some studies showed additional dynamics (sub-picosecond proton transfer) between pairs of free complementary bases, but it does not seem to occur when the base-pairs are stacked into double-strand DNA[87]. The electronic excitation and the molecular dynamics thus appears fairly constrained to one of the strands in the double-helix[86]. This, and the fact that the excimer/exciplex lifetime is much longer than in isolated bases, might be rationalized as accepting a higher rate of DNA damage that is limited to a single strand, in order to minimize the risk of double-strand damage. In the presence of efficient repair mechanisms that can use the complementary DNA strand as template, the selective pressure for maintaining the genetic information would mainly be concerned with double-
sided disruptions. It is also plausible that selection of the nucleobases occurred during the prebiotic stage before genetic information needed to be preserved, simply by virtue of their remarkably high UV-stability as individual molecules[91].

In addition to the UV photoexcitation described above, tissue and DNA can be exposed to high-energy ionizing radiation from cosmic rays, radioactive materials and during radiation therapy of cancer tumors. As water is the most abundant molecule in the human tissue, actual DNA damage is mainly occurring via secondary electrons or radical molecules. The secondary electrons have a continuous distribution of low kinetic energies, below roughly 30 eV, just like the XUV attosecond pulses most easily produced from a visible or NIR laser. We have therefore used attosecond pulses as a proxy for depositing this amount of energy in nucleobases and nucleosides, to start exploring all the ultrafast relaxation pathways resulting from the strong non-adiabatic couplings in a higher energy range than the UV, and typically after ionization of the molecule.

One study was made to compare thymine with its (deoxyribo-)nucleoside thymidine[99], the results of this investigation are shown in Figure 15. As in the previous Section (Figure 8), a 4.5 fs NIR laser pulse is used as probe and mass spectra of the ionic fragment are recorded as function of the probe delay.

The stability of ionized thymidine is relatively low, with the intact parent ion representing only 1.6 % of the total ion yield, while the ionized sugar-side of the molecule accounts for 12 % and the ionized base-side 5 %. Absorption of the NIR probe after the XUV further facilitates fragmentation of the cation, increasing the yields of small ionic fragments and reducing the yield for large fragments, but this effect decays in most cases if the NIR pulse is sent much later – indicating timescales for the relaxation of the thymine ion away from the states and geometries where the probe can influence the reaction path. Lifetimes from 40 to 210 fs were fitted for these decays, and with more than 68 % confidence the lifetime relating to $\text{C}_3\text{H}_5\text{O}^+$ (part of the sugar) production is shorter than those relating to (base)$^+$ and the ejection of CHN$^+$ or $\text{C}_2\text{H}_3^+$.

For some fragments ((sugar)$^+$ and $\text{C}_2\text{H}_3\text{O}^+$) the effect of the probe grows stronger rather than weaker for later probing times, meaning that a reaction path needs to be followed (represented by transient lifetimes of 20–50 fs) before they become susceptible to
the probe’s effect. The probe is enhancing the C₂HO⁺ yield and depleting the sugar⁺, so if C₂HO⁺ is assigned as coming from the sugar-side of the molecule the probe-controlled branching between these final-state ions occurs after the charge has been confined to the sugar side. However, from the mass spectrum it is not certain that 41 u is only C₂HO⁺, the same mass could have a contribution from C₂H₃N⁺ which would be from the base side.

In the absence of the sugar part, the base, thymine, accounts for 7% of its mass spectrum, which is rather similar to its 5% yield as fragment from thymidine where the base ion was the most abundant fragment. Considering also that thymine gives fewer fragment ions without any dependence on probe delay[99], it seems likely that the most vivid, or most easily probe-influenced, hole dynamics in thymidine was occurring on the sugar side. The observed timescales of transient states are consistent with nuclear motion on potential energy surfaces, towards internal conversion to other electronic states. The potential energy surface region explored before probing does not appear to excite any fast vibrational modes, since as all the dynamics could be fitted by single-exponential curves without oscillations. Although oscillations with periods below the 3 fs step size can not be excluded, it can be mentioned that no convincing hints of faster dynamics were seen in this specific case. As mentioned above, a broadband XUV pulse populates a superposition of many valence-hole states, which tend to be less localized, making it far from expected that the total charge density would exhibit clear oscillations at any particular site. Decoherence due to rapid nuclear motion would further reduce the chance of a sustained beating.

6. – Techniques for the production of biomolecules in gas-phase

Experiments on the spectroscopy and dynamics of biomolecules in the gas phase are in the minority when compared to studies in solution. However, when using extreme ultraviolet (EUV) attosecond light pulses to interrogate biomolecular dynamics, studies are generally only possible for isolated molecules in vacuum. As extreme ultraviolet light (\(\lambda\) 100 eV) has a penetration depth of only 100 nm in water, which is smaller than liquid jet diameters, the application of transient absorption spectroscopy to the attosecond regime is challenging. As progress is made towards producing attosecond pulses at in the water window (280-540 eV) and beyond, via either harmonic generation or free electron lasers, greater water penetration will be possible [100, 101, 102, 103]. This will open up attosecond transient absorption spectroscopy of inner shell transitions for biomolecules in solution. A template for such measurements has already been demonstrated in the gas phase where K-shell absorption spectroscopy with a free electron pulse has been employed to interrogate ultrafast internal conversion in the DNA base thymine. Other atomic and molecular targets have been similarly probed [104], but so far no equivalent measurements have been made for biomolecules in solution.

An alternative approach for attosecond studies of biomolecules in their native environment is to use electron at the surface of a liquid jets containing solvated biomolecules. Recently a number of experiments have been set up to acquire photoelectron spectra from liquid jets, with the ultrafast behaviour of solvated electrons of particular interest [105, 106, 107]. Again these techniques have yet to be applied to solvated biomolecules and in such experiments the background signal from the solvent could be overwhelming. A more achievable solution in the new future could come from studying partially solvated single molecules in a size selected cluster [108, 109].

While gas phase measurements are not an exact analog of in vivo biomolecular func-
tion, the ability to study the intrinsic properties of key biomolecular sub-units via experiment and theory is necessary for gaining fundamental insight into biological processes. For some biological chromophores which are embedded in proteins, their environments are actually closer to vacuum than solution. For example mammalian vision is initiated by an ultrafast isomerisation of the retinal chromophore inside the rhodopsin protein citeGaravelli1997,Gai1998 and the absorption spectrum of the green fluorescent protein chromophore in vacuum is closer to that found in the protein than in solution [110]. Therefore the study of ultrafast processes in biomolecules in the gas phase is relevant, particularly those approaching the attosecond regime. The initial response of biomolecular systems to instantaneous ionization events (driven by high energy photon or particle impact) has until recently been out of reach to experimentalists. With the advent of attosecond technology, such processes are now ripe for study but require pure, dense, and stable targets of gas phase biomolecules.

The development of electrospray ionization (ESI) and matrix-assisted laser desorption and ionization (MALDI), for which the Nobel Prize for Chemistry was shared in 2002 [111, 112], has dramatically stimulated studies of biomolecules in the gas phase. These techniques were particularly useful for analytical and structural studies as the molecules tended to be protonated or de-protonated allowing direct coupling to mass analyzers without any additional ionization source. ESI is a particularly soft process which is capable of introducing very large molecules such as proteins into a vacuum. This is achieved by applying a strong electric field at the tip of a capillary containing a solution of the biomolecule. A spray of highly charged droplets is produced with the solvent gradually being evaporated from the droplet due to Coulomb explosion so that only charged, isolated ions remain. Molecular densities produced from ESI are generally too low to be useful for most dynamical studies of biomolecules, although some researchers have overcome these challenges with innovative experiments [113, 114, 115, 116].

A number of alternative techniques have been exploited in order to create gas-phase targets of neutral biomolecules. For smaller building blocks such as nucleobases and
amino acids, direct vaporization from an oven has been effectively used for many years, albeit production of intact molecules is not guaranteed. In order to limit the time for which the molecules experience elevated temperatures and hence avoid de-composition, various schemes shown in Figure 16 are employed.

Expansion of a high-pressure rare gas into vacuum produces a cold jet into which sample molecules can be entrained and cooled via collisions[117]. This is shown in Figure 16(a) where molecules are volatilised by heating a sample contained within the valve. This works effectively for most molecules but pick-up of larger molecules is more difficult and as they are harder to evaporate and have more internal energy which is cooled at a slower rate. In these situations a heavy gas such as xenon is needed. This scheme uses the sample more efficiently than if the oven is outside the valve where a lower fraction of molecules are dragged into the stream. However, the advantage of the latter is that production of clusters is suppressed which is preferable for studies of isolated molecules.

For molecules which have very low vapour pressures, alternative techniques are required. These are based on pulsed laser desorption (LD) from a substrate on which the sample has been deposited. This can result in a very rapid heating rate, up to $10^{12}$ K/s, which causes ablation of the substrate due to a temperature increase of several thousand kelvin from which the sample is also liberated into vacuum. With judicious choice of substrate and wavelength, direct heating of the sample is avoided allowing heavy biomolecular species to be produced[118]. Graphite is a popular substrate choice, which can also be mixed and compacted with the sample[119, 120], but silicon[121] and nanopatterned[122] surfaces have also been used. In MALDI, a matrix which absorbs strongly at the laser wavelength also acts to ionize the sample via charge transfer, allowing direct coupling to a mass spectrometer. As MALDI ionization efficiency is relatively low (< $10^{-4}$)[123], it also produces a dense plume of neutral molecules as well as ions[124], but the complex mix of molecular components makes it less suitable for studies of requiring single component gas phase targets.

The high temperatures generated by LD might seem incompatible with desorption of intact molecules, especially when the activation energies for molecular decomposition are lower than the desorption energy. However, as these temperatures are short-lived and the mobility of sample molecules on the substrate is restricted, fewer reaction coordinates for dissociation are accessible than for desorption. So the desorption rate is much higher than the dissociation rate as it is entropically more favourable[125, 126].

Although LD can produce very large intact molecules they need to be cooled soon after they are desorbed. This is typically achieved by positioning the substrate and sample as close as possible to the nozzle of a pulsed valve without disrupting the gas flow as shown in Figure 16(b). The high number of molecules liberated from the substrate every pulse compensates for the low efficiency of entraining the molecules into the gas stream and transporting to the interaction region. Therefore, LD has been successfully exploited by a number of groups for spectroscopy of biomolecules[127, 128, 129, 130, 131, 132]. The high sample depletion rate can be mitigated by translation of the substrate target area to bring new sample into focus which is essential for modern experiments conducted at high repetition rates[133].

When a high sample purity is required, LD might not be suitable due to presence of substrate contaminants in the gas jet. A cleaner alternative is laser induced acoustic desorption (LIAD) which also has the advantage that the sample is never directly irradiated by the desorption laser. The basic scheme is shown in Figure 16(c) where the sample is deposited on a thin foil but the laser is focussed onto the reverse side of the foil. This technique has been around for more than years[134] but it is only
in recent years that it has come into its own. Unlike MALDI where the desorption is immediately evident from mass spectrometry of the ions produced, probing the neutral plumes requires the use of single-photon ionization[135, 136], electron impact[137], chemical ionization[138, 139, 140], or with the advent of table-top femtosecond lasers, strong field ionization[141, 142, 143].

The foil is typically around 10–15 µm in thickness and made of tantalum or titanium. Sample can be deposited on the surface by drying out droplets or directly rubbing onto the surface. However, with these techniques it is difficult to get uniform coverage and as a result the shot-to-shot variation can be very large. Sample depletion is also an issue. Therefore, fine aerosol deposition and mechanisms to translate fresh samples into the desorbing lasers path are much more effective for experiments requiring better target stability[143]. This technique has produced plume densities which have been estimated at a lower limit of $10^9$ cm$^{-3}$ [141, 143]. This is lower than those achievable by direct LD but produces much cleaner and cluster free plumes. In addition, although the molecules are liberated with internal temperatures greater than typically 150°C, soft ionization techniques have demonstrated that small biomolecular species such as amino acids and DNA nucleosides can be desorbed without any fragmentation[92, 144].

The exact mechanism is still not fully understood but LIAD is somewhat of a misnomer since it is clear that any acoustic waves set up in the foil do not contribute to the desorption process. It has been found that there is a significant delay of about 10 microseconds between application of nanosecond laser pulses and liberation of molecules from the surface which is orders of magnitude longer than the duration of any acoustic waves in the foil[135, 141, 143]. Molecules are also ejected with a central velocity which is independent of the power of the desorbing laser suggesting that the mechanism is related to the mechanical properties of the sample deposited on the foil[135, 143, 145]. The mis-match between the properties of the surface and sample sitting on it is believed to be responsible for stress-induced fracturing of sample islands resulting in release of isolated molecules into the vacuum. This could be caused by the transient thermal stresses induced by the laser, but it has also been shown that as good, if not better, outcomes can be obtained from steady state heating with a CW laser[71, 146]. So a better name for the technique might be Laser Induced Thermal Desorption (LITD).

While LIAD or LITD is a softer desorption technique than LD and has been used for experiments without additional cooling, the high internal temperatures mean this is generally not possible for more labile biomolecules. Therefore, there is interest in developing a similar scheme as that for LD where the molecules are entrained into a gas jet as shown in Figure 16(d). This would produce a pure, cold molecular target, but is unlikely to produce the target densities achievable with direct LD.

More recent developments have also focussed on indirect coupling of mechanical energy to a thin foil to liberate samples. For instance a pulsed valve placed directly behind the foil has been used to generate ions of proteins which had been deposited on the foil along with an ionising matrix as shown in Figure 16(e). This was achieved at ambient pressure with the molecular ions produced directed towards the inlet of a mass spectrometer[147].

Lasers have also been used to generate similar forward momentum to nanoparticles attached to a thin metal film by a technique known as Laser Induced Forward Transfer (LIFT). Initial developments used a thin metal coating deposited on a glass substrate which is heated and vaporized to eject the sample molecules[148]. However, recently a thicker film has been used so that vaporisation is avoided but formation of a blister transfers momentum to the sample liberating it into the gas phase without substantial
Table I. – Comparison of the advantages and disadvantages of different techniques for generating biomolecules in the gas phase. ESI: Electrospray Ionization, MALDI: Matrix Assisted Laser Desorption and Ionization, LD: Laser Desorption, LIAD: Laser Induced Acoustic Desorption, LITD: Laser Induced Thermal Desorption, BB-LIFT: Blister Based Laser Induced Forward Transfer.

<table>
<thead>
<tr>
<th>Technique</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oven</td>
<td>simple, can be incorporated into pulsed valve, consistent density</td>
<td>unsuitable for low vapour pressure samples, thermal decomposition for labile molecules</td>
</tr>
<tr>
<td>ESI</td>
<td>gentle process capable of producing macromolecules, ions produced which can be directly coupled to a mass analyzer</td>
<td>very low densities, no neutral species</td>
</tr>
<tr>
<td>MALDI</td>
<td>large numbers of molecules liberated per laser shot, ions produced which can be directly coupled to a mass analyzer</td>
<td>poor shot-to-shot stability, quick sample depletion, plume contains matrix</td>
</tr>
<tr>
<td>LD</td>
<td>large numbers of molecules liberated per laser shot, intact species produced if immediate entrained in gas jet</td>
<td>poor shot-to-shot stability, quick sample depletion, plume contains substrate</td>
</tr>
<tr>
<td>LIAD/LITD</td>
<td>moderate density, clean, intact, neutral targets produced, molecules not directly irradiated, no clustering</td>
<td>relatively high internal temperatures but has potential to be mitigated with gas jet cooling schemes, quick sample depletion</td>
</tr>
<tr>
<td>BB-LIFT</td>
<td>Effective for producing large nanoparticles or biomolecules, clean plumes</td>
<td>Yet to be demonstrate as an effective and stable biomolecule gas phase target</td>
</tr>
</tbody>
</table>

heating. This Blister Based Laser Induced Forward Transfer (BB-LIFT) scheme is shown schematically in Figure 16(f). The blister formation has been found to be more effective with a femtosecond rather than a nanosecond desorption laser, as it offers more efficient mechanical coupling to the film rather than heating. Liberation of large nano- or bio-particles is possible as the momentum transfer in these techniques increases with the mass of the molecule.

So a range of established and new techniques are available to study biomolecules in the gas phase. The relative merits of these techniques are summarised in Table I. If the unique capabilities of new facilities delivering attosecond and free electron laser pulses are to be fully exploited in the future, means that gas phase targets are needed which consistently produce a high density and purity of the neutral, low temperature biomolecules. Such sources are beyond current capability but with augmentation of existing techniques such as LIAD/LITD with pulse gas jet cooling and investigation of new techniques such as BB-LIFT, then this will be open up a variety of studies of ultrafast biomolecular dynamics.

7. – Theoretical models

A theoretical description of laser-matter interactions using attosecond light sources requires of a time-dependent treatment. This has to describe preparation of the initial wave packet by the pump pulse, the subsequent evolution of the non-stationary electronic-nuclear state, and the result of the final probing. After the initial pulse, the ionized electron departs very quickly, leaving behind a coherent superposition of cationic states described by a density matrix. Also nuclear motion can be considered frozen in the
first few femtoseconds, although in many situations the strong out-of-equilibrium state will trigger a fast nuclear dynamics. Finally description of the final probing generally employed in the experiments, which is detection of the ions produced by the NIR probe pulse, is particularly difficult. We shall describe the tools and approximations employed in our recent studies, with reference to other work in the literature.

Recent applications to molecules of biological relevance have made use of two different approaches, both based on the density functional theory (DFT) formalism.

(i) the static-exchange DFT (SE-DFT) method plus time-dependent perturbation theory has been employed for the preparation of the initial wave packet, which has been then freely propagated in the basis of Slater determinant built from Kohn-Sham orbitals. Accurate wavepacket propagation is a strong point of the present approach, which distinguishes from many previous studies of charge migration, where an ad hoc hole creation in a frozen orbital (Sudden Approximation, SA) has been employed [151, 3, 5]. The SE-DFT method [152, 153, 154, 155] has been amply validated in photoionization studies, obtaining good quality ionization cross sections and angular distributions, from simple systems like N$_2$ or CO [156] to biochemically relevant molecules such as the amino acid phenylalanine [71]. It provided the first reliable description of the electronic wave packet created in the ionization of a biomolecule by a broadband attosecond pulse [71, 146]. Previous applications of this method have either ignored the nuclear motion (fixed-nuclei approximation, FNA) or have included at most a single nuclear degree of freedom, which is appropriate for diatomic molecules [156, 157] or for small polyatomic molecules in problems where a single vibrational mode is active [158, 159].

(ii) As a further step both electronic and nuclear dynamics following initial preparation have been addressed also employing full time dependent DFT (TDDFT) coupled with nuclear motion described by Ehrenfest Dynamics, the TDDFT-ED method, as implemented in the CPMD package [160]. Several Ehrenfest dynamics studies have been also performed in the literature with ab-initio approaches, starting from the SA or ad-hoc coherent superpositions of states [161, 69].

(iii) Finally from the evolution of the wave packet the time dependent electronic density is computed, and it is assumed that its oscillations around selected chemical groups (the amino groups in amino acids) is strongly connected with the experimental probe. This assumption is a posteriori validated by the good agreement with experimental observations [71] and further validated by a new theoretical analysis [162].

In this section, we will first summarize the essence of the SE-DFT method for the wave packet preparation and then briefly describe the basic equations employed to describe the evolution of the $N$ and $N-1$ electron densities associated, respectively, with the neutral and the cationic system. Finally, we will explain the implementation of the TDDFT-ED method to account for the nuclear motion during the evolution of the electronic wave packet created in the ionization step.

7.1. The initial electronic wavepacket. – Attosecond pulses are typically of low intensity with frequencies in the XUV spectral domain, and their interaction with matter is accurately described by first-order time-dependent perturbation theory. Thus, the wave packet created upon the interaction of the molecule with such pulses can be written in the basis of molecular eigenstates as

\[
\Psi(\vec{r}_1, \ldots, \vec{r}_N, t) = c_0(T) \ e^{-iE_0 t} \ \Psi_0(\vec{r}_1, \ldots, \vec{r}_N) + \\
+ \sum_{\alpha, l} \int c_{\alpha,l}(\epsilon, T) e^{-i(E_\alpha + \epsilon) t} \ \Psi^l_\alpha(\vec{r}_1, \ldots, \vec{r}_N, \epsilon) \ d\epsilon
\]
where $\Psi_0(\vec{r}_1, ..., \vec{r}_N)$ is the ground state of the neutral molecule and $\Psi^l_\alpha(\vec{r}_1, ..., \vec{r}_N, \varepsilon)$ describes the $N$-electron system where one electron is in the continuum with energy $\varepsilon$ and angular momentum $l$, and the ion is left behind with a hole in the $\alpha$ orbital. The time evolution of the wave packet is given by the stationary phases in the absence of the field ($t > T$, where $T$ is the pulse duration) and the corresponding amplitudes at the end of the pulse:

$$c_0(T) \approx 1$$

$$c_{\alpha,l}(\varepsilon, T) = -i \langle \Psi^l_\alpha | \hat{\mu} | \Psi_0 \rangle \int_{-\infty}^{\infty} \tilde{E}(t) e^{i(E_\alpha + \varepsilon - E_0)t} dt,$$

where $\langle \Psi^l_\alpha | \hat{\mu} | \Psi_0 \rangle$ is the dipole transition matrix element connecting the ground and a continuum state, $\hat{\mu}$ stands for the dipole operator (here we have used the length gauge form of this operator), the time integral is the Fourier transform of the electric field, $\tilde{E}(t)$, and $(E_\alpha + \varepsilon - E_0)$ is the energy absorbed by the system. The field is defined from 0 to $T$ using experimental temporal envelopes, $F(t)$, in the form $\tilde{E}(t) = F(t) \sin(\omega t + \phi) \vec{\epsilon}$, with $\vec{\epsilon}$ being the polarization vector and $\phi$ the carrier-envelope phase, which is fixed to zero. Due to the definition of the field, the integral in equation (3) reduces to the interval $[0, T]$.

The final continuum states and transition dipole moments are obtained by using the SE-DFT method as described in [153, 154, 155], generally employing the LB94 functional. Starting from the ground state density of the neutral molecule, bound and continuum eigenvectors of the Kohn-Sham Hamiltonian are obtained in a multicentric (LCAO) B-spline basis which is particularly suitable to represent the continuum functions at any desired distance from the molecular center of mass. Accurate multichannel solutions associated with a particular electron energy are obtained by using the Garlekin approach [163, 164]. Ionization energies are estimated from the DFT eigenvalues, after shifting to the value of the first ionization potential computed using the outer-valence Green’s function method. We refer to the literature for details of the approach and actual calculations.

7.2. $N$-electron and $(N-1)$-electron densities. — A practical way to visualise charge migration in large molecules is to compute the electron density in the remaining ion, assuming that the dynamics of the photoelectron and that of the cation can be decoupled. This approximation will be valid as long as the interaction of the leaving photoelectron and the ion is negligible, for instance, if the electron is rapidly ejected. To validate this approximation within the SE-DFT formalism described above, we will compare the electron densities of the $N$ and $(N-1)$-electron systems. In the first case, the effect of the continuum electron is explicitly included. In the second case, a common procedure is to make use of the reduced density matrix formalism to get rid of the ejected electron.

We compute the time-dependent one-particle electron density from the perturbed part of the $N$-electron wave function, as

$$\rho_N(\vec{r}_1, t) = N \int d\vec{r}_2 \ldots \int d\vec{r}_N \left| \Psi_N(\vec{r}_1, ..., \vec{r}_N, t) \right|^2$$

where $\Psi_N(\vec{r}_1, ..., \vec{r}_N, t)$ is the $N$-electron wave packet created by the XUV pulse, which
can be written, as in Eq. (2), as an expansion over \( N \)-electron continuum eigenstates:

\[
\Psi_N(\vec{r}_1, \ldots, \vec{r}_N, t) = \mathcal{N} \sum_{\alpha, l} \int d\varepsilon \; c_{\alpha, l}(\varepsilon, T) \Psi_{\alpha}(\vec{r}_1, \ldots, \vec{r}_N, \varepsilon)
\]

with \( \mathcal{N} \) being a normalization factor. The corresponding expression for the one-particle density in the basis of spin-orbitals can be written as

\[
\rho_N(\vec{r}_1, t) = \sum_{\alpha, l} \int d\varepsilon \left[ \left( \sum_{\alpha' \neq \alpha} |\varphi_{\alpha'}(\vec{r}_1)|^2 + |\varphi_{\alpha}(\vec{r}_1)|^2 \right) |c_{\alpha}(\varepsilon)|^2 \right.
\]
\[
- \sum_{\alpha' \neq \alpha} c_{\alpha}^*(\varepsilon) c_{\alpha'}^*(\varepsilon) \varphi_{\alpha}(\vec{r}_1) \varphi_{\alpha'}(\vec{r}_1) e^{-i(E_{\alpha'}-E_{\alpha})t}
\]
\[
+ \sum_{l'} \int d\varepsilon' c_{\alpha}^*(\varepsilon) c_{\alpha'}^*(\varepsilon') \varphi_{l}(\vec{r}_1, \varepsilon) \varphi_{l'}(\vec{r}_1, \varepsilon') e^{-i(\varepsilon'-e)t} \right] ,
\]

where \( \varphi_{\alpha}(\vec{r}_1) \) is a Kohn-Sham spin-orbital and \( \varphi_{l}(\vec{r}_1, \varepsilon) \) is a continuum spin orbital. The above expression has a stationary part, the first term, and two other terms that lead to variations of the electron density with time. The periodicity of the oscillations in the density are dictated by the energy differences between cationic states (second term) and between continuum orbitals themselves (third term). The former are due to the fact that electrons can be ejected with the same energy and angular momentum from different orbitals. The third term effectively vanish in the neighborhood of the molecule if one waits long enough until the ejected electron is far away from the molecule [70]. When this limit is reached, one can then ignore the photoelectron and define a one-particle electron density from an \((N-1)\)-electron system. For this purpose, we rely on the reduced density matrix formalism, where the \( N \)-electron wave function is first projected into the continuum wave functions and then integrated over all continuum energies, thus leading to an \( N - 1 \) ionic electron density

\[
\rho_{N-1}^{ion}(\vec{r}_1, \vec{r}_2, \ldots, \vec{r}_{N-1}, t) = \sum_{l} \int d\varepsilon \; \langle \varphi_{l}(\vec{r}_N, \varepsilon) e^{i\varepsilon t} | \Psi_N \rangle \langle \Psi_N | \varphi_{l}(\vec{r}_N, \varepsilon) e^{-i\varepsilon t} \rangle_{\vec{r}_N},
\]

in which the brackets indicate an integral over the \( N \)-th spatial coordinate. We define the one-particle electron density of the ion as

\[
\rho^{ion}(\vec{r}, t) = \int \rho_{N-1}^{ion}(\vec{r}, \vec{r}_2, \ldots, \vec{r}_{N-1}, t) \; d\vec{r}_2, \ldots, d\vec{r}_{N-1}
\]

where one has now an integral over the spatial coordinates of \( N - 2 \) electrons instead of \( N - 1 \) electrons. Substituting (5) in the above equation gives the following expression for the electron density of the ion:

\[
\rho_{ion}(\vec{r}, t) = \sum_{\alpha} \left[ \sum_{\alpha' \neq \alpha} \gamma_{\alpha' \alpha}^{(ion)} \right] \varphi_{\alpha}^2(\vec{r})
\]
Fig. 17. – Comparison of hole densities corresponding to $N$ and $N-1$ electron systems right after the action of a sub-300-as XUV pulse. For the sake of clarity, the hole density has been referred to its time-averaged value, so that yellow and purple colors indicate, respectively, excess and default of charge with respect to the average hole density. Upper rows: $N$-electron system (see text). Lower rows: ($N-1$)-electron system. Iso-surfaces with values $8 \times 10^{-4}$ and $-8 \times 10^{-4}$ a.u. are plotted in yellow and purple, respectively. Zero time is taken right at the end of the XUV pulse.

$$\sum_{\alpha, \alpha' \neq \alpha} \gamma^{(\text{ion})}_{\alpha \alpha'} e^{-i(E_{\alpha} - E_{\alpha'})t} \varphi_{\alpha}(\vec{r}) \varphi_{\alpha'}(\vec{r}),$$

where we have used the reduced density matrix, $\gamma^{(\text{ion})}_{\alpha \alpha'}$ defined as

$$\gamma^{(\text{ion})}_{\alpha \alpha'} = \sum_l \int d\varepsilon c_{\alpha \varepsilon l}(T)c_{\alpha' \varepsilon l}^*(T).$$

For illustrative purposes, it is common to define the hole density as the difference between the electron density that corresponds to the initial state of the neutral target and that of the cation, $\rho_{\text{hole}}(\vec{r}, t) = \rho_{\text{neutral}}(\vec{r}) - \rho_{\text{ion}}(\vec{r}, t)$. For consistency, in the case of the $N$-electron system we will use a similar expression, where $\rho_{\text{ion}}(\vec{r}, t)$ is now replaced by $\rho_N(\vec{r}, t)$ given in equation (6). The electron density of the neutral molecule is simply given by the sum of the squares of the occupied Kohn-Sham orbitals, $\rho_{\text{neutral}}(\vec{r}) = \sum_{\alpha} \varphi_{\alpha}^2(\vec{r})$, and thus the hole density is simply given by

$$\rho_{\text{hole}}(\vec{r}, t) = \sum_{\alpha} \left[ 1 - \sum_{\alpha' \neq \alpha} \gamma^{(\text{ion})}_{\alpha \alpha'} \right] \varphi_{\alpha}^2(\vec{r})$$

$$+ \sum_{\alpha} \sum_{\alpha' \neq \alpha} \gamma^{(\text{ion})}_{\alpha \alpha'} e^{-i(E_{\alpha} - E_{\alpha'})t} \varphi_{\alpha}(\vec{r}) \varphi_{\alpha'}(\vec{r}).$$

To illustrate the effect of the photoelectron on the evolution of the electron density in the remaining cation, we have chosen the most stable conformer of the glycine molecule. We have ionized this molecule by using the experimentally available sub-300-as pulse reported in [71], which has a spectral energy bandwidth covering photon energies from 18 to 35 eV. The chosen glycine conformer is the most abundant one at room temperature ($\simeq 60\%$ [165]). For simplicity, we have assumed that the positions of the nuclei remain...
frozen during the time evolution. Figure 17 shows the early evolution of the hole density, \( \rho_{\text{hole}}(\vec{r}, t) \), obtained by including (top row) and excluding (bottom row) the ionized electron. As can be seen, the ejected electron spreads around the entire molecule when \( t < 0.2 \) fs, so that one cannot ignore its presence in the evaluation of the hole density. Later on, the ionized electron disappears from the vicinity of the molecular skeleton, but the correlation effects induced on the dynamics of the remaining cation are still visible, up to \( t \sim 0.7 \) fs. At longer times, the evolution of the hole density is practically the same as that resulting from ignoring the ionized electron.

### Classical Ehrenfest nuclear dynamics

The electron density calculated just after the interaction with the attosecond pulse can be used as the starting point for TDDFT-ED calculations that describe the evolution of the \((N - 1)\)-electron density by taking into account the nuclear motion and its coupling with the electron dynamics. To do so, existing TDDFT methods must be extended to allow for an initial electronic density associated with a coherent superposition of one-hole states instead of a single electronic state. Thus one must first project the Kohn-Sham (KS) orbitals obtained from the static exchange DFT calculations (defining the density in eq 9) into the KS orbitals that initialize the time-dependent Kohn-Sham propagation in order to consistently define a new reduced density matrix \( \gamma_{ij} \). In recent studies, this has been done in the framework of the KS DFT methodology as implemented in the CPMD package [160], in which nuclear dynamics is treated within the Ehrenfest formalism. The calculations were performed by using a plane wave basis and a large tetragonal box containing a single molecule. Following the standard procedures, core electrons were replaced by pseudo-potentials of the normal Troullier-Martins form [166]. Energies and forces were evaluated using the Kleinman-Bylander scheme [167] and the exchange-correlation potential was represented by using the generalized gradient approximation PBE functional, which is computationally more convenient than the LB94 one used in the static exchange DFT calculations when a basis of plane waves is used. The numerical integration that solves the equations of motion with the CPMD code was performed by using an iterative procedure based on a two-step Runge-Kutta propagator [168], which ensures an accuracy of the order of \( \delta(t^3) \).

This methodology has been used to investigate coupled electron-nuclear dynamics in the most stable conformer of glycine [79] induced by the attosecond pulse reported in [71]. For computational convenience, instead of monitoring the electron density itself, we will track the evolution of the spin density after the interaction with the attosecond pulse, \( \rho_s(t') = \rho_{\text{up}}(t') - \rho_{\text{down}}(t') \), i.e. the difference between the up and down spin densities. For a better visualization, we will refer the spin density at a given time \( t \) to the initial spin density at time zero, \( \rho_s(t') = \rho_s(t') - \rho_s(t' = 0) \). This relative spin density thus provides information about the time evolution of the unpaired electron [169, 69] with respect to the initial density, as defined in eq. 9. Fig. 18 shows snapshots of \( \rho_s(t) \), spanning a 16-fs time-lapse, obtained by including and excluding nuclear motion.

In earlier works [1, 170, 70, 171], in which the electron is removed from a well-defined, usually localized molecular orbital, pronounced charge oscillations between different atomic sites have been observed, mainly as a consequence of the spatial localization of the initial hole state, which eventually migrates through the molecular backbone. The results presented in Fig. 18 show that, with an attosecond pulse, the situation is completely different, since the pulse generates a coherent superposition of many one-hole states and, consequently, the oscillations are partly smeared out both in time and space. However, as can be seen in Fig. 18, significant charge fluctuations around the different
atomic centers are still visible, in agreement with previous theoretical and experimental work on the phenylalanine amino acid [71]. The calculated densities obtained for fixed and moving nuclei look very similar during the first 8 fs, thus indicating that nuclear rearrangements and non adiabatic effects play a minor role during the early stages of the wave packet evolution. Differences begin to be apparent and become progressively more pronounced at later times. The time interval during which nuclear dynamics is irrelevant is similar to that found in previous works on glycine [70] and other molecules [172, 173] where the ionization step was neglected.

7.4. Other theoretical approaches. – Addressing the various steps outlined in a single coherent approach is extraordinarily difficult, although vigorous development is pursued in the separate areas. Initial state preparation by the pump pulse appears rather well established in the perturbative regime, and several approaches for molecular cross section calculation are available (see [9] and references therein), although the complexity of biological molecules can limit the level of sophistication to static DFT or static exchange, possibly TDDFT. One should note recent developments in non-equilibrium green’s function codes [162] and ADC(2) propagators [174]. Simpler treatments employing plane or coulomb waves appear more problematic [9]. Also the use of strong IR pulses either for the pump or the probe steps are within reach [175, 176, 177]. Notably a full simulation including both pump and probe pulses within a limited manifold of neutral, cation and dication states, including electron continuum and double continuum as plane waves, has been performed [175]. The treatment of nuclear motion has also received a lot of attention, although it is difficult to propagate a coherent electron-nuclear wavepacket. Besides Ehrenfest dynamics, the well-established surface-hopping method has been applied to study charge transfer following ionization to a single cationic state [178]. Multiple Spawning [179, 180] and MCTDH [181, 182, 183] appear promising for the combined task, although limited by the large number of degrees of freedom. Such studies have provided evidence that the fixed nuclei treatment is often a reasonable description in the first 10 or more fs, although very fast decoherence may occur when potential energy surfaces cross or have very different slopes [69]. In any case final charge localization is necessarily associated with nuclear dynamics. More accurate calculations, approaching a full quantum
treatment, are within reach in the smallest systems, like diatomics, which can shed light on limitations of the more viable treatments available for larger molecules [47, 48, 184].

8. – Conclusions

One of the scientific challenges of direct biological relevance is the understanding of photo-induced damage/mutation and, more generally, structural changes of our own biomolecules, including the underlying coupled electron-nuclear dynamics triggered by the interaction with high-energy photons. Attosecond science provides a valuable tool for the investigation of the role of the activated electron dynamics in the photochemistry of complex molecules and progress in this direction has been done by real-time tracing of electronic charge flow in aromatic amino acids. Advances have been also achieved in the development of new theoretical models to describe the full quantum dynamics of the molecular system. Current and future developments in attosecond technology (for instance at the new European facility ELI-ALPS) will enable the development of XUV sources providing higher photon flux (µJ-level) and higher repetition rates (hundreds kHz) paving the way to the investigation of even more complex biomolecular targets, which are typically produced in the gas phase with very low densities. All these advances will be key in disclosing the role of electron dynamics in the photochemistry of bio-chemically relevant molecules and to fully understand a number of ultrafast processes of fundamental importance in photochemistry and photobiology.
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