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Abstract

The simulation-optimization models of groundwater and contaminant transport can be a powerful tool in the management of groundwater resources and remediation design. In this study, using Multiquadratic Radial Basis Function (MRBF) a coupled groundwater flow and reactive transport of contaminant and oxidant was developed in the framework of the Meshfree method. The parameter analysis has determined the optimum shape parameter (0.97), and the results of the model were compared with a physical sandbox model which were in good agreement. The Genetic Algorithm approach was used to find the optimum design of the remediation using permanganate as an oxidant. To find the optimum design we considered two objectives and two constraints. The results revealed that the breakthrough of contaminant to the downstream area of interest and the concentration of the contaminant in this area is reduced significantly with optimisation.
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1. Introduction

Groundwater is a primary resource for drinking water, agriculture and industry (An et al., 2013; Zhang et al., 2017), and its contamination can have long-term negative influences on the environment causing severe disasters (Chen et al., 2017; Elimelech and Phillip, 2011). Aside from pollution issues, the water scarcity in freshwater lakes, rivers
and aquifers, namely blue water, due to droughts (EU, 2007) and greater demand because of intensive industrial and economic growth (WWAP, 2015), namely water stress, have increased the importance of proactively protecting uncontaminated groundwater sources and reactively remediating contaminated sources. Thus, the selection of a remediation technology among different remedial strategies and optimising remediation design, are challenging issues with which decision-makers currently struggle (Hadley and Newell, 2012; Stroo et al., 2012). Numerical modeling of groundwater flow and contaminant transport can play a crucial role in groundwater management (Wang and Anderson, 1982). The results of simulations can not only reveal the behaviour of contaminant migration through the porous media with respect to space and time but also can be used to optimise the remediation process. Furthermore, coupled simulation-optimization approaches for groundwater flow, contaminant fate and remediation technologies can address uncertainties in remediation design and reduce expenses (Tam and Byer, 2002; Baú and Mayer, 2007; He et al., 2009). The groundwater flow and contaminant transport, mathematically, can be expressed by differential equations considering dispersion, advection, sorption, reaction, degradation, etc (Sun and Sun, 2013; Sharma and Reddy, 2004). In general, there are two different approaches to solve these equations, analytical and numerical methods. The analytical approaches are applicable only when the boundary conditions and the geometries are simplified (Zheng and Bennett, 2002), while the numerical strategies can be applied to many sophisticated problems. There are different numerical approaches, including finite difference method (FDM) (Tatalovich et al., 2000), finite volume method (FVM) (Bertolazzi and Manzini, 2004), finite element method (FEM) (Robeck et al., 2011; Ricken et al., 2014; SCHMUCK et al., 2016; Seyedpour and Ricken, 2016), and boundary element method (BEM) (Leo and Booker, 1998) which can be used to solve the governing equation of groundwater flow and contaminant transport. Although their success in dealing with geometry complexity and heterogeneity, they encounter some difficulties in a simulation of high advection velocities and the low diffusion resulting in high Peclet number and also low dispersivities.

Recently, Meshfree methods, in addition to other numerical techniques, have become popular in groundwater modelling. In contrast to the grid or mesh-based approaches, Meshfree methods, do not suffer from shortcomings such as numerical dispersion, meshing, remeshing in FDM and FEM which often lead to substantial cost and time in the adaptive analysis, and limitation in some problems such as large deformation and the breakage of material (Liu and Gu, 2005). Meshless methods include the smooth-particle hydrodynamics, kernel, moving least squares, the element-free Galerkin, partition of unity, local Petrov-Galerkin and point collocation. Each method has its own merits and disadvantages in particular problems. The solution procedure in the Meshfree methods departs from FEM in the geometry representation and shape function construction. In the Meshfree methods, instead of meshes, the geometry and its boundary are represented by nodes. Polynomial basis functions and radial basis functions (RBF) have often been used to construct shape functions to approximate the unknown field parameters in the point collocation method. RBFs can be applied to support the decision-making process of environmental management strategies such as the investigation of different nourishment scenarios of coastline (Bergillos et al., 2018), optimal design of wave energy converters at coastal areas (Lpez-Ruiz et al., 2018) and also groundwater
modelling. Kumar et al. investigated a Meshfree simulation for contaminant transport through saturated porous media using thin plate spline radial basis functions to construct shape functions. The authors validated their simulation with experimental results. Their results were in good agreement with FEM simulation (Praveen Kumar and Dodagoudar, 2008). Meenal and Eldho developed a Meshfree model using multi-quadric radial basis functions based on collocation method to simulate groundwater flow in an unconfined aquifer (Meenal and Eldho, 2011). They extended their model for the two-dimensional coupled groundwater flow and transport simulation in an unconfined aquifer and verified the accuracy of their model with analytical solutions (Meenal and Eldho, 2012). Singh et al. developed the RPCM method for coupled groundwater flow and contaminant transport simulation in a confined aquifer in steady state and compared their results with experimental results (Guneswor Singh et al., 2016). Yao et al. presented RBF mesh free description for reactive transport of dioxin as a contaminant and slow release of permanganate as an oxidant to better understand the design for large scale contaminated sites (Yao et al., 2016).

Traditional mathematical methods, used to optimize the problems in different areas of engineering practices, have lost their effectiveness as problems have become more complex; hence other optimization algorithms such as natural computing are investigated. Natural computing methods are one class of biomimicry optimisation methods such as genetic algorithm (GA), particle swarm optimisation (PSO), differential evolution and artificial bee colony are effective methods to optimise complicated environmental problems such as groundwater remediation process. Genetic Algorithm, introduced by Holland (Holland, 1992), is one of the functional natural computing methods belongs to the evolutionary computing algorithms. Genetic Algorithms, which are based on the theory of evolution, mimic natural evolution or information handling with respect to problems in other scientific areas such as environmental engineering (Sotomayor et al., 2018; Varghese et al., 2015). By utilizing genetic principles including selection, population, crossover and mutation, this method finds optimum solutions to problems, and in our study, this solution discovers the optimal number and design for oxidant resources. The genetic algorithm begins the solution process by selecting a relatively small population in which every individual represents a possible solution in the parameter space, and the efficiency of each individual is determined using objective functions. The new generation is reproduced by utilising probability rules in the combination of the concept of selection, crossover and mutation leading to decrease the survival chance of the less fit individuals. Sinha et al. developed a multiscale island injection genetic algorithm (IIGA) and tested it using a field-scale pump-and-treat design problem at the Umatilla Army Depot in Oregon, USA (Sinha and Minsker, 2007). He et al. investigated their previous works (Huang, 1992; He et al., 2008b,a) to optimise the design of field-scale pump and treat system (PAT). The authors simulated the transport of petroleum as a contaminant and assumed the porosity of the soil to be stochastic variables with normal distribution (He et al., 2009). They found that the remediation cost might increase because of the effects of uncertainty. With the aid of the knowledge of forensic observations, Tian et al. used quantum-behaved particle swarm optimization to solve an inverse advection-dispersion problem of estimating the strength of time-varying groundwater contaminant source. They concluded that the proposed method can be used efficiently to reconstruct the contaminant source history.
(Tian et al., 2011).
It is natural for decision makers to want assurance that the numerical models are valid. To validate the numerical approaches, analytical solution, real field data and a physical model such as sandbox experiment can be used. The Sandbox experiment can be used not only as an experimental method for validating simulations but also visualising, predicting (Illman et al., 2012) a solute transport.

The main objectives of this paper are to develop a model for groundwater flow and reactive transport utilising MFree RPCM and finding optimal remediation design using GA. The model provides an effective remediation design based on considered objectives and constraints. Furthermore, the shape parameter analysis has been done to determine the optimum shape parameter and the results of the model were compared with a physical sandbox model.

2. Governing equations and boundary conditions

2.1. Groundwater flow

The transient flow of groundwater through a saturated, anisotropic, inhomogeneous, porous aquifer in 2D can be written as (Bear, 1979, 2007)

\[
\frac{\partial}{\partial x} \left[ k_x \frac{\partial h}{\partial x} \right] + \frac{\partial}{\partial y} \left[ k_y \frac{\partial h}{\partial y} \right] = S \frac{\partial h}{\partial t} + Q_w (x - x_i) (y - y_i) - q.
\]  

(1)

where \( h (x, y, t) \) is the piezometric head [L], \( k_x \) and \( k_y \) are hydraulic conductivity in x and y direction [LT\(^{-1}\)], \( S \) is the storage coefficient, \( Q_w \) is the source or sink term [L\(^3\)T\(^{-1}\)L\(^{-2}\)] and \( q \) denotes the recharge rate [LT\(^{-1}\)].

Where \( \Omega \) and \( \partial \Omega \) are the aquifer domain and its Lipschitz continuous boundary respectively. \( \partial \Omega \) comprises of \( \partial \Omega = \Gamma_D \oplus \Gamma_N \), where \( \Gamma_D \) and \( \Gamma_N \) interpret the portions of \( \Gamma \) in which Dirichlet and Neumann boundary conditions on groundwater flow and contaminant transport equations are imposed (Fig. 1):

\[
h (x, y, 0) = h_0 (x, y), \quad (x, y) \in \Omega.
\]  

(2)

\[
h (x, y, t) = h_1 (x, y), \quad (x, y) \in \Gamma_D.
\]  

(3)

\[
k_y \frac{\partial h}{\partial y} = 0, \quad (x, y) \in \Gamma_N.
\]  

(4)

2.2. Reactive transport

Reactive transport of the contaminant and oxidant in groundwater is given by the following coupled advection–dispersion equations (Freeze and Cherry, 1979; Wang and Anderson, 1982):

Fig. 1: The aquifer domain and physical setting of the model.
where $R$ is retardation factor and describes sorption, $n_F$ and $n_S$ are volume fractions of groundwater and soil respectively, and their fraction $\frac{n_F}{n_S}$ denotes the porosity of the aquifer. $D_x$ and $D_y$ are components of dispersion coefficient tensor in $x$ and $y$ directions respectively $[L^2 T^{-1}]$. $C_1$ and $C_2$ are concentration of 1,4-Dioxacyclohexane ($C_4H_8O_2$) as a contaminant and permanganate as an oxidant respectively $[ML^{-3}]$, $k$ is second order reaction constant $[T^{-1}]$ and $F_{\text{release}}$ is the release function of permanganate (Wolf, 2013). $v_x$ and $v_y$ are seepage velocity vectors in $x$ and $y$ directions respectively $[LT^{-1}]$ evaluated from the solutions of the flow equations using the following relations (Bear, 1979, 2007):

$$v_x = -k_x \frac{\partial h}{\partial x}; \quad v_y = -k_y \frac{\partial h}{\partial y}. \quad (7)$$

where $k_x$ and $k_y$ are the hydraulic conductivities in $x$ and $y$ directions respectively. The components of the dispersion coefficient tensor, $D = D(x)$, are evaluated using the following relations:

$$D_{xx} = \frac{\alpha_L v_x^2 + \alpha_T v_y^2}{\sqrt{v_x^2 + v_y^2}} + D^*; \quad D_{yy} = \frac{\alpha_L v_y^2 + \alpha_T v_x^2}{\sqrt{v_x^2 + v_y^2}} + D^*. \quad (8)$$

where $\alpha_L$ and $\alpha_T$ are longitudinal and transverse dispersivity and $D^*$ is the effective molecular diffusion coefficient. $v_x$ and $v_y$ in Eqs. (7) and (8) are evaluated from the flow equation and these two equations couple the groundwater flow and reactive transport.

For transient analysis of reactive transport, the following initial and boundary conditions are specified:

$$C_1(x,y,0) = 0; \quad C_2(x,y,0) = 0, \quad (x,y) \in \Omega. \quad (9)$$

$$C_1(4,y,t)|_{1<y<3} = \hat{C}_1. \quad (10)$$

$$C_2(x,y,t) = \begin{cases} f(t)_{\text{release}} & \text{(x,y) in Oxidan source} \\ 0 & \end{cases} \quad (11)$$

$$\frac{\partial C_1}{\partial y} = 0; \quad \frac{\partial C_2}{\partial y} = 0, \quad (x,y) \in \Gamma_N. \quad (12)$$
3. RPCM formulation

3.1. Radial basis function interpolation

In the Meshfree method, the problem domain and its boundaries are represented by a set of nodes, namely field nodes, scattered within the problem domain and its boundaries. The initial step to solve PDEs through the Meshfree method is the approximation of unknown field variables using trial or shape function. To approximate the function values at node $x$, a set of neighbourhood nodes called local support domains are used to construct shape functions but the shape functions outside of the local support domains are regarded as zero. In contrast to the finite element method in which the shape function is the same for the entire elements, in the Meshfree method, the shape functions and the local support domains can change for a different point of interest. Fig. 2 illustrates various types of local support domains used in the Meshfree method. Among these support domains, circular and rectangular support domains are more common. To construct Meshfree shape functions used in the point interpolation method, two different types of basis functions, namely Radial basis function (JG Wang, 2002) and polynomial basis (GR, 1999) have been investigated. To approximate the piezometric head, the following linear combination of the radial and polynomial basis functions can be used (Liu and Gu, 2005):

$$h(x) = \sum_{i=1}^{n} a_i R_i(x) + \sum_{i=1}^{m} P_i(x) b_i = R^T(x) a + P^T(x) b. \quad (13)$$

where $R(x)$ and $P(x)$ denote radial basis and polynomial basis functions respectively, $n$ is the number of RBFs, $m$ is the number of polynomials where $m$ is usually smaller than $n$ and when $m = 0$, the interpolation is dominated only by pure RBFs. Coefficients $a_i$ and $b_i$ are constants which can be determined by enforcing the interpolation function passing through all nodes within the support domain.

There are four common types of RBFs whose characteristics have been investigated in many studies (Kansa, 1990; Schaback and Wendland, 2000; Hardy, 1971) including the multi-quadrics (MQ) function, the exponential or Gaussian (Exp) function, the thin plate spline (TPS) function, and the Logarithmic radial basis function. In all RBFs, the only variable is the distance between the point of interest $x$ and a node located at $x_i$ that can be expressed as:

$$r = \sqrt{(x - x_i)^2 + (y - y_i)^2}, \quad \text{for 2D Problems.} \quad (14)$$

In our study, among different radial basis functions, we have chosen multi-quadrics which is defined as below:

$$R_i(x, y) = \left( r_i^2 + (\alpha c)^2 \right)^{\frac{q}{2}}. \quad (15)$$
where $\alpha_c$, $d_c$ and $q$ are the shape parameters. $\alpha_c$ controls the size of support domain, and $d_c$ is the average nodal spacing in the support domain near the point of interest, and it is defined using the following equation:

$$d_c = \frac{\sqrt{A_s}}{\sqrt{n_{A_s} - 1}}. \quad (16)$$

where $A_s$ is the area of the estimated support domain and $n_{A_s}$ is the number of nodes embraced by the estimated area of $A_s$. Among different support domains used to construct shape functions, we have chosen the rectangular domain which is easy to build and implement. The dimension of the rectangular support domain is determined by the following relations:

$$d_{sx} = \alpha_{Cx} d_{cx},$$
$$d_{sy} = \alpha_{Cy} d_{cy}. \quad (17)$$

where $d_{cx}$ and $d_{cy}$ are nodal spacing in $x$ and $y$ directions (Fig. 2). Shape parameters play a crucial role in the accuracy of numerical solutions while RBFs are used in Mesh-free methods. Although there is no established method to choose the optimum value for shape parameter, some studies have been conducted to find the optimum shape parameter for specific types of problems (Rippa, 1999; Wang and Liu, 2002; Wright, 2003).

The unknown coefficients $a_i$ and $b_j$ in Eq. (13) are established by enforcing the interpolation function passing through all $n$ scattered nodes within the support domain leading to $n$ algebraic equations expressed in matrix form as:

$$h^T = R_Q a + P_m b. \quad (18)$$

The moment matrices corresponding to the radial basis function $R_Q$ and the polynomial basis function $P_m$ are expressed by the following relations:

$$R_Q = \begin{bmatrix} R_1 (x_1, y_1) & R_2 (x_1, y_1) & \cdots & R_n (x_1, y_1) \\ R_1 (x_2, y_2) & R_2 (x_2, y_2) & \cdots & R_n (x_2, y_2) \\ \vdots & \vdots & \ddots & \vdots \\ R_1 (x_n, y_n) & R_2 (x_n, y_n) & \cdots & R_n (x_n, y_n) \end{bmatrix}_{n \times n}$$
$$P_m = \begin{bmatrix} P_1 (x_1, y_1) & P_2 (x_1, y_1) & \cdots & P_m (x_1, y_1) \\ P_1 (x_2, y_2) & P_2 (x_2, y_2) & \cdots & P_m (x_2, y_2) \\ \vdots & \vdots & \ddots & \vdots \\ P_1 (x_n, y_n) & P_2 (x_n, y_n) & \cdots & P_m (x_n, y_n) \end{bmatrix}_{n \times m} \quad (19)$$

There is $n + m$ unknowns in Eq. (18) and in order to determine all the unknowns, the following $m$ additional equations need to be added to the system equations:

$$\sum_{i=1}^{n} p_j (x_i) a_i = P_m^T a = 0, \quad j = 1, 2, \ldots, m. \quad (20)$$

Eq. (17) and Eq. (20) together can be written as below:

$$\begin{bmatrix} R_Q & P_m \\ P_m^T & 0 \end{bmatrix} \begin{bmatrix} a \\ b \end{bmatrix} = \begin{bmatrix} h^T \\ 0 \end{bmatrix}. \quad (21)$$
substituting unknown coefficients into Eq. (13), the interpolation can be written as:

\[ h(x) = \Xi^T(x)h_s, \]  

(22)

where \( \Xi(x) \) are the shape functions and expressed as:

\[ \Xi(x) = \{\Xi_1(x,y), \Xi_2(x,y), \ldots, \Xi_n(x,y)\}. \]  

(23)

and \( h_s = \{h_1, h_2, \ldots, h_n\} \) is the nodal head values vector at the support domain nodes.

The first and second derivatives of piezometric head in \( x \) and \( y \) directions at any point can be expressed by the following equations:

\[
\frac{\partial h_1}{\partial x} = \frac{\partial \Xi^T}{\partial x} h_s = \sum_{i=1}^{n} \frac{\partial \Xi_i}{\partial x} h_i; \quad \frac{\partial^2 h_1}{\partial x^2} = \frac{\partial^2 \Xi^T}{\partial x^2} h_s = \sum_{i=1}^{n} \frac{\partial^2 \Xi_i}{\partial x^2} h_i.
\]

\[
\frac{\partial h_1}{\partial y} = \frac{\partial \Xi^T}{\partial y} h_s = \sum_{i=1}^{n} \frac{\partial \Xi_i}{\partial y} h_i; \quad \frac{\partial^2 h_1}{\partial y^2} = \frac{\partial^2 \Xi^T}{\partial y^2} h_s = \sum_{i=1}^{n} \frac{\partial^2 \Xi_i}{\partial y^2} h_i.
\]  

(24)

3.2. Discretisation of governing equations

3.2.1. Time discretisation

The time discretisation has been executed using the widely known Crank-Nicholson time stepping method in which the time derivative is replaced with a simple forward difference while the solution is replaced with a weighted value of the previous time-step solution, and the current solution expressed by the following equations:

\[
\frac{\partial h}{\partial t} = \frac{h_{t+\Delta t} - h_t}{\Delta t},
\]

\[
h = \frac{h_{t+\Delta t} + h_t}{2}.
\]  

(25)

3.2.2. RPCM approximation

By the collocation of groundwater flow equation at all internal nodes using Eq. (22), the following discretised form of the piezometric head can be written:

\[ k(x_r) \left[ \frac{\partial^2 \Xi^T}{\partial x^2} + \frac{\partial^2 \Xi^T}{\partial y^2} \right] h_s(t) = S(x_r) \left( \frac{\partial h}{\partial t} \right) + Q_w \delta(x_r - x_i) - q(x_r). \]  

(26)

Substituting Eq.(25), the following equation is achieved:

\[
\frac{1}{2} k(x_r) \left[ \frac{\partial^2 \Xi^T}{\partial x^2} + \frac{\partial^2 \Xi^T}{\partial y^2} \right] h_s^{t+\Delta t} + \frac{1}{2} k(x_r) \left[ \frac{\partial^2 \Xi^T}{\partial x^2} + \frac{\partial^2 \Xi^T}{\partial y^2} \right] h_s^t = S_r \left( \frac{\Xi^T h_s^{t+\Delta t} - h_s^t}{\Delta t} \right) + Q_w \delta(x_r - x_i) - q_r.
\]  

(27)
A similar approach is performed to discretise reactive transport equations, and the equations below are achieved:

\[ C_j(x, t) = \sum_{i=1}^{n} \Xi_i(x) C_j^i(t) = \Xi^T C_s^j, \quad j = 1, 2. \]  

\[ R \frac{n^T C_s^1 - C_{1s}}{n^T} = \frac{1}{\Delta t} \left[ \frac{\partial^2 \Xi^T}{\partial x^2} + D_{yyr} \frac{\partial^2 \Xi^T}{\partial y^2} \right] C_s^{1+\Delta t} + \]

\[ 1 \frac{1}{2} \left[ D_{xxr} \frac{\partial^2 \Xi^T}{\partial x^2} + D_{yyr} \frac{\partial^2 \Xi^T}{\partial y^2} \right] C_s^{1t} - \frac{1}{2} \left[ v_{xr} \frac{\partial \Xi^T}{\partial x} + v_{yr} \frac{\partial \Xi^T}{\partial y} \right] C_s^{1t+\Delta t} - \]

\[ 1 \frac{1}{2} \left[ v_{xr} \frac{\partial \Xi^T}{\partial x} + v_{yr} \frac{\partial \Xi^T}{\partial y} \right] C_s^{1t} - K \Xi^T C_{1s}^{1t} C_{2s}^{1t}, \]

\[ R \frac{n^T C_s^2 - C_{2s}}{n^T} = \frac{1}{\Delta t} \left[ \frac{\partial^2 \Xi^T}{\partial x^2} + D_{yyr} \frac{\partial^2 \Xi^T}{\partial y^2} \right] C_s^{2+\Delta t} + \]

\[ 1 \frac{1}{2} \left[ D_{xxr} \frac{\partial^2 \Xi^T}{\partial x^2} + D_{yyr} \frac{\partial^2 \Xi^T}{\partial y^2} \right] C_s^{2t} + \frac{1}{2} \left[ v_{xr} \frac{\partial \Xi^T}{\partial x} + v_{yr} \frac{\partial \Xi^T}{\partial y} \right] C_s^{2t+\Delta t} - \]

\[ 1 \frac{1}{2} \left[ v_{xr} \frac{\partial \Xi^T}{\partial x} + v_{yr} \frac{\partial \Xi^T}{\partial y} \right] C_s^{2t} - K \Xi^T C_{1s}^{1t} C_{2s}^{1t} + F_{\text{release}}(t) \delta(x_r - x_i). \]

where the seepage velocity, \( v_x \) and \( v_y \), and dispersion coefficients are determined by substituting Eq. (24) in Eq. (7) and Eq. (8) resulting in the following equations:

\[ v_{xr} = -k_{xr} \frac{\partial \Xi^T}{\partial x} h_s; \quad v_{yr} = -k_{xr} \frac{\partial \Xi^T}{\partial y} h_s. \]  

\[ D_{xxr} = \frac{-\alpha_L k_{xr} \frac{\partial \Xi^T}{\partial x} h_s}{\left( -\alpha_L k_{xr} \frac{\partial \Xi^T}{\partial x} h_s \right)^2 + \left( -\alpha_T k_{xr} \frac{\partial \Xi^T}{\partial y} h_s \right)^2} + D^*, \]

\[ D_{yyr} = \frac{-\alpha_L k_{yr} \frac{\partial \Xi^T}{\partial x} h_s}{\left( -\alpha_L k_{yr} \frac{\partial \Xi^T}{\partial x} h_s \right)^2 + \left( -\alpha_T k_{yr} \frac{\partial \Xi^T}{\partial y} h_s \right)^2} + D^*. \]

The accuracy and stability of the solution using the collocation method depend on imposing and implementing the boundary conditions at boundary nodes, in particular, Neumann boundary conditions. There are different methods to impose derivatives.
boundary conditions which have been discussed in studies (Liu and Gu, 2005). In this study, we have used the direct collocation method to implement the Neumann boundary condition. The following examples denote the implementation of the Dirichlet and Neuman boundary condition on groundwater flow equations.

\[ h(x_1, y_1) = h_0 = \Xi^T h_s, \]
\[ \Xi^T = \{\Xi_1 \ Xi_2 \ ... \ Xi_n\}. \]
\[ k_y \frac{\partial h}{\partial y}(x_n, y_n) = k_y \frac{\partial \Xi^T}{\partial y} h_s, \]
\[ \frac{\partial \Xi^T}{\partial y} = \{\frac{\partial \Xi_1}{\partial y} \ \frac{\partial \Xi_2}{\partial y} \ ... \ \frac{\partial \Xi_n}{\partial y}\}. \]

4. Optimal shape parameter and model verification

To evaluate the performance of our simulation and find the optimum shape parameter, based on the introduced RPCM formulations, a coupled flow and reactive transport model was developed in MATLAB and the results are verified with two-dimensional contaminant transport benchmark equation. Furthermore, the results of the verified model are compared with the sandbox experiments results.

4.1. Optimal shape parameters

The following advection-diffusion transport equation with first-order decay rate constant is considered to find the optimum shape parameter

\[ \frac{\partial C}{\partial t} + \frac{\rho_b}{\theta} \frac{\partial S}{\partial t} = D_x \frac{\partial^2 C}{\partial x^2} - v \frac{\partial C}{\partial x} + D_y \frac{\partial^2 C}{\partial y^2} - \lambda C, \]
\[ \frac{\partial S}{\partial t} = \alpha (K_d C - S) \]

where \( C \) is the contaminant concentration \([\text{ML}^3]\), \( \rho_b \) is the Bulk density of soil \([\text{ML}^3]\), \( \theta \) is soil porosity, \( S \) is Sorbed concentration \([\text{MM}^{-1}]\), \( D_x \) and \( D_y \) are diffusion coefficients in \( x \) and \( y \) directions \([\text{L}^2\text{T}^{-1}]\), \( \lambda \) is first-order decay rate constant \([\text{T}^{-1}]\), \( \alpha \) is first-order decay rate constant \([\text{T}^{-1}]\) and \( K_d \) is sorption distribution coefficient.

The initial and boundary conditions are (Fig. S.1),

\[ C(x, y, 0) = 0 ; \quad S(x, y, 0) = 0, \quad (x, y) \in \Omega, \]
\[ C(0, y, t) = \begin{cases} C_0 H(t_b - t) & y_b \leq y \leq y_t, \\ 0 & \end{cases}, \]
\[ \frac{\partial C}{\partial x} = 0 ; \quad \frac{\partial C}{\partial y} = 0 \quad (x, y) \in \Gamma_N. \]
The analytical solution to this problem in laplace domain were given by (Goltz and Huang, 2017)

\[
\overline{C}(x, y, s) = \frac{1 - \exp \left(-t_0s\right)}{b} \left[ \hat{C}(0) + 2 \sum_{i=1}^{N} \hat{C}(n) \sin \left(\frac{n\pi y}{b}\right) \right].
\]

(37)

\[
\hat{C}(n) = \gamma \exp (rx),
\]

\[
\gamma = \frac{C_0 b}{s\pi} \left[ \sin \left(\frac{n\pi y_1}{b}\right) - \sin \left(\frac{n\pi y_2}{b}\right) \right],
\]

\[
r = \frac{1}{2D_x} \left( v - \sqrt{v^2 + 4D_x}\beta \right),
\]

\[
\beta = D_y \left(\frac{\pi}{b}\right)^2 + \Theta,
\]

\[
\Theta = (s + \lambda) + \frac{\rho_b \alpha k_d s}{\theta [s + \alpha]}.
\]

(38)

where \(x\) and \(y\) are the coordinates in \(x\) and \(y\) directions respectively, \(s\) is Laplace complex variable, \(C_0\) is the concentration at contaminant source, \(b\) is the aquifer width. The physical constants and parameters for the corresponding analytical solution are summarized in table S. 1. To find the optimum value for \(\alpha_c\) and \(q\) in the Eq. (15), the sensitive analysis was done. In the analysis, first, the parameter \(q\) was varied from 0.8 to 1.2 for different \(\alpha_c\) and a relative error of concentration was defined as follows:

\[
RE = \frac{\sum_{i=0}^{n} |C_{i}^\text{exact} - C_{i}^\text{RPCM}|}{\sum_{i=0}^{n} |C_{i}^\text{exact}|}.
\]

(39)

where \(C_{i}^\text{exact}\) and \(C_{i}^\text{RPCM}\) are contaminant concentration computed by the MQ-RBF and analytical solution, respectively. Fig. S. 2 demonstrates the variation of relative errors of concentration with shape parameters. It can be seen, the optimal shape parameter \(q\) occurred around 1, and the minimum error is for \(q=0.97\). Fig. S. 3a shows the effect of the shape parameter \(\alpha_c\) on the contaminant concentration profile at point (30,7) for \(q=0.97\) and compares with the exact solution. It is found that for the MQ-RBF, the values of the shape within the range of 3-5 gave very good accuracy. Among different shape parameters \(\alpha_c\), \(\alpha_c = 4\) is the optimum value. Fig. S. 3b compares contaminant concentration profile for the point located at (30,7) for different shape parameters \(q\) for \(\alpha_c = 4\). Fig. S. 4 compares contaminant concentration contours the MQ-RBF and analytical solutions for two-dimensional transport from a continuous line source in a confined aquifer. The simulation has done for \(t = 200\) min and the results are in good agreement.

4.2. Model verification with the sandbox experiment

A point source of 0.5% w/v potassium permanganate solution was constructed in a sandbox to map the change groundwater plume distribution over time. The sandbox is 150 cm in length, 38 cm in height, and has a thickness of 10 cm and was constructed
with Plexiglass. The sandbox is 150 cm in length, 38 cm in height, and has a thickness of 10 cm and was constructed with Plexiglass. The sandbox has no-flow boundaries on top and bottom and the ends of the tanks consist of constant head tanks which are separated from the rest of the box by one impermeable wall and one perforated steel mesh filter to separate the sand from the head tanks. A peristaltic pump (Watson Marlow), which is capable of delivering a maximum of 42 L/h, was used to circulate water through the system. Fig. 3 shows a schematic sketch of the used setup. The characteristics of the used sand including hydraulic conductivity were measured and given in Table S. 2 (Nijp et al., 2017; Sarki et al., 2014). To mitigate the creation of preferential pathways and air bubbles, the tank was filled with a layer of a few centimeters dry sand, after which tap water was added to saturate and cover the sand. More dry sand was layered over this now saturated sand, and itself covered with tap water. This process was repeated until the tank was full. The injection rate was 16 L/h; and 9 L total volume injected. The experiment was repeated three times, and presented results are the average results. Fig. 4 compares the observed permanganate plume in the tank and predicted plume at the same time after injection. Table S. 3 compares measured permanganate concentration at two different sampling points located at (36,18.5) cm and (56,18.5) cm, with respect to the origin which is located at the bottom corner of input end of tank, with Meshfree predicted concentration.

5. Remediation design optimization using Genetic Algorithm

Multi-objective optimisation (MOO) including multi-objective genetic algorithm can be utilised to address optimization problems related to groundwater. In this study, the multi-objective genetic algorithm is employed to seek the global optimisation of remediation design. The cost of remediation and the concentration of the contaminant are competitive functions which are considered as two objective functions. To find optimal design, GA simultaneously minimises the cost of the remediation process by the minimising the number of oxidant sources and contaminant concentration by maximising the region where contaminant concentration is equal-less than the desired final concentration. To achieve this goal, we have defined the following functions:

\[ GA_1 = TC = n_{OS} \times COS, \]
\[ GA_2 = \Omega_{C_{ARCC}} = \{(x, y) \in \Omega : C_1 \leq C_{1, ARCC}\}. \]  

(40)

where \( C_{1, ARCC} \) is the aimed remediation contaminant concentration, \( TC \) is the total cost of the remediation process, \( n_{OS} \) is the number of the oxidant sources and \( COS \) denotes the cost of each oxidant source. To achieve the objective of the study, we wish...
to minimise GA1 and maximise GA2.

\[
\begin{align*}
\text{min GA1}, \\
\text{max GA2}.
\end{align*}
\] (41)

by considering the following constraints:

1. The distance between oxidant sources

\[d \geq d_c.\] (42)

where \(d = \sqrt{(x_i - x_j)^2 + (y_i - y_j)^2}\) is actual distance between oxidant source i and j and \(d_c\) is the critical distance between oxidant sources. The critical distance is the distance between two oxidant sources which their influence domain overlap more than 75%. The influence domain is defined as a region in where the oxidant concentration reaches 15% of its initial concentration at the source after 50 days if it implements alone. The following function defines the influence domain which is used to define critical distance.

\[
\Omega_{t = 50 \text{ days}}^{C_{20\%}} = \{ (x, y) \in \Omega : C^2 \geq 15\% C^2_0 \}.\] (43)

regarding our prior simulation, if a distance between sources is less than the critical distance then the contaminant concentration in the whole geometry is in many designs more than aimed remediation contaminant concentration.

2. The number of oxidant sources

\(n_{\text{OS}} \leq 5.\) (44)

where \(n_{\text{OS}}\) is actual the number of oxidant sources.

6. Results and Discussion

The purpose of our numerical study is to find the optimum remediation design utilising permanganate. The aquifer domain is 500 m by 100 m with a relatively homogeneous hydraulic conductivity. The oxidant sources have been considered to remediate the continuous line contaminant source and GA approach is used to find the optimum location and number of them concerning criteria presented in Section 5. The optimum shape parameter \(q = 0.97\) and \(4.d_c\) with 12 nodes in every support domain were used in numerical approach. The same nodes distribution used for both flow model and the transport model. The longitudinal dispersivity \(\alpha_L\) for this problem is considered 15 m and the transverse dispersivity \(\alpha_T\) is taken as 10% of the longitudinal dispersivity. The functions presented by (Wolf, 2013; Yao et al., 2016) are modified for our study to simulate the oxidant release. The contaminant concentration at line source located at \(x = 60\) m, \(20 \leq y \leq 80\) m is \(C^1 = \frac{275}{L}\). Fig. 5a demonstrates the piezometric iso head contours. Fig. 5b and 5c show the contaminant and oxidant concentration
Fig. 5: a: piezometric head profile and contours, b: contaminant concentration profile, c: oxidant concentration profile.

Fig. 6: the contaminant concentration profile at observation point located at a) (100,50) m, b) (150,65) m, c) (300,55) m.

at different times. The simulations have been performed for 250 days with a time step of 0.004 day. Overall, the water head contours decreased from left to right, with mounding around the contaminant and the oxidant injection sources. As expected, the concentration of the contaminant in the regions closer to the oxidant sources is less than the farther regions, but with the increase of the distances from the oxidant sources it changes rapidly. The performance of the optimized design was compared with two different arbitrary design. In both designs, three oxidant sources were considered locating at (90, 30) m, (90, 70) and (150, 50) in the first design and (110, 50), (110, 30) and (250, 70) in the second design. Fig. 6 compares the contaminant concentration at three different observation points located at the (100,50) m, (150,65) m and (300,55) m at the downside of the stream for optimised design and arbitrary designs. The optimisation of remediation not only decreases the contaminant concentration at observation points but also it postpones the time in when the concentration begins to increase from zero in the observation points expects the second arbitrary design at the third observation point. The delay time was almost 12, 37 and 34 days in the first arbitrary design and 17, 48 and 4 days in the second arbitrary design for first, second and third observation points respectively. Furthermore, it can be translated that optimisation design reduces the remediation cost. Initial oxidant concentration needs to be adjusted 8% higher than the optimised value in the first arbitrary design and 11% higher for the second one. The levels were selected to attain the same concentrations of the contaminant in the models comparing to an optimised design. Choosing the same initial oxidant concentration leads to a higher number of oxidant sources. For instance, the same level of contaminant would be obtained by four oxidant sources locating at (90,30), (90,70), (100,40) and (100,60). In addition, it can be concluded that the far further from the centre line of the geometry the higher delay. In all observation points, the effect of optimization on the contaminant concentration is decreased with increasing the time. The contaminant concentration after 250 days was 17.1 %, 21.8 % and 22.4 % in the first arbitrary design 48.8 %, 57.8 % and -28.7 % in the second arbitrary design for first, second and third observation points respectively, less than its values in the optimised design.

7. Conclusion

In this study, a multi quadratic radial basis function was used to simulate coupled groundwater flow and reactive transport of contaminant and oxidant in a porous aquifer. The sensitive analysis was done to find the optimum used shape parameter in MQ-RBFs with comparing the results with two-dimensional solute transport benchmark. The output from the model is compared to the results of sandbox experiment. The RSME error between measured and predicted permanganate concentration at two
sample points for different times was less than 0.5, and it shows that the measured and predicted concentration are in good agreement. It was observed that the predicted permanganate concentration by the meshfree method shows good agreement with the measured values of the permanganate concentration in physical sandbox model. The genetic algorithm was used to find the optimum number and the optimum design of the oxidant sources regarding introduced criteria in section 5. The optimization has two different effects on the remediation process. It not only delays the reaching time of the contaminant to the downstream region but also it decreases the contaminant concentration in this area.
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