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Abstract

This paper presents an experimental and numerical comparison of stable and unstable crack propagation techniques used to measure the mode I intralaminar fracture toughness of 2D woven carbon fibre composites. Compact Tension (CT) and Double Edge Notch Tension (DENT) specimens are used for the stable and unstable experimental tests, respectively. The precrack tip radius sensitivity of the scaled DENT specimens is investigated, concluding that the tested tip radii do not substantially affect the measured fracture toughness. The fracture toughness data obtained from the DENT and CT specimens are found to be in good agreement for both tested materials.
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Nomenclature

\(a, a_{\text{eff}}, a_0\) crack length, effective crack length, initial crack length value

\(\tilde{A}, \tilde{C}\) fitting parameters for linear regression I

\(\hat{A}, \hat{C}\) fitting parameters for linear regression II

\(c_f\) critical crack extension for an infinite specimen

\(C\) specimen compliance

\(\text{CV}\%\) Coefficient of Variation percentage

\(\det \mathbf{F}\) determinant of the deformation gradient

\(d_{11T(C)}^T\) longitudinal tensile / compressive damage variable for the tows

\(d^m\) matrix damage variable

\(E_{11}, E_{22}\) in-plane elastic modulus in the warp direction, and in the weft direction of the weave

\(E_{11}^T, E_{22}^T\) in-plane elastic moduli of the tows: longitudinal and transverse

\(E_{33}^T\) through-thickness elastic modulus of the tows

\(E_{11}^*\) normalised elastic modulus in the warp direction, with respect to the equivalent modulus

\(E^m\) elastic modulus of the epoxy matrix

\(\hat{E}\) equivalent modulus

\(f(a)\) normalised energy release rate correction factor

\(G_{12}\) in-plane shear modulus of the weave

\(G_{12}^T\) in-plane shear modulus of the tows

\(G_1, G_{1c}\) mode I energy release rate, and its critical value

\(G_{1c}^{1T}, G_{1c}^{2T}\) compressive and tensile longitudinal mode I intralaminar fracture toughness of the fibre tows

\(G_{1c}^{2T}, G_{1c}^{3T}\) compressive and tensile transverse mode I intralaminar fracture toughness of the fibre tows

\(G_{1c}^{12T}, G_{1c}^{13T}, G_{1c}^{23T}\) in-plane and through thickness mode II intralaminar fracture toughness of the fibre tows

\(G_{1c}^m\) mode I fracture toughness of the epoxy matrix

\(K_I, K_{1c}\) stress intensity factor, and its critical value

\(l\) half length of the Double Edge Notch Tension specimen

\(l_{fpz}\) length of a fully-developed fracture process zone

\(l_{ij}\) element size

\(L_{EC}\) length of the Embedded Cell

\(M, N\) fitting parameters for bilogarithmic regression

\(P, P_1, P_2\) load, and peak load values

\(P_c\) critical load value

\(r_0\) initial precrack tip radius
\( R \) crack growth resistance
\( R_{ss} \) steady-state fracture toughness
\( S_{12}^T, S_{13}^T, S_{23}^T \) in-plane and through-thickness shear strengths of the tows
SD Standard Deviation
\( t \) specimen thickness
\( \text{tr}(Q) \) trace of the stiffness matrix
\( u_s, u_2 \) displacements at corresponding peak loads
\( u_j \) nodal displacement
\( u_y, \dot{u}_y \) vertical nodal displacement and velocity
\( v_{12}, v_{21} \) in-plane major and minor Poisson’s ratio of the weave
\( v_{12}^T \) in-plane Poisson’s ratio of the tows
\( v_{13}, v_{23} \) through-thickness Poisson’s ratio of the weave
\( v_{13}^T, v_{23}^T \) through-thickness Poisson’s ratio of the tows
\( v^m \) Poisson’s ratio of the epoxy matrix
\( V, V_0 \) deformed and undeformed volumes of the element
\( w \) characteristic size of the Double Edge Notch Tension specimen, half the specimen width
\( W_{tow} \) width of the finite element model tows
\( W_{EC} \) width of the embedded cell
\( x_1, x_2 \) in-plane tow axes of the weave: warp, and weft directions
\( X_C^T, X_T^T \) compressive and tensile longitudinal strengths of the tows
\( X_C^m, X_T^m \) compressive and tensile strengths of the epoxy matrix
\( Y_C^T, Y_T^T \) compressive and tensile transverse strengths of the tows
\( Z_i \) nodal load
\( \Delta a \) crack length increment
\( \alpha, \alpha_0 \) shape parameter, and its initial value
\( \alpha_f, \beta_f, \chi \) fitting parameters for the compliance function
\( \kappa \) geometric correction factor
\( \kappa_0, \dot{\kappa}_0 \) geometric correction factor value at \( \alpha = \alpha_0 \), and its derivative with respect to \( \alpha \)
\( \lambda \) dimensionless elastic parameter for material orthotropy
\( \eta \) material softening parameter
\( \rho \) dimensionless elastic parameter for material orthotropy
\( \sigma \) nominal stress
\( \sigma_u \) peak nominal stress
\[ \xi \] shape parameter
1. Introduction

The mode I intralaminar fracture toughness of carbon fibre reinforced polymer (CFRP) composites has been the subject of extensive investigations [1,2]. However, none of the proposed techniques have been standardised, unlike the procedures developed for testing elastic, strength (e.g. [3]) and most interlaminar fracture toughness properties (e.g. [4]). Recently developed Finite Fracture Mechanics (FFM) and continuum damage models require the input of either a steady-state fracture toughness, $R_{ss}$, or a softening law derived from the material’s crack resistance curve ($R$-curve), to accurately capture the progressive damage in composites [5–11]. The automotive and aerospace industries are still reluctant to adopt the use of such material damage models, partly due to the aforementioned lack of standardised experimental methods for determining the various intralaminar fracture toughness values.

The available literature on mode I intralaminar fracture toughness can be grouped into stable and unstable crack propagation techniques. Each comprise different test specimens and data reduction methods, with their own respective advantages and draw-backs.

Stable crack propagation techniques have been more extensively studied. Several different specimen geometries have been tested, for an assortment of unidirectional (UD) and bi-dimensional (2D) woven composites [12–14], most notably for Compact Tension (CT) tests. Other geometries have also been tested, including the 4-Point-Bend (4PB) with a single edge notch [15], and Over-height Compact Tension (OCT) [16]. Furthermore, numerous data reduction techniques have been developed for obtaining the fracture toughness from these stable crack propagation experiments. The CT geometry remains by far the most used and well documented specimen type. The extensive work conducted on CT specimens has necessitated variant design modifications, such as the doubly-tapered CT (2TCT) by Blanco et. al. [14], aimed at supressing the onset of premature failures observed in the standard CT geometry (back-end compressive failure; failure at the load introduction points; and buckling). These stable crack propagation experiments require the measurement of the crack propagation, usually by tracking the crack tip location, which complicates the execution of the experiment.

More recently, unstable crack propagation techniques have been developed, which take advantage of the quasibrittle nature of these composites. Using Bažant’s size effect method [17], the fracture toughness is obtained by testing geometrically scaled specimens such as Single/Double Edge Notch Tension (SENT/DENT) specimens [2,18]. These techniques enable the construction of a size-independent $R$-curve. The same cannot be ascertained for single-size stable propagation geometries such as the CT, without first testing larger versions of such specimens to ensure this steady-state value is actually size independent [2]. These unstable size effect methodologies have also been employed in the measurement of the mode II [19] and compressive [20] intralaminar fracture toughness properties. Recent advances in measuring the dynamic intralaminar fracture toughness of CFRPs have also made use of such methods, including testing in mode I tension [21] and compression [22].
One of the major drawbacks of both stable and unstable crack propagation specimens is in the manufacturing of precracks [15]. The preferred method of introducing a thin precrack in CFRP specimens is by using a razor blade, or using a diamond-coated thread wire [23], usually achieving a tip radius of around 0.1 - 0.2 mm. This task is difficult to perform accurately and repeatedly. Experimental errors can arise when precracks are misaligned, curved, or of incorrect length. This is a deterrent to industrial-level testing, where the number of specimens required can be significant. A simpler automated precrack introduction technique would be preferred for the standardisation of such experiments, such as using Computer Numerical Control (CNC) milling, to achieve improved geometrical tolerances and faster production if the slightly larger tip radii can be tolerated.

Considering precrack tip radii in the range 0.015 mm to 0.75 mm, it has already been shown that a precrack tip radius sensitivity exists when measuring the initiation fracture toughness of unidirectional composites using stably propagating CT specimens, while the steady-state fracture toughness is unaffected [24]. This initial sensitivity is a result of the machined precrack tip radius from which the crack starts to propagate. The steady-state fracture toughness of such specimens is determined using sets of experimental points which are located through measurements recorded when the crack has propagated some distance away from the initial crack tip such that the precrack tip radius is not influential.

Unstable specimen testing of 2D woven SENT specimens, conducted by Salviato et al. [18], made use of sharp precracks similar to CT specimens, with a tip radius 70 times smaller than the material’s Representative Unit Cell (RUC). No justification was given as to whether such a precrack radius would be sufficiently small for unstable propagation tests. Catalanotti et al. [2] claimed a certain amount of precrack tip radius insensitivity for unstable specimens (both UD and 2D woven), testing DENT specimens with milled precracks of 0.5 mm tip radius while assuming a slit crack (tip radius of 0) in the numerical derivation of the geometrical correction factor. This claim was based on the assumption that the peak load instability occurs after the crack has already propagated to its critical length, making it a sharp crack tip at failure. This claim was only experimentally substantiated by previous testing of a single UD cross-ply centre cracked specimen [25], tested with a precrack radius of 0.2 mm. A similar peak load had been observed for similar specimens with blunt precrack radii of 0.5 mm. Understanding this sensitivity for unstable testing is even more crucial, since the steady-state fracture toughness is derived from the peak loads observed for the different sized specimens. Thus, the existence of a peak load sensitivity on the precrack tip radius may result in an inaccurate measurement of the entire R-curve.

This work compares the mode I intralaminar fracture toughness obtained by stable (CT) and unstable (DENT) crack propagation testing of two woven CFRP composites. Analytical models reported in literature are briefly presented for both techniques, and subsequently used in the data reduction of the DENT and CT experimental results [2,26]. Two numerical studies are performed to assess the effect of precrack tip radius on the fracture toughness results obtained from DENT testing. The first study concerns the sensitivity of the geometric correction factor used in the size effect data reduction method. By making use of appropriate
constitutive material models, the second study compares peak loads and fracture behaviour of two DENT finite element models incorporating different precrack tip radii (same as the experimentally tested specimen radii), using an embedded cell modelling approach. A concluding discussion weighs the respective advantages and draw-backs of each method, and presents their possible applicability in industry.

2. Data reduction techniques

2.1 Analytical models for the stable crack propagation of CT specimens

The determination of the $R$-curve is achieved by studying the problem of a crack propagating in a 2D orthotropic body along one of its preferred axes [27]. In a balanced 2D woven laminate, where all plies have been stacked with the same orientation, the two in-plane preferred axes are the warp ($x_1$) and weft ($x_2$) fibre tow directions (see Figure 1a). The critical values of the mode I energy release rate, $G_{IC}^1$ and $G_{IC}^2$, are respectively associated with a crack propagating perpendicular to each of the in-plane axes, $x_1$ and $x_2$. These two values are virtually the same due to the balanced nature of the woven plies; thus, the 1 or 2 apex notation will be hereon omitted for simplicity.

Several data reduction approaches have been used to determine the mode I intralaminar fracture toughness from stable CT specimen testing. These include: (i) the area method; (ii) Compliance Calibration / Modified Compliance Calibration (CC/MCC) techniques; (iii) the Finite Element Method (FEM)-based approach; and (iv) the direct calculation of the critical value of the J-Integral, among others.

![Figure 1](image_url)
(i) Area method

The area method [28] is the simplest, making use of two sets of load peaks \((P_1, P_2)\) from the load-displacement curve (see Figure 1b), with the corresponding loading point displacements \((u_1, u_2)\), and the crack extension between these peaks \((\Delta a)\), for a specimen of thickness, \(t\):

\[
G_{ic} = \frac{1}{2ta} (P_1 u_2 - P_2 u_1)
\]  

(ii) Compliance Calibration techniques

CC and MCC techniques use the specimen compliance, \(C\), obtained either experimentally or numerically, to calculate \(G_{ic}\) as:

\[
G_{ic} = \frac{P^2}{2t} \frac{dc}{da}
\]  

For CC, the compliance is measured directly from the load-displacement curve of the tested specimens. The crack length for the CC data reduction is measured optically, and is thus prone to error [26]. Catalanotti et al. [29] removed this subjectivity by developing an algorithm to be used with Digital Image Correlation (DIC) in order to locate the crack tip (implicitly assuming a self-similar crack propagation). For the MCC method, the compliance is either measured experimentally from specimens with different machined precrack lengths, or obtained numerically, through an elastic Finite Element (FE) model of a specimen with varying crack length [26,30]. A fitting function is used for this compliance, with three coefficients, \(\alpha_f\), \(\beta_f\), and \(\chi\) [31]:

\[
C = (\alpha_f a - \beta_f)^\chi
\]  

By rearranging this compliance fit, an effective crack length, \(a_{eff}\), is derived for all load peaks of the tested specimens, with \(C = u/P\):

\[
a_{eff} = \frac{c^{\chi/\chi - \beta_f}}{\alpha}
\]  

(iii) FEM-based approach

The stress intensity factor \(K_f\), and consequently its critical value \(K_{ic}\), can be derived from empirical solutions, such as the ones used for isotropic materials [32], or for low values of orthotropy [27], and consequently the critical value of the energy release rate, \(G_{ic}\), can be obtained from:

\[
G_{ic} = \frac{1}{E} K_{ic}^2
\]
where \( \dot{E} \) is the equivalent modulus. For isotropic solutions, \( \dot{E} = E \), the material’s Young’s modulus. The orthotropic solutions necessitate a different solution for \( \dot{E} \), which is dependent on two dimensionless parameters, \( \lambda \) and \( \rho \), which define the laminate’s orthotropic nature. In a state of plane stress \( \dot{E} \) is defined as:

\[
\dot{E} = \lambda^{1/4} \sqrt{E_{11} E_{22} \left( \frac{2}{1+\rho} \right)}
\]

\[
\lambda = \frac{E_{22}}{E_{11}}, \quad \rho = \frac{E_{11} E_{22}}{2G_{12}} - \sqrt{v_{12} v_{21}}
\]

where \( E_{11}, E_{22} \) are the elastic moduli in the weave’s warp and weft directions, \( G_{12} \) is the in-plane shear modulus, and \( v_{12}, v_{21} \) are the in-plane Poisson’s ratios.

The use of isotropic or low orthotropy solutions have been shown to provide erroneous estimates of \( K_{IC} \) for highly orthotropic cross-ply or woven laminates [2,26,30], such as the ones being tested here. In this case, a possible approach is to numerically calculate the correction factor using well-known numerical techniques, such as the Virtual Crack Closure Technique (VCCT) or the domain integral method. Using the numerical model’s normalised energy release rate (unit displacement per unit load) as a correction factor, \( f(a) \), Laffan et al. [26] calculated the fracture toughness as:

\[
G_{IC} = \left( \frac{P_c}{t} \right)^2 f(a)
\]

where the correction factor, \( f(a) \), needs to be recalculated for any material system. However, this can be easily corrected by calculating \( f(a) \) as a function of material orthotropy, as proposed by Ortega et al. [30].

(iv) Direct calculation of the critical value of the J-Integral

Finally, the critical value of the energy release rate can be directly measured using the field data obtained using Digital Image Correlation (DIC), as proposed by Catalanotti et al. [29]. This methodology does not require the calculation of any correction factor and uses the displacement and strain fields to obtain the real-time values of the J-integral during the test.

Due to the complications arising from specimen preparation and experimental testing setup, the aerospace and automotive industries are seeking simpler approaches to measure intralaminar fracture toughness. Furthermore, such industries may be further discouraged from adopting experimental data reduction methods which require FE modelling. The area method, although offering larger scatter in results [26], is the only technique independent of both DIC and FE tools, and is currently being used by at least one major airframe
manufacturer. Consequently this data reduction method is used to compare stable crack propagation methods with an unstable crack propagation approach developed below.

2.2 Analytical and numerical model for the unstable crack propagation of DENT specimens (Size effect method)

The FEM-based approach and the direct calculation of the critical value of the J-Integral are also applicable to unstable data reduction schemes [25]. However, the size effect method is simpler to implement and provides a size-independent R-curve. The work presented here uses the size effect method as the only data reduction technique for unstable crack propagation testing.

An analytical model, based on [2], was used to obtain the fracture toughness from the unstable DENT specimen testing. Considering the specimen geometry in Figure 2 (width 2w, length 2l, and initial cracks each of length a₀) for a 2D orthotropic laminate, the mode I energy release rate, Gᵢ, for a crack propagating perpendicular to the warp direction, x₁, of the woven composite, under tensile displacement, u, is [27]:

\[ Gᵢ = \frac{1}{3} Kᵢ^2 \]  

where the equivalent modulus is calculated using Eq. (6) and (7) for orthotropic materials.

The stress intensity factor for the DENT geometry can be defined in terms of a characteristic size (here chosen to be half the specimen’s width), w, a nominal stress, \( \sigma = P/2wt \) (where \( P \) is the applied load, and \( t \) is the specimen thickness), and a geometric correction factor, \( \kappa \):

\[ Kᵢ = \sigma \sqrt{w} \kappa \]  

The correction factor \( \kappa \) will depend on the material parameters (\( \lambda \) and \( \rho \)), and on the specimens’ shape parameters (\( \alpha = a/w \) and \( \xi = l/w \)). The specimens tested in this work were manufactured from balanced woven laminates (\( \lambda = 1 \)). Moreover, by scaling the specimen geometry (in this case maintaining \( l = 3w \)), \( \xi \) assumes a constant value, and \( \kappa \) can be obtained as a function of \( \alpha \) and \( \rho \). Furthermore, as demonstrated by Catalanotti et al. [2], the obtained \( \kappa \) can be considered valid for \( \xi \geq 3 \). The correction factor \( \kappa \) was numerically determined by applying the Virtual Crack Closure Technique (VCCT) to a 2D quarter model of the DENT specimen (Figure 3), in the commercial FE software package Abaqus® [33]. Elastic properties were assigned to the 4-node reduced integration elements (CPS4R). Using the VCCT formula for quadrilateral elements [34], the energy release rate was calculated as:

\[ Gᵢ = -\frac{Z_{ij}(2u_j)}{Z_{ij}} \]  
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where $Z_i$ is the load at the crack tip node $i$, and $u_j$ is the displacement of node $j$, both along the $x_3$ direction. The element length along the $x_2$ direction between nodes $i$ and $j$ is $l_{ij}$, as shown in Figure 3.

In order to further simplify the expression of the correction factor, and provide a general formulation that could be used with the majority of standard balanced woven CFRP, the concept of Trace Theory [35] was employed, which exploits the similarity in the various composite systems available commercially. Table 1 lists the elastic properties of the most popular 2D woven composite materials, including the trace of the plane stiffness matrix, $\text{tr}(Q)$, the equivalent modulus in plane stress, $\hat{E}$, the two dimensionless parameters that take into account the orthotropy of the material, $\lambda$ and $\rho$, and the normalised values (with respect to the trace) of the equivalent modulus, $\hat{E}^*$, and elastic modulus, $E_{11}^*$, respectively. Trace Theory shows that the normalised values of the elastic properties are constant. Consequently, $\lambda$ and $\rho$ should not change for a given class of material systems. For 2D woven CFRP composites, it was observed that the normalised values of the equivalent and elastic moduli could be considered constants (because of the very small coefficient of variation, CV%) but the parameter $\rho$ changes substantially (CV% = 13.7). The 95% confidence interval for $\rho$ was found to be: $6.2 \leq \rho \leq 8.3$. 

![Figure 2 – Double Edge Notch Tension (DENT) specimen](image-url)
The variation in $\kappa$ in the range $6.2 \leq \rho \leq 8.3$ was found to be insignificant, with less than 1% change in the range $0 \leq \alpha \leq 1$, as shown in Figure 4. Thus, $\kappa$ can be considered to depend solely on the shape parameter $\alpha$, and is calculated to be equal to:

$$\kappa = \sqrt{\tan \frac{\pi \alpha}{2} (1.4295 - 0.0374 \alpha)}$$

(12)

Thus the energy release rate reads:

$$G_I = \frac{1}{E} w \sigma^2 \kappa^2$$

(13)

Making use of the previous observation, that $\dot{E}^*$ and $E_{11}^*$ can both be considered constant, Eq. (13) can also be rewritten as:

$$G_I = \frac{E_{11}^*}{E_{11}^{*}} \frac{1}{\dot{E}_{11}^{*}} w \sigma^2 \kappa^2 = \frac{2}{E_{11}} w \sigma^2 \kappa^2$$

(14)

where $E_{11}^*/\dot{E}^* = 0.47/0.23 \approx 2$ (see Table 1).
Table 1 – Elastic and orthotropic properties for commercially available and tested 2D woven CFRP composite materials

<table>
<thead>
<tr>
<th>Material</th>
<th>$E_{11}$ [GPa]</th>
<th>$E_{22}$ [GPa]</th>
<th>$G_{12}$ [GPa]</th>
<th>$v_{12}$</th>
<th>$tr(Q)$ [GPa]</th>
<th>$\hat{E}$</th>
<th>$\lambda$ [-]</th>
<th>$\rho$ [-]</th>
<th>$\hat{E}^*$ [-]</th>
<th>$E_{11}^*$ [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tencate TC250-HTS40 12k Plain weave [36]</td>
<td>59.7</td>
<td>59.2</td>
<td>3.58</td>
<td>0.039</td>
<td>126.2</td>
<td>27.7</td>
<td>1</td>
<td>8.25</td>
<td>0.22</td>
<td>0.47</td>
</tr>
<tr>
<td>Cytec EP2202-T650 3k Plain weave [37]</td>
<td>63.7</td>
<td>64.4</td>
<td>4.45</td>
<td>0.053</td>
<td>137.4</td>
<td>31.7</td>
<td>0.99</td>
<td>7.14</td>
<td>0.23</td>
<td>0.46</td>
</tr>
<tr>
<td>Cytec 5320-1-T650 3k Plain weave [38]</td>
<td>68.9</td>
<td>68.5</td>
<td>5.07</td>
<td>0.053</td>
<td>147.9</td>
<td>35.0</td>
<td>1</td>
<td>6.72</td>
<td>0.24</td>
<td>0.47</td>
</tr>
<tr>
<td>Hexcel 8552-AS4 3k Plain weave [39]</td>
<td>66.1</td>
<td>66.6</td>
<td>4.96</td>
<td>0.046</td>
<td>142.9</td>
<td>33.9</td>
<td>0.99</td>
<td>6.63</td>
<td>0.24</td>
<td>0.46</td>
</tr>
<tr>
<td>*Material 1 3k 2x2 Twill weave [40]</td>
<td>60.6</td>
<td>61.6</td>
<td>5.01</td>
<td>0.042</td>
<td>132.4</td>
<td>32.4</td>
<td>0.98</td>
<td>6.06</td>
<td>0.24</td>
<td>0.46</td>
</tr>
<tr>
<td>**Material 2 6k 5HS weave</td>
<td>62.6</td>
<td>62.0</td>
<td>3.69</td>
<td>0.030</td>
<td>132.1</td>
<td>28.8</td>
<td>1</td>
<td>8.59</td>
<td>0.22</td>
<td>0.47</td>
</tr>
</tbody>
</table>

Mean | 7.23 | 0.23 | 0.47 |
SD | 0.99 | 0.01 | 0.006 |
CV% | 13.7 | 4.6 | 1.4 |

*Material 1 is Gurit SE 84LV-RC200T. The shear modulus was obtained from ASTM D7078 [41] standard tests.

**Material 2 is a 2D woven toughened epoxy resin system with intermediate modulus carbon fibres. Elastic properties were obtained from testing conducted according to ASTM D3039 [3] and ASTM D7078 [41] standards.

Figure 4 – Geometric correction factor variation with material orthotropy
Equations (12) and (14) are particularly important because they avoid the need to recalculate \( \kappa \) for 2D woven CFRP materials, eliminating the requirement of FE modelling in the data reduction, and making it possible to calculate the energy release rate knowing only the Young’s modulus in the longitudinal direction. Since the correction factor \( \kappa \) increases monotonically with crack extension (positive geometry specimen [17]), unstable fracture for each specimen occurs at some peak load, \( P_u \). The corresponding nominal stress and peak load varies with specimen size according to a size effect law, \( \sigma_u = \sigma_u (w) \). This size effect law can be obtained by using one of the regression fits recommended by Bažant and Planas [17]. These size effect laws, derived for finite size specimens, capture the deviation of small specimens from LEFM, while providing the asymptotic LEFM solutions for an infinite body, for the steady-state fracture toughness, \( R_{ss} \), and the critical effective crack tip extension with a semi-infinite crack, \( c_f \) [17]. This \( c_f \) refers to the effective crack tip propagation required for the full development of the fracture process zone around the crack, at which point the propagation becomes self-similar. The \( R_{ss} \) value is thus reached once the effective crack length exceeds \( c_f \). Furthermore, this \( c_f \) value is proportional to the fully developed length of the fracture process zone, \( l_{fpz} \), in itself an intrinsic material parameter, which is calculated by the following relationship [17]:

\[
l_{fpz} = \frac{c_f}{(1 - \frac{1}{2\eta})} \tag{15}
\]

where \( \eta \) is a material parameter that depends on the softening behaviour of the quasibrittle material. Table 2 presents these regressions, with corresponding formulas.

<table>
<thead>
<tr>
<th>Regression fit</th>
<th>Formula</th>
<th>Fitting parameters</th>
<th>( c_f )</th>
<th>( R_{ss} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bilogarithmic</td>
<td>\ln \sigma_u = \ln \frac{M}{\sqrt{N + w}}</td>
<td>M, N</td>
<td>\frac{\kappa_0}{2\kappa_0} \sqrt{N}</td>
<td>\frac{\kappa_0^2}{E} M^2</td>
</tr>
<tr>
<td>Linear regression I</td>
<td>\frac{1}{\sigma_u^2} = \tilde{A} w + \tilde{C}</td>
<td>\tilde{A}, \tilde{C}</td>
<td>\frac{\kappa_0}{2\kappa_0} \frac{\tilde{C}}{\tilde{A}}</td>
<td>\frac{\kappa_0^2}{E} \frac{1}{\tilde{A}}</td>
</tr>
<tr>
<td>Linear regression II</td>
<td>\frac{1}{w \sigma_u^2} = \hat{A} \frac{1}{w} + \hat{C}</td>
<td>\hat{A}, \hat{C}</td>
<td>\frac{\kappa_0}{2\kappa_0} \frac{\hat{A}}{\hat{C}}</td>
<td>\frac{\kappa_0^2}{E} \frac{1}{\hat{C}}</td>
</tr>
</tbody>
</table>

where \( \kappa_0 = \kappa|_{\alpha=\alpha_0} \) and \( \dot{\kappa}_0 = \partial \kappa / \partial \alpha |_{\alpha=\alpha_0} \)

The energy release rate at peak load, \( G_{lc} \), for each specimen size, is tangential to the \( R \)-curve at a unique point, as shown in Figure 5. Thus the \( R \)-curve can be obtained as an envelope of the critical driving force curves of different sized specimens, by solving the following set of equations:

\[
\begin{align*}
G_l(\Delta a) &= R(\Delta a) \\
\frac{\partial G_l(\Delta a)}{\partial \Delta a} &= \frac{\partial R(\Delta a)}{\partial \Delta a}
\end{align*} \tag{16}
\]
Substituting the size effect law into the first of Eq. (16), a new equation is obtained for the material’s \( R \)-curve, which is valid for all the tested specimen sizes.

\[
R(\Delta a) = \frac{1}{E} w \sigma_u^2 \kappa^2 (\alpha_0 + \frac{\delta a}{w})
\]  

(17)

By assuming fixed shape parameters, including the initial crack length ratio \( \alpha_0 \), and recalling that the \( R \)-curve is a material parameter independent of specimen width (\( \partial R/\partial w = 0 \)) [17], differentiating Eq. (17), giving:

\[
\frac{\partial}{\partial w}(w \sigma_u^2 \kappa^2) = 0
\]  

(18)

Solving Eq. (18) for \( w = w(\Delta a) \), and substituting \( w \) back in Eq. (17), the \( R(\Delta a) \)-curve is obtained.

\[\text{Figure 5 – } R\text{-curve as an envelope of peak load driving force curves for geometrically scaled specimens, including points of tangency}\]

2.3 Numerical sensitivity study of the dependence of the geometric correction factor on precrack tip radius

The geometric correction factor \( \kappa \) was investigated for the effect of precrack radius. A numerical analysis was performed for the smallest (\( 2w = 10 \) mm) and largest (\( 2w = 30 \) mm) experimentally tested specimens. The precrack tip radius, \( r_0 \), (see Figure 9) was varied from the theoretical slit crack (\( r_0 = 0 \) mm) shown in the VCCT model of Figure 3, to more realistic radii values representing: (i) an actual sharp razor precrack (\( r_0 = 0.15 \) mm); (ii) a precrack milled with a cutter diameter of 1 mm (\( r_0 = 0.5 \) mm); and (iii) a precrack milled with a cutter diameter of 2 mm (\( r_0 = 1.0 \) mm). Considering \( \alpha_0 = 0.5 \), \( \kappa \) was computed from the J-Integral around the initial precrack. Figure 6 depicts the stress distributions around these precracks in the quarter specimen FE models, (figure only presents the smallest specimen size, \( 2w = 10 \) mm), where an increase in stress at the precrack tip can be observed with decreasing tip radius, for the same applied load. This suggests that the crack would start propagating earlier (at a smaller load value) for sharp precracks than for blunt milled precracks.
The correction factor $\kappa$ was then computed for a propagating slit crack, emanating horizontally from the precrack tip, in the range $0.5 < \alpha < 1$, for each of the different tip radii. The variation in $\kappa$ for the smallest and largest DENT specimens, using the three different precrack tip radii, can be observed in Figure 7. A significant difference in $\kappa$ was observed between the slit crack model and the models with realistic precrack tip radii, for $\alpha_0 = 0.5$. However, all models converged to the slit crack result once a slit crack was propagated from the precrack tip. As expected, the smallest specimen ($2\omega = 10$ mm) with the largest precrack tip radius ($r_0 = 1.0$ mm) converged slowest. Following this trend, the larger the specimen, the smaller the effect of the precrack tip radius on $\kappa$. However, since $R_{ss}$ is obtained as the asymptotic solution of the size effect law fit for an infinite size body [17], then the geometric correction factor for the steady-state fracture toughness should only be obtained from the slit crack VCCT solution, where the crack tip size is negligible when compared to the infinite size specimen. The inclusion of a non-zero precrack radius in the VCCT analysis would therefore be erroneous.
3. Materials and test specimens

Two 2D woven CFRP material systems were used to produce the required specimens:

1. Material 1 – 3k 2x2 Twill weave
   i. \([0\]_{12}\) 12-ply laminate, nominal thickness of 2.75 mm.
   ii. \([0\]_{16}\) 16-ply laminate, nominal thickness of 3.7 mm.

2. Material 2 – 6k 5-Harness-Satin (5HS) weave
   iii. \([0\]_{8}\) 8-ply laminate, nominal thickness of 2.55 mm.
   iv. \([0\]_{12}\) 12-ply laminate, nominal thickness of 3.85 mm.

The laminates were cured in an autoclave following the respective cure cycles recommended by the manufacturers, and the specimens were subsequently CNC milled using 2 mm diamond coated cutters. The thinner laminates from each material system were used to produce the DENT specimens, while the CT specimens were cut from the thicker laminates. The 10 mm long precracks of the CT specimens were cut using a sharp blade, 0.3 mm thick. The CT specimens for Material 2 also included a groove on either side of the specimen’s precrack and crack propagation direction, to ensure that crack propagation occurred before the onset of back-end failure [42]. The grooves were machined using a 90\(^\circ\) v-shaped milling cutter. The base and grooved CT geometries are shown in Figure 8. A single side of each specimen was spray-coated with a thin layer of white paint, to facilitate the crack length measurement. Three CT specimens were tested for each material.

Two kinds of precracks were tested for the DENT geometry, one cut using a 1 mm milling cutter for the blunt precracks, and the other with the 0.3 mm thick blade for the sharp precracks. Hereon, the DENT specimens with sharp precracks will be referred to as Double Edge Crack Tension (DECT). The base DENT specimen geometry is shown in Figure 9. Table 3 lists all the tested sizes of scaled DENT and DECT geometries. The number of tested specimens for each material, size, and precrack radius is listed in Table 4.
Figure 8 – (a) CT specimen, and (b) grooved CT specimen geometries

Figure 9 – DENT specimen geometry, including the 2 different tested precrack radii

Table 3 – DENT/DECT tested specimen geometries

<table>
<thead>
<tr>
<th>Specimen label</th>
<th>$2w$ [mm]</th>
<th>$2l$ [mm]</th>
<th>$a_0$ [mm]</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>10</td>
<td>30</td>
<td>2.5</td>
</tr>
<tr>
<td>15</td>
<td>15</td>
<td>45</td>
<td>3.75</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>60</td>
<td>5</td>
</tr>
<tr>
<td>25</td>
<td>25</td>
<td>75</td>
<td>6.25</td>
</tr>
<tr>
<td>30</td>
<td>30</td>
<td>90</td>
<td>7.5</td>
</tr>
</tbody>
</table>
4. Test setup and experimental results

4.1 CT results

The CT specimens were tested with a crosshead displacement of 1 mm/min in a Hounsfield tensile testing machine with a 50 kN load cell. An LVDT was used to record the displacement between the two loading pins, while the crack length increments were recorded optically. Figure 10 shows the crack progression for a typical CT specimen test of Material 1. The load displacement curves obtained for Material 1 were characterised by few distinct load drops, accompanied by significant crack length increments. When using the area method data reduction scheme, two load peaks are required for each data point, so that these results could only provide a maximum of two fracture toughness values per specimen (3 load peaks). Such results are typical of brittle materials, as evidenced by a small overall fracture process zone around the crack, where little fibre pull-out and fibre bridging effects were observed during crack propagation. Initially, Material 2 was also tested using the base CT geometry. However, as depicted in Figure 11, back-end failure occurred after the initial load drop, with only a few millimetres of crack propagation. Thus, results of these specimens had to be omitted. The design was modified to include a groove along the precrack and ligament, measuring 25 mm. The reduced nominal cross-section of 1.5 mm successfully mitigated back-end failure until the crack had propagated by 12 – 15 mm, with around four load peaks per specimen. The failure of a typical grooved CT specimen of Material 2 is shown in Figure 12, where the crack is assumed to propagate between the tips of the two grooves (verified by qualitative observation). This assumption is as subjective as the optical crack length measurement used in all CT experiments. The few and distinct load drops observed with both materials did not allow for many fracture toughness data points to be obtained. Admittedly, heavier and more rigid grips could have possibly improved these CT results, by reducing the instability that occurs at the load drops [12]. However, such grips were not available at the time of testing. The crack length measurement, identified as the crack tip in the painted surface, proved hard to measure for all the different CT specimens.

![Figure 10](image1.png)

Figure 10 – Material 1 CT test: (a) before initial crack propagation; (b) after initial propagation; (c) at intermediate propagation; (d) at end of test after final propagation
Figure 11 - Material 2 CT test: (a) before initial crack propagation; (b) after initial propagation; (c) after initial back-end failure; (d) at end of test.

Figure 12 - Material 2 Grooved CT test: (a) before initial crack propagation; (b) after initial propagation; (c) at intermediate propagation; (d) at end of test after initial back-end failure.
4.2 DENT/DECT results

The DENT and DECT specimens were tested at a speed of 1 mm/min in a Zwick Roell Z100 tensile testing machine with a 100 kN load cell. The peak nominal stresses obtained for each set of specimens are listed in Table 4. Figure 13 shows different sizes of DENT specimens for Material 2, while Figure 14 shows the fractured ligaments of the same specimens post-testing. No evident difference was noted visually between the fractured DECT and DENT specimens of each material, as shown in Figure 15, except that Material 1 had less visible damage around the fractured ligament when compared to Material 2.

Table 4 – DENT/DECT average peak nominal stress, \( \sigma_u \) (in MPa), and its standard deviation (in () brackets), and the number of tested specimens in each set (in {} brackets).

<table>
<thead>
<tr>
<th>Specimen label</th>
<th>10</th>
<th>15</th>
<th>20</th>
<th>25</th>
<th>30</th>
</tr>
</thead>
<tbody>
<tr>
<td>Material 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• DENT</td>
<td>262 (7) {3}</td>
<td>225 (10) {3}</td>
<td>180 (6) {3}</td>
<td>172 (11) {3}</td>
<td>145 (3) {3}</td>
</tr>
<tr>
<td>• DECT</td>
<td>268 (3) {3}</td>
<td>190 (10) {3}</td>
<td>166 (11) {3}</td>
<td>165 (5) {3}</td>
<td>144 (9) {3}</td>
</tr>
<tr>
<td>Material 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• DENT</td>
<td>431 (14) {8}</td>
<td>372 (12) {9}</td>
<td>324 (14) {7}</td>
<td>299 (14) {6}</td>
<td>290 (19) {6}</td>
</tr>
<tr>
<td>• DECT</td>
<td>412 (20) {8}</td>
<td>357 (28) {8}</td>
<td>311 (7) {6}</td>
<td>302 (33) {7}</td>
<td>294 (12) {6}</td>
</tr>
</tbody>
</table>

Figure 13 – Untested DENT specimens for Material 2 (all sizes)
The difference in peak nominal stress between DENT and DECT specimens is also sufficiently small for both materials, when compared with the scatter in results. The variation in each size set was found to be greater for the DECT specimens, especially for Material 2, where the observed peak nominal stresses were higher than those of Material 1. This larger variation could be attributed to the decreased geometric accuracy in the length of the manually cut sharp precracks. Considering the nominal widths of the specimens, a ±0.5 mm difference in precrack length could result in a significant margin of error in $\alpha_0$ values, especially for the smaller specimens. This would introduce subsequent errors in the size effect law calculation, where the scaled specimens require equal $\alpha_0$ values. However, the machining tolerances achievable using industrial CNC milling machines is quite high, usually within the range of ±0.01 mm, so that the error in precrack lengths is not significant.

Using the values in Table 4, a nonlinear least-squares Levenberg-Marquardt method was used to fit the bilogarithmic size effect regression, while a linear fit was used for the other two regressions, including their 95% confidence intervals. The bilogarithmic regression gave the best fit for the DECT and DENT data of both materials. The size effect fits for Material 1 and Material 2 are shown in Figure 16 and Figure 17 respectively.
4.3 Mode I intralaminar fracture toughness results

The fracture toughness results obtained from the DECT and DENT experiments are presented for each material, in Figure 18 and Figure 19. The $G_f(\Delta a)$ curves, numerically derived for different specimen sizes (in blue), including those specific to the experimentally tested sizes (in red), were used to obtain each of the $R$-curves. The 95% confidence interval of each $R$-curve was obtained by substituting the 95% confidence limits of the size effect laws into the $G_f(\Delta a)$ equation and obtaining new $R$-curve envelopes. The bilogarithmic size effect fitting coefficients $(M, N)$, $c_f$ and $R_{ss}$ for each material are listed in Table 5. The $R$-curves for both materials show that there is no significant difference between the DECT and DENT specimens, since their values fall within the confidence limits of the other. Each material’s DECT and DENT results are also compared with the data points obtained from CT tests in Figure 20. These plots show an agreement in the $R_{ss}$ obtained from stable and unstable crack propagation techniques, with the CT data points falling within the confidence intervals of the size effect test results. These plots also show a lack of CT data around the rising part of the $R$-
curve, unlike the results of the DECT and DENT tests which better capture the development of the fracture process zone. The average $R_{ss}$ values obtained from CT specimens are also listed in Table 5.

The relatively brittle behaviour of Material 1 can be observed from both the nature of the $R$–curves (very short $c_f$), and from the few CT data points, all occurring at large $\Delta a$ values. The $R_{ss}$ value is also significantly lower than the one of Material 2, and other $R_{ss}$ values observed in literature for similar materials [2]. In fact, since all the $G_f(\Delta a)$ curves for the tested specimens of Material 1 are tangential to the $R$–curve at the plateau region, it was concluded that at this length scale, this composite can be considered to follow a Linear Elastic Fracture Mechanics (LEFM) behaviour limit for perfectly brittle materials [17]. The almost negligible value of $c_f$ for this material conflicts with the assumption made by Catalanotti et al. [2], formulated while testing UD cross- ply laminates, of a sharp crack tip at peak load.

For Material 2, a tougher response was observed in both stable and unstable test regimes. This was corroborated with a higher $R_{ss}$ value and a longer $c_f$ than those of Material 1. This notable difference in fracture toughness between the tested materials is suspected to be a result of the differences in fibre strength, matrix toughness, and the fibre-matrix interface, while the different weave architecture could play a minor role. Some of the CT data for Material 2 falls slightly outside of the DENT confidence intervals. However, the CT data points are highly sensitive to the measured crack lengths. Locating the exact tip of a crack in a specimen’s painted surface is not an effective and objective method for measuring the effective crack length. The aforementioned methods that provide a more accurate determination of the crack tip position, such as DIC [29], have not been pursued in the knowledge that industry is seeking quicker and more straightforward approaches. Furthermore, theoretically, during the crack propagation in such composite materials, especially those with a woven reinforcement, the concept of a single crack tip is an approximation, since, in reality, crack propagation in each ply may be self-similar, and may involve multiple failure mechanisms along various constituent surfaces.

Table 5 – Steady-state fracture toughness ($R_{ss}$), critical crack extension ($c_f$), and size effect fitting coefficients ($M$, $N$)

<table>
<thead>
<tr>
<th>Material</th>
<th>$M$ [MPa$\sqrt{\text{mm}}$]</th>
<th>$N$ [mm]</th>
<th>$c_f$ [mm]</th>
<th>$R_{ss}$ [kJ/m$^2$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Material 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DECT</td>
<td>556.2</td>
<td>1x10$^{-5}$</td>
<td>4x10$^{-6}$</td>
<td>19.0</td>
</tr>
<tr>
<td>DENT</td>
<td>587.7</td>
<td>5.97x10$^{-4}$</td>
<td>1.93x10$^{-4}$</td>
<td>21.2</td>
</tr>
<tr>
<td>CT</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>28.9</td>
</tr>
<tr>
<td>Material 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DECT</td>
<td>1259.0</td>
<td>4.77</td>
<td>1.54</td>
<td>108.7</td>
</tr>
<tr>
<td>DENT</td>
<td>1184.4</td>
<td>2.67</td>
<td>0.86</td>
<td>96.2</td>
</tr>
<tr>
<td>CT</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>111.5</td>
</tr>
</tbody>
</table>
Figure 18 – $R$-curves (in black) with 95% confidence limits (in dashed black) for (a) DECT and (b) DENT specimens for Material 1

Figure 19 – $R$-curves (in black) with 95% confidence limits (in dashed black) for (a) DECT and (b) DENT specimens for Material 2

Figure 20 – $R$-curves with 95% confidence limits from DECT/DENT, and CT data, for (a) Material 1, and (b) Material 2
5. Numerical study of the precrack tip radius effect on a DENT specimen using an embedded cell FE model

A FE model of a DENT specimen ($2w = 20$ mm) was generated in the software package Abaqus® [33], with the purpose of numerically analysing the effect of precrack tip radius on the peak load. The fracture morphology is also of interest, since it involves the longitudinal and transverse fracture of tows, and the degradation of the epoxy matrix.

The model consists of an embedded cell (EC) model, including an eight-ply stack plain weave along the ligament of the DENT specimen, surrounded by a homogenised mesoscale (ply-level) volume for the rest of the specimen (see Figure 21). The homogenised volume is intended to represent the mesoscopic elastic behaviour of the specimen, thus helping to reduce computational cost. The finite element model as well as the constitutive material models are briefly described in the following sections.

![Figure 21 – FE model including the embedded cell and homogenised volume, with the applied BCs.](image)

5.1 Finite element model

The total length, width and thickness of the computational model was $2l = 60$ mm, $2w = 20$ mm and $t = 3.2$ mm, respectively. The eight-ply stack EC had a width of $W_{EC} = 10$ mm and a total length of approximately $L_{EC} = 5$ mm. The width of a compacted tow was $W_{tow} = 2.2$ mm. The EC consisted of pre-compacted tows embedded in an epoxy matrix. The tow compaction was performed in a prior simulation, to obtain a more realistic representation of a cured laminate, as shown in Figure 22. Since the scope of this analysis was to analyse
the crack propagation inside each tow rather than to compare the propagation in different weave patterns, a plain weave pattern was modelled for the tows, due to its simplicity.

![Figure 22](image)

Figure 22 – EC displayed in an isometric view (left) and in a front view highlighting the weave pattern (right).

Figure 21 shows the complete FE model, subjected to the appropriate Boundary Conditions (BCs). The homogenised volume of the model was generated by offsetting the elements with one-hundred solid layers at the EC’s boundaries, through orphan mesh capabilities. To represent the model’s geometry, three-dimensional tetrahedral continuum solid elements (C3D4) were used to represent the matrix in between the EC’s tows, while three-dimensional reduced integration linear brick elements (C3D8R) were used to discretise the tows and the homogenised volume. The average element size for the homogenous volume, tows and matrix was around 0.03 mm. Two FE models were generated, including geometric precracks similar to the experimentally tested DENT and DECT specimens, with \( r_0 = 0.5 \text{ mm} \) and \( r_0 = 0.15 \text{ mm} \) respectively. The tips of each precrack were located in the ECs, created by the removal of elements. The \( \alpha_0 = 0.5 \) ratio was maintained, with precracks each having a length of 5 mm. A comparison of the two models’ precracks are shown in Figure 23.

5.2 Constitutive material models

An orthotropic linear elastic constitutive model was used to simulate the homogenised volume, since this part of the specimen would remain within the elastic limit behaviour throughout the specimen test. Thus, no material nonlinearity or damage behaviour was considered in this volume.
The epoxy matrix in the RUC was modelled using the elastic-plastic constitutive damage model proposed by Melro et al. [43], and was implemented as a VUMAT subroutine in Abaqus® [33]. The initial behaviour was linear elastic. A paraboloidal stress yield criterion was defined, as proposed by Tschoegl [44], and used together with a non-associative flow rule. A thermodynamically-consistent isotropic damage model was used, defined by a single damage variable, with a damage activation function, similar to the paraboloidal yield criterion, used to identify damage onset. However, this activation function uses the compressive and tensile strengths of the epoxy matrix, instead of the yield strengths and the concept of an effective stress tensor, i.e. the stress tensor calculated using the undamaged stiffness tensor. Mesh size dependency was avoided through the implementation of Bažant and Oh's crack band model [45], which uses the individual characteristic element length and the mode I fracture toughness of the epoxy, $G_{Ic}$, to regularise the computed dissipated energy. It was implemented along with the definition of a damage evolution law [43]. For more details, the reader is referred to [43,46].

The tows were modelled using a transversely isotropic intralaminar damage model developed by the Advanced Composites Research Group (ACRG) at Queen's University Belfast [10,47–49]. Faggiani and Falzon [47] combined Continuous Damage Mechanics (CDM) with the appropriate damage initiation criteria to produce a response model that is suitable for simulating impact damage on UD composite panels. For simulating the materials’ crush response, i.e. a complex loading state with several damage interactions, additional features and/or modifications to the initial model were made to account for load reversal, stiffness degradation, capturing the in-situ effect [50], element objectivity [10], element deletion criteria [48] and non-linear shear behaviour [49]. For more details, the reader is referred to [10,47–49,51].
Since this comparative numerical analysis was only performed to assess the effect of precrack tip radius, the input values of the mechanical properties used to model each part of the FE model should have little influence in the simulations’ outcome. Elastic and strength properties used to model the epoxy matrix and tows were assumed to be the ones obtained by Melro et al. [52], and are represented in Table 6 and Table 7 respectively. The elastic properties of the homogenised part are reported in Table 1 for Material 2.

Table 6 – Epoxy matrix material properties

<table>
<thead>
<tr>
<th>Mechanical property</th>
<th>Epoxy matrix</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elastic modulus</td>
<td>$E^m = 3760$ MPa</td>
</tr>
<tr>
<td>Poisson’s ratio</td>
<td>$v^m = 0.39$</td>
</tr>
<tr>
<td>Tensile strength</td>
<td>$X^m_T = 93$ MPa</td>
</tr>
<tr>
<td>Compressive strength</td>
<td>$X^m_C = 180$ MPa</td>
</tr>
<tr>
<td>Mode I fracture toughness</td>
<td>$G^m_{Ic} = 0.09$ kJ/m$^2$</td>
</tr>
</tbody>
</table>

Table 7 – Tow mechanical properties

<table>
<thead>
<tr>
<th>Mechanical property</th>
<th>Tows</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elastic moduli</td>
<td>$E^T_1 = 138910$ MPa; $E^T_{22} = E^T_{33} = 9380$ MPa</td>
</tr>
<tr>
<td>Poisson’s ratios</td>
<td>$\nu^T_{12} = \nu^T_{13} = 0.245$; $\nu^T_{23} = 0.350$</td>
</tr>
<tr>
<td>In-plane shear modulus</td>
<td>$G^T_{12} = 5080$ MPa</td>
</tr>
<tr>
<td>Longitudinal tensile strength</td>
<td>$X^T_L = 2057$ MPa</td>
</tr>
<tr>
<td>Longitudinal compressive strength</td>
<td>$X^T_C = 1200$ MPa$^a$</td>
</tr>
<tr>
<td>Transverse tensile strength</td>
<td>$Y^T_T = 68$ MPa</td>
</tr>
<tr>
<td>Transverse compressive strength</td>
<td>$Y^T_C = 123$ MPa</td>
</tr>
<tr>
<td>Shear strengths</td>
<td>$S^T_{12} = S^T_{13} = 48$ MPa; $S^T_{23} = 39$ MPa</td>
</tr>
<tr>
<td>Mode I longitudinal intralamellar fracture toughness</td>
<td>$G^T_{Ic} = 101.5$ kJ/m$^2$ [2]</td>
</tr>
<tr>
<td>Compressive longitudinal intralamellar fracture toughness</td>
<td>$G^T_{Cc} = 61$ kJ/m$^2$ [20]</td>
</tr>
<tr>
<td>Mode I transverse intralamellar fracture toughness</td>
<td>$G^T_{Ic} = 0.2$ kJ/m$^2$$^a$</td>
</tr>
<tr>
<td>Compressive transverse intralamellar fracture toughness</td>
<td>$G^T_{Cc} = 0.4$ kJ/m$^2$$^a$</td>
</tr>
<tr>
<td>Mode II intralamellar fracture toughness</td>
<td>$G^{12T}<em>{IIc} = G^{13T}</em>{IIc} = G^{23T}_{IIc} = 0.4$ kJ/m$^2$$^a$</td>
</tr>
</tbody>
</table>

$^a$Estimated
The numerical simulations were conducted using the FE solver Abaqus®/Explicit [33]. In order to avoid numerical errors due to excessive element distortion, damaged elements were removed throughout the simulations, through the following strategy [48]:

\[
\text{Delete element if } \begin{cases} 
  d^m > 0.99 \\
  d^{T_{11(T/C)}} > 0.99 \\
  \det F \leq 0.5 \vee \det F \geq 3
\end{cases},
\]

where \(d^m\) is the matrix damage variable, \(d^{T_{11(T/C)}}\) is the fibre-dominated longitudinal damage variable of the tows (for tension or compression), and \(\det F\) yields the ratio of an element’s deformed volume, \(V\), to its undeformed volume, \(V_0\); \(\det F = V/V_0\).

5.3 Numerical predictions and discussion

Figure 24(a) shows quantitative numerical predictions of the nominal stress-displacement curves obtained for the two DENT models with differing precrack radii, with four indicated points (A-D), associated with the corresponding representations of Figure 24(b). The first three contour plots present the fibre tensile damage variable of the tows, while the fourth plot shows the deformed shape of the tows after the occurrence of numerical instabilities beyond peak load. For the sake of brevity, these contour plots only represent the tows within the EC of the model with \(r_0 = 0.5\) mm. The ordinate value of the plot in Figure 24(a) represents the ratio of the nominal stress and the maximum nominal stress of the two curves. The four points identified in this curve represent: (A) no fibre damage in the tows; (B) initial crack propagation, identified from the deletion of some elements at the precrack tip; (C) peak load showing substantial fibre damage; (D) mode I unstable crack band propagation. Despite results showing a marginally higher peak nominal stress for the bigger precrack tip radius model (<1% higher), the difference between the two models falls within the observed scatter of experimental results. Thus, the quantitative results of this study agree with the experimental observations. Figure 25 presents a qualitative comparison of the crack bands developed after peak load, for both models. The fracture surfaces through the tows are not representative of a pure slit, but a crack band, and are quite comparable between the two models. The initiation of such a crack band helps explain the precrack tip radius insensitivity observed in the unstable experiments of Material 1, even considering its small \(c_f\). The assumption of a sharp crack tip at peak load would only justify the precrack tip radius insensitivity observed for Material 2.

Due to the qualitative and quantitative consistency observed both experimentally and numerically, the DECT and DENT specimens with the tested precrack radii can be used interchangeably in obtaining the fracture toughness of 2D woven composites. These results cannot be extended to other material configurations (such as UD), or for larger precrack radii, without further experimental justification.
Figure 24 – Normalised nominal stress – displacement curves for the DENT FE models (a), and corresponding fibre tensile damage progression and final crack propagation through the EC volume (b)
6. **Comparative discussion on stable and unstable crack propagation techniques**

The experimental results for both tested materials, from both stable and unstable techniques, converged to similar steady-state mode I intralaminar fracture toughness values. Since this $R_{ss}$ value, being the typical input value for most state-of-the-art composite intralaminar damage models, was the main objective of these experiments, the two methodologies can both be considered valid for such measurements.

With the aim of standardising such experiments, consideration was given to the material costs and total time (including preparation, testing and data reduction), their applicability to different composite material systems, objectivity, completeness of results, and eventual applicability to a wider spectrum of testing strain rates.

Comparatively, the cost of material for each test is quite insignificant, since relatively similar quantities are required. For manufacturing, both specimens are easy to cut using automated processes. However, by using small milled precracks, DENT specimens can eliminate the need of manual or particularly expensive manufacturing processes, while increasing the accuracy of the precrack lengths. Unstable testing used in combination with the size effect method only requires the peak load measurement, which is significantly simpler.
than setting up displacement and crack length measurement devices (LVDT, camera) for stable testing. The time required for data reduction can be significant for both methods. However, by using Eq. (12) for the geometric correction factor, and Eq. (14) for the energy release rate of 2D woven composites, the derivation of the size effect fitting and $R$-curve envelope can be automated, allowing the unstable method’s data reduction to become significantly less time consuming. Since stable propagation methods require crack length increments to be noted from visual data, and correlated to respective load drops, the data reduction for such methods are harder to automate.

Multiple material systems with a range of fracture toughness values have been tested using both methodologies. However, toughened materials have necessitated several modifications for stable specimen geometries, such as the grooved CT used here for Material 2. The only variation in specimen geometry required by the unstable method would be to include larger specimen sizes for materials with significantly higher fracture toughness. The objectivity of stable techniques all rests on the crack length measurement, as already discussed in section 4.3.

The results obtained from both techniques, although in agreement on $R_{ss}$, do not provide equal levels of information about the development and propagation of a material’s fracture process zone (i.e. the $R$-curve). While the use of stiff and heavy grips could enable more data points to be derived from stable testing, the unstable technique derives the complete $R$-curve envelope while using standard tensile grips.

7. Conclusions

After comparing the experimental results obtained for both stable and unstable crack propagation techniques, and taking into account the qualitative and quantitative observations of the numerical studies for the precrack tip radius sensitivity of unstable specimens, the following conclusions are drawn:

- Unstable DENT specimens of 2D woven CFRP composites have been experimentally and numerically shown to possess a certain precrack tip radius insensitivity, within the tested radii ($0.15 \leq r_0 \leq 0.5$ mm), as theoretically suggested by Catalanotti et al. [2]. This insensitivity is useful in simplifying the manufacturing process of precracks for such specimens. The use of automated machining will allow for an improved accuracy of the precrack length, reducing the experimental scatter in results.

- Both stable and unstable methodologies provide similar values for the steady-state mode I intralaminar fracture toughness of 2D woven composites. However, size effect testing of unstable geometries can provide a more comprehensive description of the development of a fracture process zone around a crack tip, by virtue of a size-independent $R$-curve, with the use of standard tensile experimental grips. Furthermore, the required geometric modifications necessary to delay undesired failure modes in CT
specimens of toughened CFRP composites can act as a deterrent towards this specimen’s eventual standardisation.

- The unstable crack propagation techniques exhibit numerous significant advantages over their stable counterparts. These include easier specimen manufacturing (automated precrack machining), simpler testing procedures (which only require a peak load), with a faster and more objective automated data reduction scheme. Furthermore, the data reduction scheme presented here has been further developed from that in [2], and is now applicable to most commercially available 2D woven composites without the need of any material orthotropy corrections, through the use of Trace Theory.

This study has built on and expanded the original work of Catalanotti et al. [2], to demonstrate the potential of the unstable size effect test method to be standardised for obtaining the mode I intralaminar fracture toughness of 2D woven composites. This experimental method can be extended to similarly obtain intralaminar fracture toughness values for other failure modes, over a range of strain rates. Further standardisation of such methods would enable the aerospace and automotive industries to adopt the state-of-the-art composite damage models currently being developed.
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