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Abstract—This letter investigates the performance enhancement by the concept of multi-carrier index keying in orthogonal frequency division multiplexing (OFDM) systems. For the performance evaluation, a tight closed-form approximation of the bit error rate (BER) is derived introducing the expression for the number of bit errors occurring in both the index domain and the complex domain, in the presence of both imperfect and perfect detection of active multi-carrier indices. The accuracy of the derived BER results for various cases are validated using simulations, which can provide the accuracy within 1 dB at favorable channels.
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I. INTRODUCTION

Orthogonal frequency division multiplexing (OFDM) has been adopted in the majority of today and future communication standards such as IEEE 802.11, 3GPP’s LTE-Advanced, due to its robustness to multipath fading. The performance of these systems with increased sub-carriers is heavily dependent on an increased sensitivity to mismatched conditions such as frequency offset and phase noise [1] as well as transmission nonlinearity caused by the non-constant power ratio of OFDM symbols [2], [3].

In [4], [5], the so-called sub-carrier index modulation scheme modifies the classical OFDM systems treating the sub-carrier index as additional resource to decrease the bit error rate (BER) faster than the classical OFDM at a low complexity with only a few sub-carrier activation. The effects of channel estimation errors on the approximate pairwise error probability (PEP) of the OFDM modulating the index of sub-carrier was more recently discussed in [6].

The contribution of this letter is twofold. We first generalize the BER expression of a joint multi-carrier index keying and OFDM (MCIK-OFDM) that is based on any number of active sub-carriers and includes expressions for the number of bit errors by both the MCIK and the OFDM transmissions. In [4], [5], the BER is limited by a fixed number of active sub-carriers that differs from what we consider herein. For example, the approach in [5] cannot be used directly with both a small and a large number of active sub-carriers. Our contribution is secondly to analyze the performance of the MCIK-OFDM system deriving a tight upper bound on the BER in the presence of imperfect and perfect detection of active indices.

II. JOINT MCIK-OFDM SYSTEM MODEL

We consider a peer-to-peer M-QAM OFDM transmission with $N_c$ sub-carriers that consists of $n$ clusters of $N$ sub-carriers (i.e., $N_c = nN$). A stream of M-QAM symbols is first serial-to-parallel converted, where every $n(\leq N_c)$ symbols are grouped into a vector $s = [s_1, s_2, \cdots, s_n]^T$ and $s_i \in \mathbb{S}$ are used to modulate sub-carriers, as in the classical OFDM, but it differs from that the modulated sub-carriers are only those of $n$ activated indices, similar to [4], [5]. For the $n$ active indices, a different stream of $m_0$ bits per cluster is used to randomly select one out of $N$ indices of sub-carriers, and thus $n$ randomly activated sub-carriers at every transmit interval. In this process, namely multi-carrier index keying (MCIK), the $nm_0$ bits streams modulate a combination of the $n$ indices of sub-carriers that are mutually modulated by the above $n$ symbols streams. Note that there are $L = N^n$ combinations available, where for the simplicity in analysis $L$ is assumed to be $L = 2^{[\log_2 B(N, n)\beta]}$ and $B(.)$ denotes the binomial coefficient. After modulating both the active indices of sub-carriers (by MCIK) and the sub-carriers of the active indices (by OFDM), $s$ is mapped to $n$ sub-carriers of the active indices. A combination of the active indices is denoted by $x_t$, i.e., $x_t = [i_1, \cdots, i_n]$ where $i_\beta \in \{1, \cdots, N_c\}$ for $\beta = 1, \cdots, n$. Note that $N_c-n$ inactive sub-carriers are zero padded to represent no transmission of M-QAM symbols on these [5]. Taking into account both $x_t$ and $s$, then, the OFDM block to transmit forms the $N_c \times 1$ OFDM block as $s_F = [s(1), \cdots, s(N_c)]^T$ where $s(k) \in \{0, \mathbb{S}\}, \forall k$. Unlike the classical OFDM, $s_F$ in the proposed system comprises $N_c-n$ zero elements whose indices help carry information of $nm_0$ elements, completing the $n$ active sub-carriers.
bits. Supposing that the channel has a discrete-time impulse response during the OFDM block interval in the frequency domain defined as $h_F = [h(1), \cdots, h(N_c)]$ where $h(k)$ for $k \in \mathcal{X}_t$ represent Rayleigh fading channel, being independent identically distributed (i.i.d.) complex Gaussian with zero mean and unit variance, i.e., $h(k) \sim \mathcal{CN}(0,1)$, and others for $k \notin \mathcal{X}_t$ are zeros. The fading channel is assumed to be quasi-static so that the channel gains vary from one OFDM block to another. The input-output model in the frequency domain can be equivalently given by

$$y = hS + n$$  \hspace{1cm} (1)

where $y = [y(1), \cdots, y(N_c)]$, $h = [h(i_1), \cdots, h(i_n)]$ with $i_\beta \in \mathcal{X}_t$, $S$ is the $n \times N_c$ matrix such that

$$S = \text{diag}(s_{1,\alpha_1}, \cdots, s_{n,\alpha_n})$$  \hspace{1cm} (2)

where $s_{\beta,\alpha} = [0_{1 \times \alpha-1}, s(i_\beta), 0_{1 \times N-\alpha}]$, $\alpha_\beta$ indicates the location of the active sub-carrier within cluster $\beta$, i.e., $i_\beta = (\beta - 1)N + \alpha_\beta$ and $\alpha_\beta \in \{1, \cdots, N\}$, $s(i_\beta) \in S$ is the M-ary symbol, and $n = [n(1), \cdots, n(N_c)]$ denotes the independent, additive white Gaussian noise (AWGN) vector, i.e., $n(k) \sim \mathcal{CN}(0, N_o)$, $\forall k$. We denote the signal-to-noise ratio (SNR) by $\rho = E_s/N_o$ where $E_s$ denotes the average power for the M-QAM symbol.

### III. BER ANALYSIS

The joint MCIK-OFDM scheme can transmit the total number of $m_t$ bits that is the sum of two information rates: $m_0 = \log_2(L) = n \log_2 N$ bits by the MCIK; and simultaneously $m_1$ bits (or $n$ symbols in $s$) by the OFDM, i.e., $m_1 = n \log_2 M$. Therefore, the MCIK-OFDM scheme offers $m_t = m_0 + m_1$ (bits/symbol).

Let us define the BER of the proposed scheme as the ratio of the number of bits in error to the total number of bits in transmission, which can be given:

$$P_b = \frac{\text{Num. of bits in error} (m_e)}{\text{Num. of bits in transmission} (m_t)}$$  \hspace{1cm} (3)

where the numerator $m_e$ is the sum of bits errors among the $n$ clusters, i.e., $m_e = \sum_{\beta=1}^{n} m_{e,\beta}$.

The bit errors of $m_{e,\beta}$ result from three error cases:

(i) an incorrect index of active sub-carrier and an incorrect M-ary symbol;

(ii) an incorrect index of active sub-carrier and a correct M-ary symbol; and

(iii) a correct index of active sub-carrier and an incorrect M-ary symbol.

The bit errors caused by only the incorrect index in cases (i), (ii) is denoted by $m_{e_0,\beta}$ while those by the incorrect M-ary symbol in cases (i), (iii) by $m_{e_1,\beta}$. Thus, per cluster, we have $m_{e,\beta} = m_{e_0,\beta} + m_{e_1,\beta}$ with $m_{e_0,\beta}$ and $m_{e_1,\beta}$ being the numbers of bit errors by the MCIK and the OFDM, respectively.

To compute (3), we first focus on $m_{e,\beta}$ per cluster since each cluster independently modulates and demodulates $m_t/n$ bits; we examine the expressions for both $m_{e_0,\beta}$ and $m_{e_1,\beta}$ which has been overlooked by others in this field. $m_{e,\beta}$ of all the clusters will be used later to express $m_e$ and thus, the overall BER.

Unlike the classical OFDM, the maximum likelihood (ML) detector only on $s(k)$ based on $y(k)$ is not sufficient to retrieve $m$ bits in the proposed system. This is because the MCIK-OFDM conveys another bits by the random combination of active indices. Thus, we demand two decision processes: a likelihood ratio test (LRT) detects $x_t$ (and thus $m_0$); and the ML detector retrieves $m_1$ bits from the sub-carriers of the corrected and equalized active indices from the estimate $\widehat{x}_t$. This decoder is optimal at the cost of the additional decoder of sub-carrier index (e.g., see [6] for details).

### A. Number of bit errors of the MCIK

We examine $m_{e_0,\beta}$. For this, let $(s_{\beta,\alpha} \rightarrow \tilde{s}_{\beta,\alpha})$ denote the pairwise error event (PEE) that the channel $\beta$ is incorrectly detected as $\tilde{\alpha}$ for $\alpha, \tilde{\alpha} \in \{1, \cdots, N\}$, $\alpha \neq \tilde{\alpha}$, given that $\alpha$ is transmitted within cluster $\beta$. Then, given the PEE and $h$, $m_{e,\beta}$ of each cluster can be obtained, using the union bound, as

$$m_{e,\beta} \leq \sum_{\alpha} \sum_{\tilde{\alpha}, \tilde{\alpha} \neq \alpha} P(s_{\beta,\alpha} \rightarrow \tilde{s}_{\beta,\tilde{\alpha}}) \frac{1}{N} \tilde{m}_{e,\beta}(\alpha, \tilde{\alpha})$$  \hspace{1cm} (4)

where $\tilde{m}_{e,\beta}(\alpha, \tilde{\alpha})$ denotes the number of bit errors on both the sub-carrier index domain and the M-ary complex domain, i.e., $\tilde{m}_{e,\beta}(\alpha, \tilde{\alpha}) = \tilde{m}_{e_0,\beta} + \tilde{m}_{e_1,\beta}$. Here, $\tilde{m}_{e_0,\beta}$ and $\tilde{m}_{e_1,\beta}$ are for $m_{e_0,\beta}$ and $m_{e_1,\beta}$, respectively, conditioned on the PEE $(s_{\beta,\alpha} \rightarrow \tilde{s}_{\beta,\tilde{\alpha}})$. In (4), $P(s_{\beta,\alpha} \rightarrow \tilde{s}_{\beta,\tilde{\alpha}})$ is the conditional pairwise error probability (PEP) of deciding $\tilde{s}_{\beta,\tilde{\alpha}}$ given that $s_{\beta,\alpha}$ and $h$ are used, and the priori probabilities of $s_{\beta,\alpha}$ are equally likely.

Using the LRT in [7], the well-known conditional PEP expression in (4) can be expressed:

$$P(s_{\beta,\alpha} \rightarrow \tilde{s}_{\beta,\tilde{\alpha}}) = Q \left( \frac{1}{2} \sqrt{\frac{\| \mathbf{h}(i_\beta) (s_{\beta,\alpha} - \tilde{s}_{\beta,\tilde{\alpha}}) \|^2}{N_0}} \right)$$  \hspace{1cm} (5)

where $Q(x) \triangleq \pi^{-1} \int_0^\infty \frac{1}{e^{x^2/2} + 2} \sin^2 \theta \, d\theta$ is the error function. Define $d_\beta = \gamma_\beta \| (s_{\beta,\alpha} - \tilde{s}_{\beta,\tilde{\alpha}}) \|^2 = 2E_s \gamma_\beta$, where $\gamma_\beta = \| \mathbf{h}(i_\beta) \|^2$ has a chi-squared distribution with two degrees of freedom. Then, (5) can be simplified to

$$P(s_{\beta,\alpha} \rightarrow \tilde{s}_{\beta,\tilde{\alpha}}) = Q \left( \sqrt{\frac{\gamma_\beta E_s}{2N_0}} \right).$$  \hspace{1cm} (6)
Given (6), \( m_{e0,\beta} \) from (4) can be obtained as
\[
m_{e0,\beta} \leq \frac{1}{N} \sum_{\alpha=1}^{N} \sum_{\tilde{\alpha} \neq \alpha}^{N} \frac{Q\left( \sqrt{d_{\beta} E_{\kappa}} \right)}{2 N_{0}} \hat{m}_{e0,\beta}. \tag{7}
\]

In (7), \( \hat{m}_{e0,\beta} \) can be obtained referring to the number of unmatched active sub-carriers on the PEE in (6) by
\[
\hat{m}_{e0,\beta} = \| \mathbf{x}_{\alpha}^\top - \mathbf{x}_{\tilde{\alpha}}^\top \|^{2} \quad \forall \alpha, \tilde{\alpha},
\tag{8}
\]
where \( \mathbf{x}_{a} \) for \( a \in \{ \alpha, \tilde{\alpha} \} \) is an index-to-binary mapping so that the index \( a \) represents a sequence of \( \log_{2} N \) bits, meaning that (8) is the Hamming distance between \( \alpha \) and \( \tilde{\alpha} \) (denoted by \( H(\alpha, \tilde{\alpha}) \)) that counts the number of bit errors caused by incorrect indices of sub-carriers.

Using (8) and (7), \( m_{e0,\beta} \) as a part of \( m_{e,\beta} \) in (3) can be obtained based on the MCIK per cluster by
\[
m_{e0,\beta} = \frac{1}{N} \sum_{\alpha=1}^{N} \sum_{\tilde{\alpha} \neq \alpha}^{N} \frac{Q\left( \sqrt{d_{\beta}} \right)}{4 N_{0}} H(\alpha, \tilde{\alpha}). \tag{9}
\]
As seen in (9), it is worth pointing out that \( m_{e0,\beta} \) scales proportionally with the Hamming distance between binary sub-carrier indices while it decreases exponentially with the Euclidean distance \( d_{\beta} = \gamma_{\beta} \| (\mathbf{s}_{\beta,\alpha} - \tilde{\mathbf{s}}_{\beta,\tilde{\alpha}}) \|^{2} \).

B. Number of bit errors of the conditional OFDM

We examine \( m_{e1,\beta} \) of the M-QAM symbols. One term is added to (4), taking into account the bit errors of case (iii). This is because the bit errors of the M-ary symbols can still occur even if the active sub-carriers are correctly detected.

So, \( m_{e1,\beta} \) can be formulated for a given \( \beta \) as
\[
m_{e1,\beta} \leq \sum_{\alpha} \sum_{\tilde{\alpha} \neq \alpha} \frac{P(\alpha \rightarrow \tilde{\alpha})}{N} \hat{m}_{e1,\beta} \tag{10}
\]
\[
+ \sum_{\alpha} \left( 1 - \prod_{\tilde{\alpha} \neq \alpha} P(\alpha \rightarrow \tilde{\alpha}) \right) \frac{1}{N} \hat{m}_{e1,\beta}. \tag{11}
\]
As shown in (10)-(11), \( m_{e1,\beta} \) relate the two terms to case (ii) and case (iii): (1) conditional bit errors (CBEs) on the mis-detection of the active indices; and (2) CBEs on the correct detection of the active indices.

1) CBEs on the mis-detected active indices: This CBE has regard to \( \hat{m}_{e1,\beta} \) from \( \hat{m}_{e,\beta}(\alpha, \tilde{\alpha}) \) in (4). Given the PEE \( (\alpha, \beta) \rightarrow (\tilde{\alpha}, \beta) \) for \( \alpha, \beta \neq \tilde{\alpha}, \beta, s(i_{\beta}) \) should be determined from a non information-carrying sub-carrier. It means that \( \hat{m}_{e1,\beta} \) is determined without any knowledge of \( s(i_{\beta}) \), leading to \( \hat{m}_{e1,\beta} = 0.5 \log_{2} M \).

Then, (10) for the CBEs on the mis-detected indices can be captured for cluster \( \beta \) as
\[
\frac{1}{N} \sum_{\alpha=1}^{N} \sum_{\tilde{\alpha} \neq \alpha}^{N} \frac{Q\left( \sqrt{d_{\beta}} \right)}{4 N_{0}} \log_{2} \frac{M}{2} \tag{12}
\]
where for a given \( M, \log_{2} M/2 \) represents 50 percent detection accuracy of \( \log_{2} M \) transmit bits in the presence of the mis-detection, i.e., \( \tilde{\alpha} \neq \alpha, \forall \alpha, \tilde{\alpha} \).

2) CBEs on the correctly detected active indices: We further derive (11). Intuitively, this equals the number of the bit errors in the classical M-QAM weighted by the probability of the correct detection that \( \alpha \rightarrow \tilde{\alpha} \) for \( \alpha = \tilde{\alpha} \). The probability of the correct detection of the active indices can be upper bounded by considering the joint probability of all PEEs. That is, (11) for the CBEs can be represented by
\[
\frac{1}{N} \sum_{\alpha=1}^{N} \left( 1 - \prod_{\tilde{\alpha} \neq \alpha}^{N} Q\left( \sqrt{d_{\beta}} \right) \right) \log_{2} M P(\gamma_{\beta}|s(i_{\beta})) \tag{13}
\]
where the term \( (1 - \prod()) \) including the product of the PEPs is used to give a upper bound on the correct detection probability of the active sub-carriers, and \( P(\gamma_{\beta}|s(i_{\beta})) \) stands for the well-known BER of the M-ary QAM over the AWGN channel. For example, given \( s(i_{\beta}) \in S \) and the M-QAM, we have [8]
\[
P(\gamma_{\beta}|s(i_{\beta})) = \sum_{i=1}^{\Theta_{M}} C_{i} Q\left( \sqrt{c_{i} \gamma_{\beta} \rho} \right) \tag{14}
\]
where for a Gray-coded square M-QAM, the constants \( \Theta_{M}, C_{i}, \) and \( c_{i} \) can be found in [8].

Using (12)-(14), therefore, \( m_{e1,\beta} \) of the conditional OFDM on cases (ii)-(iii) per cluster can be given by
\[
m_{e1,\beta} = \frac{\log_{2} M}{N} \sum_{\alpha=1}^{N} \left\{ \sum_{\tilde{\alpha} \neq \alpha}^{N} \frac{1}{2} Q\left( \sqrt{d_{\beta}} \right) \right\} \tag{15}
\]
\[
+ \left( 1 - \prod_{\tilde{\alpha} \neq \alpha}^{N} Q\left( \sqrt{d_{\beta}} \right) \right) P(\gamma_{\beta}|s(i_{\beta})) \}
\]
where notice that the first and the second terms represent the CBEs of the mis-detection and the CBEs of the correct detection of active sub-carriers, respectively. As observed in (15), \( m_{e1,\beta} \) for a given \( \beta \) relies on only the Euclidean distance \( d_{\beta} \), unlike \( m_{e0,\beta} \) in (9).

C. Unconditional BER expression in closed-form

Using the above observations, the overall BER in (3) can be obtained with respect to \( m_{e0,\beta} \) and \( m_{e1,\beta} \) of all the clusters. Then, (3) can be represented by
\[
P_{b} = \frac{m_{e}}{m_{t}} = \frac{\sum_{\beta=1}^{N} (m_{e0,\beta} + m_{e1,\beta})}{\log_{2} N^{n} + n \log_{2} M}. \tag{16}
\]
Inserting (9) and (12) into the numerator of (16), the conditional BER on the mis-detection is expressed in
sub-carryer comprising of the case (ii) when the active sub-carrier indices. The theoretical results are validated by simulations; the distance to the simulations decreases from 3 dB to within 1 dB as SNR increases. The accuracy improves further for the average BERs lower than $10^{-3}$. This figure illustrates that the accuracy improves as $N$ (or $n$) decreases (increases). For small $N$, intuitively, the OFDM transmission gets a small number of the summation terms of the upper bound PEPs which improves the accuracy of the derived average BER.

\[ P_{b,c} \leq \sum_{\beta=1}^{N} \sum_{\alpha=1}^{n} \sum_{\alpha \neq \alpha=1}^{N} Q \left( \sqrt{\frac{d_{\beta}}{4N}} \right) H(\alpha, \tilde{\alpha}) \]

\[ + \log_{2} M \sum_{\beta=1}^{N} \sum_{\alpha=1}^{n} \sum_{\alpha \neq \alpha=1}^{N} \frac{1}{2} Q \left( \sqrt{\frac{d_{\beta}}{4N}} \right) \]

The BER in (17) is not the final BER but the conditional BER on the mis-detection cases (i)-(ii) only. It means that at favorable channels, (17) does not address the case (iii) when $\alpha = \tilde{\alpha}$, relying on that the CBEs on the correct detection will get dominant in the BER. Instead, inserting (9) and (15) into (16), the generalized expression for unconditional BER of the MCIK-OFDM can be finally obtained in closed–form:

\[ P_{b} \leq \frac{1}{m_{t} N} \sum_{\beta=1}^{N} \sum_{\alpha=1}^{n} \sum_{\alpha \neq \alpha=1}^{N} Q \left( \sqrt{\frac{d_{\beta}}{4N}} \right) H(\alpha, \tilde{\alpha}) \]

\[ + \log_{2} M \sum_{\beta=1}^{N} \sum_{\alpha=1}^{n} \sum_{\alpha \neq \alpha=1}^{N} \frac{1}{2} Q \left( \sqrt{\frac{d_{\beta}}{4N}} \right) \]

\[ \left( 1 - \prod_{\alpha \neq \tilde{\alpha}} Q \left( \sqrt{\frac{d_{\beta}}{4N}} \right) \right) \sum_{i=1}^{M} C_{i} Q \left( \sqrt{\bar{p}_{i}} \right) \]

where $\bar{p} = c_{i} \rho$, the first and the second terms relate to the CBEs of the MCIK and the OFDM, respectively, on the mis-detection, and the last term represents the CBEs of the OFDM based on the correct detection of the active sub-carrier indices. Note that this union bound based expression will be tight, as verified in Fig. 1.

IV. NUMERICAL EVALUATIONS AND DISCUSSIONS

We consider the MCIK-OFDM systems with $N_c = 128$ sub-carrriers comprising of $n$ clusters of $N$ sub-carriers for various configurations of $(N, n) = \{(2, 64), (4, 32), (8, 16)\}$. The average BERs are obtained simply by taking the expectation of (18).

Fig. 1 depicts the average BER of the MCIK-OFDM on the Rayleigh flat fading per sub-carrier, considering the presence of both imperfect and perfect detection of active sub-carrier indices. The theoretical results are validated by simulations; the distance to the simulations decreases from 3 dB to within 1 dB as SNR increases. The accuracy improves further for the average BERs lower than $10^{-3}$. This figure illustrates that the accuracy improves as $N$ (or $n$) decreases (increases). For small $N$, intuitively, the OFDM transmission gets a small number of the summation terms of the upper bound PEPs which improves the accuracy of the derived average BER.

V. CONCLUSION

We studied the MCIK-OFDM system that modulates both the sub-carriers and their indices in order to convey the information bits via only a small subset of properly activated sub-carriers. To measure the performance, we derived the tight upper bound BER expression in closed–form taking into account all the three conditional bit error cases on the activated index detection. The accuracy of the derived expression has been well validated by simulations and this accurate BER will be useful to evaluate various concepts of the MCIK-OFDM for low-complexity, energy-efficient applications.
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