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Abstract

Context: As a result of automated software testing, large amounts of software test code (script) are usually developed by software teams. Automated test scripts provide many benefits, such as repeatable, predictable, and efficient test executions. However, just like any software development activity, development of test scripts is tedious and error prone. We refer, in this study, to all activities that should be conducted during the entire lifecycle of test-code as Software Test-Code Engineering (STCE).

Objective: As the STCE research area has matured and the number of related studies has increased, it is important to systematically categorize the current state-of-the-art and to provide an overview of the trends in this field. Such summarized and categorized results provide many benefits to the broader community. For example, they are valuable resources for new researchers (e.g., PhD students) aiming to conduct additional secondary studies.

Method: In this work, we systematically classify the body of knowledge related to STCE through a systematic mapping (SM) study. As part of this study, we pose a set of research questions, define selection and exclusion criteria, and systematically develop and refine a systematic map.

Results: Our study pool includes a set of 60 studies published in the area of STCE between 1999 and 2012. Our mapping data is available through an online publicly-accessible repository. We derive the trends for various aspects of STCE. Among our results are the following: (1) There is an acceptable mix of papers with respect to different contribution facets in the field of STCE and the top two leading facets are tool (68%) and method (65%). The studies that presented new processes, however, had a low rate (3%), which denotes the need for more process-related studies in this area. (2) Results of investigation about research facet of studies and comparing our result to other SM studies shows that, similar to other fields in software engineering, STCE is moving towards more rigorous validation approaches. (3) A good mixture of STCE activities has been presented in the primary studies. Among them, the two leading activities are quality assessment and co-maintenance of test-code with production code. The highest growth rate for co-maintenance activities in recent years shows the importance and challenges involved in this activity. (4) There are two main categories of quality assessment activity: detection of test smells and oracle assertion adequacy. (5) JUnit is the leading test framework which has been used in about 50% of the studies. (6) There is a good mixture of SUT types used in the studies: academic experimental systems (or simple code examples), real open-source and commercial systems. (7) Among 41 tools that are proposed for STCE, less than half of the tools (45%) were available for download. It is good to have this percentile of tools to be available, although not perfect, since the availability of tools can lead to higher impact on research community and industry.

Conclusion: We discuss the emerging trends in STCE, and discuss the implications for researchers and practitioners in this area. The results of our systematic mapping can help researchers to obtain an overview of existing STCE approaches and spot areas in the field that require more attention from the research community.

Keywords: Systematic mapping, survey, study repository, software test-code engineering, development of test code, quality assessment of test code, quality improvement of test code, maintenance of test code
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1 INTRODUCTION

Automated software testing and development of test code (scripts) are now mainstream in the software industry. For instance, in a recent book, Microsoft test engineers reported that “there were more than a million [automated] test cases written for Microsoft Office 2007” [37]. As another example, for the version 2.1 of the Android smart-phone software platform, there were about 2.1 million lines of code (LOC), from which about 358,000 LOC were Java test code written in the JUnit framework [61, 62].

Also, according to a survey in year 2009 across the Canadian province of Alberta which was conducted to understand and characterize the industrial software testing practices [63], it is stated that about 65% and 45% of companies in Alberta automate their unit and system testing tasks, respectively.

Automated test scripts provide many benefits, such as repeatable, predictable, and efficient test executions. However, development of test-code scripts is tedious, error prone and requires significant up-front investment [50]. Moreover, after the initial development, like any software engineering artifact, test code requires quality assessment and maintenance. Thus, test scripts have a lifecycle involving different development, quality assessment (verification and validation), and maintenance activities, and must co-evolve with the application code under test. To perform such activities efficiently (especially when the test suite of an application grows over time to consist of tens of thousands of scripts), the development of appropriate techniques, tools, and methods that encompass the entire test-script lifecycle is essential. We refer to all activities that should be conducted during the entire lifecycle of test-code as Software Test-Code Engineering (STCE).

To address the above challenges associated with STCE, many researchers from academia (e.g., [4]) and also practitioners (e.g., [23]) have tackled the STCE challenges and have proposed various methods, techniques, tools, and metrics in this area. According to an initial literature search that we conducted, as of this writing (Spring 2013), about 72 studies (studies and books) have appeared since 1999 in the area of STCE. As this research area matures and the number of related studies increases, it is important to systematically classify the current state-of-the-art and to provide an overview of the trends in this specialized field [64-66]. Such categorized results provide many benefits to the broader community of researchers and practitioners. For example, they would be valuable resources for new researchers (e.g., PhD students) aiming to identify open research areas needing further work and/or to conduct additional secondary studies [64-66]. A secondary study in this context is defined as a study of (primary) studies [67].

In this work, we systematically analyze and classify the body of knowledge related to STCE through a systematic mapping (SM) study [66]. As part of this study, we pose a list of research questions, define inclusion (selection) and exclusion criteria of relevant studies, and systematically develop and refine a systematic map (classification schema) of all the selected studies.

After a careful selection process (Section 4), our study pool includes a set of 60 studies (from the set of 72 identified studies) published in the area of STCE between 1999 and 2012. The full version of our mapping data is available through a publicly-accessible online repository [68]. We derive the trends for instance in terms of types of studies (types of contribution and research facets), types of STCE activities (e.g., guidelines for development of test code, quality assessment and quality improvement), and types/scales of software systems used for testing and evaluations in the primary studies.

The main contributions of this article are three-fold:

- A systematic map (Section 5) developed for the area of STCE which could be used for further secondary studies (e.g., surveys, systematic mappings or systematic literature reviews) in this field in future
- Systematic mapping of the existing research in this area (Sections 6)
- An online article repository which has been created during this SM [68]

The remainder of study is organized as follows. Section 2 discusses background and related work. Section 3 describes our research method, including the overall SM process, the goal and research questions tackled in this study. Section 4 discusses the article selection process. Section 5 presents the systematic map which has been built through an iterative selection and
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synthesis process. Section 6 presents the results of the systematic mapping. Section 7 summarizes the implications of the SM results for researchers and practitioners, and discusses the potential threats to validity of our study. Finally, Section 8 concludes this study and states the future work directions. The reference section at the end of the study is divided into two parts: primary studies of the SM are listed first and then the other references used in this study.

2 BACKGROUND AND RELATED WORK

This work is a secondary study in the context of automated test-code engineering, and relates to the following areas: (1) Software test automation, (2) STCE process, and (3) Secondary studies in software engineering and software testing.

Since understanding the rest of the paper needs familiarity with the above related areas, we provide a brief background on these concepts in the rest of this section. Section 2.1 and 2.2 aim at providing unfamiliar readers with a basic knowledge of test automation and test code, and also the process of STCE to better understand the concepts used in our mapping study. For example, terms such as test-code quality assessment in the context of test-code is discussed. Then, since our work is a secondary study, a brief introduction to other secondary studies and systematic mapping studies in software engineering and software testing is provided (Sections 2.3 and 2.4). Related works are discussed afterwards (Section 2.5).

2.1 BRIEF OVERVIEW OF AUTOMATED TESTING, TEST FRAMEWORKS AND TEST CODE

Automated testing is the use of special software tool or framework (separate from the software being tested) to test the system under test (SUT).

There are different test tools and frameworks which are used to develop test cases, test code (scripts), manage test cases and control the execution of tests. Test code (script) is a piece of code written in regular programming languages (e.g., Java, C++) which is executed on the SUT for the purpose of testing (exercising) the SUT and observing its behavior/output. A test script usually codes a given test case.

Some software testing tasks, such as extensive regression testing, can be laborious and time consuming to do manually. In addition, a manual approach might not always be effective in finding certain classes of defects. Test automation offers a possibility to perform these types of testing effectively. Once automated tests have been developed, they can be run quickly and repeatedly. Many times, this can be a cost-effective method for regression testing of software products that have a long maintenance life.

By consulting from several books [69-71] on software testing and incorporating different views and classifications, one can divide the testing tasks into five types which we believe is a suitable classification in this context:

1. Test-case design: Designing and deriving the list of test cases or test requirements to satisfy coverage criteria (e.g., line coverage), other engineering goals, or based on human expertise (e.g., exploratory testing).
2. Test scripting: Documenting test cases in manual test scripts or automated test code
3. Test execution: Running test cases on the software under test and recording the results
4. Test evaluation: Evaluating results of testing (pass or fail), also known as test verdict
5. Test-result reporting: Reporting test verdicts (outcomes) and defects to developers, e.g., via defect (bug) tracking systems

Each of the above test tasks can be done either manually, fully automated or partially automated. There are many tools and frameworks for supporting the above test tasks which are either commercial or open-source. Different test tools provide different features for various types of testing (functional versus non-functional testing), and in different test levels (unit, integration or system testing).

The most visible aspect of testing is often the test execution task, in which a test script (code), developed by a human tester or using a tool, is executed on the SUT. A test script usually includes four distinct steps that are executed in sequence:

- Setup: the test fixture (the "before" picture) is set up, that is required for the SUT to exhibit the expected behavior as well as anything the tester needs to put in place to be able to observe the actual outcome
- Exercise: the SUT is exercised, i.e., the test code interacts with the SUT.
- Verify: doing whatever is necessary to determine whether the expected outcome has been obtained. This phase determines the outcome of the test case: pass or fail.
• Teardown: tear down the test fixture to put the “world” (SUT and the environment) back into the state in which they were before the test case started execution.

For readers not that familiar with test code, we briefly review next two real examples of automated test code, as shown in Figure 1 and Figure 2. These test scripts have been developed using two quite-popular test frameworks, JUnit [72] and Selenium [73], respectively. As discussed above, there are many automated test tools and frameworks. Discussing the features of all test tools is outside the scope and need of our study. We are only discussing JUnit and Selenium as two representative examples. JUnit is perhaps the most commonly used unit testing framework [72]. Selenium is a tool [73] for system (functional GUI) testing of web applications.

Figure 1 is an example test code in unit testing level from the Android software platform (version 2.1) [61, 62] which has been written in JUnit. This test method tests whether emergency phone numbers are set properly in the phone under test. The four steps of the test case in Figure 1 (setup, exercise, verify, and teardown) have been explicitly commented in the code. This unit test code from the Android mobile platform is verifying whether emergency numbers have been properly set on the phone. There are three assertions in the test code of Figure 1. The first setup and exercise start with populating the mInfo object with the phone number 911, which is an emergency number in the North America. The first assertion then verifies if the phone number recorded in the mInfo object is an emergency number. The second setup and exercise populate the uniform resource identifier (URI) “tel:911” inside the mInfo object. The follow-up assert method in the verify phase verifies that that URI is also a valid emergency number, as it should be. The last test case starts with a setup and exercise phase which populate the phone number “18001234567” inside the mInfo object and then verifies that this number is not an emergency number.

```java
/**
 * Checks the caller info instance is flagged as an emergency if the number is an emergency one. There is no test for the contact based constructors because emergency number are not in the contact DB.
 */
public void testEmergencyIsProperlySet() throws Exception {
    CallerInfo mInfo=new CallerInfo();
    // setup and exercise
    mInfo = CallerInfo.getCallerInfo(mContext, "911");
    // verify
    assertIsValidEmergencyCallerInfo();
    // setup and exercise
    mInfo = CallerInfo.getCallerInfo(mContext, "tel:911");
    // verify
    assertIsValidEmergencyCallerInfo();
    // setup and exercise
    mInfo = CallerInfo.getCallerInfo(mContext, "18001234567");
    // verify
    assertFalse(mInfo.isEmergencyNumber());
    // no teardown is needed for this test method
}
```

Figure 1: An example automated unit test-case code from the Android software platform [61, 62]

Figure 2 shows an example automated system-level test-case (in tabular form) developed using the Selenium tool [73] for testing a bug tracking web application called JIRA. This test case tests the enter-an-issue use-case of this system and verifies whether an example bug with summary field=“A sample bug” has been entered to the database properly. After inserting and testing this example bug, the test case executes the tear-down phase by removing the dummy bug from the system. The four steps of the test script in Figure 2 (setup, exercise, verify, and teardown) have also been explicitly specified.

### 2.2 SOFTWARE TEST-CODE ENGINEERING

An overview of the STCE process is shown in Figure 3. There are two domains in the process: the one in the top belongs to the software under test (SUT), also known as “production code”, and the one in the bottom is for automated test suites (test code). The process shows the phases involved in development, quality assessment, quality improvement and maintenance of software test code in parallel with software production code.

---
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To conduct automated testing, software engineers have the choice of manually coding the test code, or to use automated tools to generate test code (e.g., using the tool we reported in [55]). In traditional software-development processes such as the Waterfall model, the test suite is developed after the production code of a system is developed. In recent software-development processes such as the Test-Driven Development (TDD) or Test-First Development (TFD), test code is developed first and is used to develop the production code. To account for these different types of development process, the arrow reading “impacts” can be traversed in both directions, meaning that development of production code can impact development of test code, and vice versa.

After the first versions of both (production and test) code bases are ready, both the production code and automated test suites code need to go through quality assessment (verification and validation) activities. Both types of code need to be maintained and evolved together. However maintenance changes almost always start with (are triggered by) production code. To see an example of how changes in a SUT should be propagated to its test code, let us refer to the example test code in Figure 2. Let us consider the case when the URL of the web application under test is changed. Note that the test code in Figure 2 was recorded (encoded) to have /secure/Dashboard.jspa as the starting URL of the web page under test. If the starting URL is changed, the test code will simply not run and has to be revised (i.e., co-maintained) accordingly.

Kaner [74] points out that “testers invest in regression automation with the expectation that the investment will pay off in due time. Sadly, they often find that the tests stop working sooner than expected. The tests are out of sync with the product. They demand repair. They’re no longer helping finding bugs. Testers reasonably respond by updating the tests. But this can be harder than expected. Many automators have found themselves spending too much time diagnosing test failures and repairing decayed tests.”

In large-scale projects, all the phases of STCE are usually effort intensive. Example case studies on co-maintenance of the source code-bases and their efforts magnitude can be found in [75-78]. Note that some phases of the STCE process shown in Figure 3 might be bypassed by a given team, e.g., a development team may decide to only develop and co-maintain the test code as the SUT changes, without improving the test-code’s quality (e.g., refactoring to keep a high-quality design). However, we should note that the quality of test code is as important as the quality of the application code under test, if not higher.
As discussed in Section 1, after the initial development, like any software engineering artifact, test code requires quality assessment and maintenance. Thus, test scripts have a lifecycle involving different development, quality assessment (verification and validation), and maintenance activities, and must co-evolve with the application code under test. Figure 4 shows, as a UML state-chart diagram, the life-cycle of a test-code artifact, and intends to complement the process shown in Figure 3.

The life of a test-code artifact (e.g., a test method in JUnit [72]) starts when it is developed. There are two fundamental reasons for a test-code artifact to be changed (maintained): (1) usually, when the SUT changes, it is needed to update the test code (this is also called “repairing test code” in the literature, e.g., [6, 8, 30]), and (2) test-code is changed to improve its internal quality (e.g., refactoring), e.g., [3, 32, 39]. Test-code maintenance could continue and go on for the entire duration of the project and the life-time of the software system. If testing is short phased and if the team decides to no longer use the automated test suites, the test code will be retired/archived. Also, retiring of test code could happen due to unfortunate situation of not being able to co-maintain the test code in a cost effective manner. This unfortunately happens quite often in industrial projects and there are lots of experience reports on failed test automation projects, e.g., [79-81]. Failure of test automation is especially possible when record and playback tools are used for Graphical User Interface (GUI) testing.

In a 2008 book titled “How We Test Software at Microsoft” [37], written by three test managers at Microsoft, the authors discussed and raised the need for tools and infrastructure for test-case and test-code management. Here is a quote from that book: “When a test team begins writing software to test software, a funny question comes up: "Who tests the tests?" The question is easy to ignore, but it pays to answer it. A tremendous amount of coding effort goes into writing test code, and that code is susceptible to the same sorts of mistakes that occur in product code. In a number of ways, running the tests and examining failures are a test for the tests, but that approach can still miss many bugs in test code."

To further highlight the importance of STCE, the book by Microsoft [37] has two specific sub-sections on this topic: “Section 12.4.4-Test Code Analysis” and “Section 12.4.5-Test Code Is Product Code”. In the same book, the authors point out the scale of test code developed by the engineers in Microsoft: “Systems with a million or more test points (test cases * the number of
configurations they run on) are common for Microsoft products”. They also add: “Product code and test code alike must be highly maintainable”.

The subject of test-script engineering has received the attention of many researchers and practitioners. We are recently seeing focused venues in the area, e.g., the first workshop International Workshop on End-to-End Test Script Engineering (ETSE) [82] which was held in July 2011 and was co-located with the International Symposium on Software Testing and Analysis (ISSTA).

To study test-code maintenance precisely, let us recall from the software maintenance literature that there are four types of software maintenance activities:

- **Perfective** – improving the quality of software artifacts (e.g., source code) without changing its behavior, e.g., refactoring
- **Adaptive** – dealing with changes and adapting in software requirements, or environment
- **Preventive** – activities aiming on increasing software maintainability to prevent problems in the future. The decayed parts of the application code are often referred to as **code smells** which are often is symptoms of a problem (e.g., low maintainability). Similarly, a test smell is symptom of a problem in test code.
- **Corrective** – dealing with errors found and fixing it.

Similar to the maintenance of product code, maintenance of test code (by itself) and also co-maintenance of test code together as the product code is maintained are very important activities [83]. Based on the STCE process depicted in Figure 3, each of the above types of software maintenance activities, when applied to test code, would be rephrased as follows:

- **Perfective maintenance of test code** – Quality improvement of test code, e.g., refactoring using test-code patterns [27]
- **Adaptive maintenance of test code** – Co-maintenance as the production code is maintained
- **Preventive maintenance of test code** – Quality Assessment of test code, e.g., detection of test smells in test code, e.g., test smells such as test-code redundancy and eager test [27]
- **Corrective maintenance of test code** – Finding and fixing defects (bugs) in test code

Through our SM, we will refer to the above different maintenance activities and find studies that have been reported in each of the above categories.

2.3 SECONDARY STUDIES IN SOFTWARE ENGINEERING AND THEIR USEFULNESS

Research proceeds by learning from and being inspired by existing work. When a research area grows and owns a large number of existing studies, it requires a substantial effort to read all the literature before conducting new research. Summarizing the existing literature and providing an overview for a certain area is helpful for new researchers (e.g., new Master or PhD students), since such summaries identify research trends and shed light on future directions.

Secondary studies are common in software engineering. Secondary study is defined as a study of studies [67], i.e., a review of individual studies (each of which is called a primary study). Example types of secondary studies include: survey studies, systematic mapping (SM) studies, and Systematic Literature Reviews (SLR). A SM study is a defined method to build a classification scheme and structure a research field of interest. A SLR is a means of evaluating and interpreting all available research relevant to a particular research question, topic area, or phenomenon of interest. SLRs aim to present a fair evaluation of a research topic by using a trustworthy, rigorous, and auditable methodology. A SLR study often includes a SM study as part of it, and is thus usually more comprehensive than a SM.

Similar to other research fields, software engineering has its methodologies for conducting secondary studies. Petersen et al. [66] presented a guideline study on how to conduct SM studies in software engineering. The guideline study by Petersen et al. [66] provided insights on building classification schemes and structuring a particular sub-domain of interest in software engineering. Kitchenham et al. also presented in [64] detailed guidelines for performing SLR studies in software engineering, most of which could also be used for a SM study. The guidelines described by Petersen et al. [66] and also Kitchenham et al. [64] were followed in our SM study. Justification to follow the guidelines from those two studies is that they are treated as two comprehensive guidelines to conduct SLR/SM in software engineering and have been used by many other researchers conducting and reporting SLRs and SMs in software engineering, e.g., [84-86].
The software engineering community as a whole believes that secondary studies are useful. There are relatively high number of citations to SM and SLR studies, and also there are studies such as [87] which reported the educational value of mapping studies. Last but not least, there has also been a “ternary” study (a study of secondary studies) in software engineering by Kitchenham et al. [65] which systematically reviewed a selected set of SLRs.

2.4 SECONDARY STUDIES IN SOFTWARE TESTING

We were able to find 25 secondary studies [88-111], [125] reported, as of this writing, in different areas of software testing. We list and categorize these studies in Table 1 along with their study areas. Based on the “year” column, we observe that more and more SMs and SLRs have recently started to appear in the area of software testing. As per our literature search, we were able to find eight SMs and six SLRs in the area, as shown in the table. The remaining 11 studies are “surveys”, “taxonomies”, “literature reviews”, and “analysis and survey”, terms used by the authors themselves to describe their secondary studies.

The number of primary studies studied in each study in Table 1 varies from 6 (in [109]) to 264 (in [106]). Our study started with an initial pool of 72 studies and, after applying systematic inclusion/exclusion criteria, includes 60 in the final pool, as described in Section 4.

2.5 RELATED WORKS (SECONDARY STUDIES IN STCE)

Focusing on the area of STCE, we were not able to find any secondary studies closely related to our work. However, we found two studies [112, 113] which have systematically mapped [112] and compared [113] unit-level automated test generation tools. In a strict sense, these two studies are secondary studies of test tools and not research studies in the area of testing. Thus, we did not include them in Table 1. However, since they are related to our work to some extent, we discuss them below.

The 2012 Master thesis reported in [112] systematically mapped 23 testing tools for automated generation of unit-level test code. The major contributions of that research work were: the categorization of the tools and the type of defects that can be caught by those tools. The mapping categorized the tools based on five criteria: (1) language support, (2) availability, (3) domain, (4) testing technique used, and (5) level of effort needed to use the tool.

<table>
<thead>
<tr>
<th>Type of Secondary Study</th>
<th>Secondary Study Area</th>
<th>Number of Primary Studies</th>
<th>Year</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>SM</td>
<td>Non-functional search-based testing</td>
<td>35</td>
<td>2008</td>
<td>[88]</td>
</tr>
<tr>
<td></td>
<td>SOA testing</td>
<td>33</td>
<td>2011</td>
<td>[89]</td>
</tr>
<tr>
<td></td>
<td>Testing using requirements specification</td>
<td>35</td>
<td>2011</td>
<td>[90]</td>
</tr>
<tr>
<td></td>
<td>Product lines testing</td>
<td>45</td>
<td>2011</td>
<td>[91]</td>
</tr>
<tr>
<td></td>
<td>Product lines testing tools</td>
<td>64</td>
<td>2011</td>
<td>[92]</td>
</tr>
<tr>
<td></td>
<td>Web application testing</td>
<td>33</td>
<td>2012</td>
<td>[93]</td>
</tr>
<tr>
<td></td>
<td>Graphical User Interface (GUI) testing</td>
<td>79</td>
<td>2013</td>
<td>[110]</td>
</tr>
<tr>
<td></td>
<td>Search-based non-functional testing</td>
<td>136</td>
<td>2013</td>
<td>[111]</td>
</tr>
<tr>
<td>SLR</td>
<td>Unit testing for Business Process Execution Language (BPEL)</td>
<td>27</td>
<td>2009</td>
<td>[95]</td>
</tr>
<tr>
<td></td>
<td>Formal testing of web services</td>
<td>37</td>
<td>2010</td>
<td>[96]</td>
</tr>
<tr>
<td></td>
<td>Search-based test-case generation</td>
<td>68</td>
<td>2010</td>
<td>[97]</td>
</tr>
<tr>
<td></td>
<td>Regression test selection techniques</td>
<td>27</td>
<td>2010</td>
<td>[98]</td>
</tr>
<tr>
<td></td>
<td>Web application testing</td>
<td>95</td>
<td>2014</td>
<td>[125]</td>
</tr>
<tr>
<td>Survey/Analysis</td>
<td>Object-oriented testing</td>
<td>140</td>
<td>1996</td>
<td>[99]</td>
</tr>
<tr>
<td></td>
<td>Testing techniques experiments</td>
<td>36</td>
<td>2004</td>
<td>[100]</td>
</tr>
<tr>
<td></td>
<td>Search-based test data generation</td>
<td>73</td>
<td>2004</td>
<td>[101]</td>
</tr>
<tr>
<td>Taxonomy</td>
<td>Year</td>
<td>References</td>
<td></td>
<td></td>
</tr>
<tr>
<td>----------------------------------------------</td>
<td>------</td>
<td>------------</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Combinatorial testing</td>
<td>2005</td>
<td>[102]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SOA testing</td>
<td>2008</td>
<td>[103]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Symbolic execution</td>
<td>2009</td>
<td>[104]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Testing web services</td>
<td>2010</td>
<td>[105]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mutation testing</td>
<td>2011</td>
<td>[106]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Product lines testing</td>
<td>2011</td>
<td>[107]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Taxonomy Model-based GUI testing</td>
<td>2010</td>
<td>[108]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Literature review</td>
<td>2010</td>
<td>[109]</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The comparison case-study study reported in [113] compared several unit-level automated test generation tools. The authors created two sets of test suites: one test set contained random test cases and the other contained values to satisfy edge coverage. The results showed that the automatic test-data generation tools generated tests with almost the same mutation scores as the random tests.

### 3 RESEARCH METHOD

In the following, an overview of our research method and then the goal and research questions of our study are presented.

#### 3.1 OVERVIEW

As discussed above, this SM is carried out based on the guidelines provided by [64, 66]. In designing the methodology for this SM, methods from several other SMs such as [84-86] were also incorporated. The process that lies at the basis of this SM is outlined in Figure 5, which consists of three phases:

- Article selection (Section 4)
- Development of the systematic map (Section 5)
- Systematic mapping (Section 6)

The SM process starts with article selection from various academic sources. Then, a systematic map is systematically developed. The systematic map is then used to conduct systematic mapping and results are then reported. Details of the above phases are described in Sections 4, 5, and 6.

![Figure 5: The research process used to conduct this SM study](image-url)
3.2 GOAL AND RESEARCH QUESTIONS

There has been very extensive research on theoretical aspects of software testing, but there has been much less work on “test code research”, which lies on the practical side of the software testing field. This has been our primary motive and goal of our study. Also, as per our experience, writing test code for testing an application is the most visible aspect of automated testing for many practitioner developers and testers. Similar to the production code (development code), writing a good test code needs a comprehensive engineering process.

The research approach we have used in our study is the Goal, Question, Metric (GQM) methodology \[114\]. Using the GQM’s goal template \[114\], the goal of this study is to systematically map (classify) the state-of-the-art in the area of STCE, to identify opportunities for future research, and to find out the recent trends and directions in this field from the point of view of researchers and practitioners in this area. We also want to understand how the research space has evolved over time with regards to the above research attributes. Based on the above goal, the following research questions (RQs) are raised.

● **RQ 1 - Mapping of studies by contribution facet:** How many studies present STCE methods, techniques, tools, models, metrics, or processes? Petersen et al. \[66\] proposed the above types of research contributions to enable systematic mapping of studies in software engineering and the above mapping approach has been used in other many other SM studies, e.g., \[110, 111, 115\]. Answering this RQ will enable us to assess whether the community as a whole has had more focus on developing new test techniques, or more focus on developing new test tools.

● **RQ 2 - Mapping of studies by research facet:** What type of research methods have been used in the studies in this area? Some studies only propose solutions without extensive validations, while some other studies present in-depth evaluation of their approach (e.g., systematic empirical studies using hypothesis testing). Petersen et al. \[66\] has also proposed guidelines to classify the research approach of studies, which we will use to answer this RQ. The rationale behind this RQ is that knowing the breakdown of the research area with respect to (w.r.t.) research-facet types will provide us with the maturity of the field in using empirical approaches.

● **RQ 3 - Contribution Facet versus Research Facet:** What ratios of studies fall in each combination of contribution facet and research facets? For example, how many studies have proposed STCE-related metrics with research maturity of systematic empirical studies? Addressing this RQ will help us understand the frequency and ratio of studies for each combination of contribution and research facets.

● **RQ 4 - Types of STCE approach:** What types of STCE activities have been presented in the literature (e.g., development of test code, quality assessment, and quality improvement of test code), and which types are more popular than others? Addressing this RQ will help us gain knowledge about the type of test activities that have been more popular.

● **RQ 5 - Types of STCE activities versus contribution facets:** What ratios of studies fall in each combination of STCE activities and research facets? For example, we were interested in questions such as the following: What ratio of the studies have presented tools for quality assessment of test suites? Addressing this RQ will characterize the research landscape for each combination of STCE activities and contribution facets.

● **RQ 6 - Targets of test-code quality assessment:** What kinds of issues are being addressed in test-code quality assessment? Examples are test smells in test code and test-code maintainability. Addressing this RQ will characterize the research landscape in terms of goals of test-code quality assessment approaches.

● **RQ 7 - Test levels:** Which test levels have received more attention (e.g., unit, integration and system testing)? Addressing this RQ will show the level of focus on each test level and will highlight the open gaps in each test level requiring further work.

● **RQ 8 - Test Frameworks and Tools:** What test frameworks and tools have been used (e.g., JUnit) and what are their ratio? Addressing this RQ will identify the popular test frameworks and tools in the STCE domain.

● **RQ 9 - Software systems under test (SUT):** What are the types, and sizes of the software systems under analysis in the studies? What ratios of studies have used open-source, commercial, or academic experimental systems for evaluation? Addressing this RQ will characterize the scale, size and type of SUTs analyzed in the STCE domain.
● **RQ 10 – Tools presented in studies:** What STCE tools have been proposed in the studies? Are they available for download and/or purchase? Note that this question differs from RQ 8 (test tools “used” in the studies). Addressing this RQ will identify the test tools developed and proposed in the STCE literature.

● **RQ 11 – Academia versus Industry and their Collaborations:** What ratios of the studies are from academia versus industry? What are the most active industrial companies in this area? What are the main focus areas of researchers from academia versus industry? Addressing this RQ will show the scale of academia-industry collaborations in the STCE literature.

4 **ARTICLE SELECTION**

Let us recall from our SM process (Figure 5) that the first phase of our study is article selection. For this phase, we followed the following steps in order:

- Source selection and search keywords (Section 4.1)
- Application of inclusion and exclusion criteria (Section 4.2)
- Finalizing the pool of articles and the online repository (Section 4.3)

4.1 **SOURCE SELECTION AND SEARCH KEYWORDS**

Based on the SM guidelines [64, 66], to find relevant studies, we searched the following six major online search academic article search engines: (1) IEEE Xplore, (2) ACM Digital Library, (3) Google Scholar, (4) Microsoft Academic Search, (5) CiteSeerX, and (6) Science Direct.

In order to ensure that we included as many relevant studies as possible in the pool of selected studies, we identified all potential search keywords regarding the focus of each of our RQs. Using an iterative improvement process, we extracted two lists of search keywords as shown in Table 2: (1) the first group was the focus area of our work, i.e., software test code, and (2) second group was about types of activity, e.g., quality assessment and maintenance (of test code). Each item from the first list was combined with each item from the second list. This resulted in 5x7=35 combinations which we searched for. In terms of the search time-window, the searches were conducted in October-November 2012 and thus only studies available in the above search engines by that time were included in our pool.

To decrease the risk of missing relevant studies, similar to previous SM studies and SLRs, we searched the following sources as well manually:

- References found in studies already in the pool
- Personal web pages of active researchers in the field of interest: We extracted the names of active researchers from the initial set of studies found in the above search engines.
- Specific venues: They were the venues which ranked the highest (in terms of number of published studies) in the initial set of studies, i.e., we looked at the venues in the initial set of papers and selected the ones which has published most of the studies. The specific venues that we looked into their proceedings were: International Workshop on End-to-End Test Script Engineering (ETSE) which is collocated with International Symposium on Software Testing and Analysis (ISSTA), and International Conference on Software Testing (ICST).

| Focus:            |  
|-------------------|--
| Test code         |  
| Test script       |  

---

1http://ieeexplore.ieee.org
2http://dl.acm.org
3http://scholar.google.com
4http://academic.research.microsoft.com
5http://citeseerx.ist.psu.edu
6http://www.sciencedirect.com
All studies found in the additional venues that were not yet in the pool of selected studies but seemed to be candidates for inclusion were added to the initial pool. With the above search strings and search in specific venues, we found 72 studies which we considered as our initial pool of potentially-relevant studies (also depicted in Figure 5). At this stage, studies in the initial pool were ready for application of inclusion/exclusion criteria described next.

### 4.2 APPLICATION OF INCLUSION/EXCLUSION CRITERIA

In our study, the following inclusion criteria were considered: (1) relevance of the topic of each study to the STCE concepts, (2) the level of comprehensiveness and evaluation followed in the study, and (3) whether the study was peer reviewed. If multiple studies with the same title by the same author(s) were found, the most recent one was included and the rest were excluded.

Only studies written in English language and only the ones which were electronically available were included. If a conference study had a more recent journal version, only the latter was included. We also included the books which had contents related to STCE, since after reviewing several of them, we found several very good books in this area, e.g., [12, 27, 37].

The relevance of each candidate study to the STCE was carefully considered. As exclusion criteria, we excluded studies which had addressed test-suite issues from a conceptual (non-implementation-oriented) viewpoint, e.g., set theory, and not directly on test-code level. An example study in this group is [116] which presented techniques for test-suite minimization, selection and prioritization, but there was no focus on test code, rather the discussions were in a conceptual viewpoint, where each test suite is treated like a set and test-code specific challenges were not addressed. Also, studies using or proposing new ideas in mutation testing and code coverage were excluded since those two techniques are used to enhance test suites by adding test cases (e.g., developing new test code) and not analyzing the quality of “existing” test code. For example, studies such as [117, 118] were reviewed and excluded since they approached test coverage issues from a non-implementation-oriented viewpoint, and did not address test-code specific challenges in the context of test coverage. Also, papers in other areas of testing, e.g., GUI testing, which had not taken into account test-code specific challenges were not included. However, a GUI testing paper such as [56] was included since it presented an approach for comparing the quality of automated test scripts (oracles) for GUI-based software. Works reported in [119, 120] are two other examples of the studies that were excluded, since [120] had focused on test suites from a conceptual viewpoint and not on test-code, and [119] was only a workshop presentation PDF file and we could not find any formal study corresponding to it. We should also mention that the online repository of the papers in our pool (hosted on Google Docs) [68], refer to the tab “Excluded” in the online spreadsheet, contains detailed explanations on why each paper has been excluded from the primary pool.

To apply the inclusion/exclusion criteria to the initial pool, the authors of this article inspected the studies in the initial pool and assigned a vote on a 9-point scale to each study, with ‘9’ indicating a strong opinion in favor of not excluding a study, and ‘1’ indicating a strong opinion in favor of excluding a study. We decided to use a threshold of 5 marks for the decision on study exclusion, i.e., studies with cumulative votes of less than 5 marks were excluded. To vote on each study, we reviewed its title, abstract and keywords. If not enough information could be found in those sources, a more in-depth evaluation was conducted. Based on the results of the joint voting, the size of the pool of selected studies decreased from 72 to 60.
4.3 FINAL POOL OF ARTICLES AND THE ONLINE REPOSITORY

After the initial search and the follow-up analysis for exclusion of unrelated and inclusion of additional studies, the pool of selected studies was finalized with 60 studies. The reader can refer to Section 8.1 for the full reference list of 60 primary studies. The final pool of selected studies has also been published in an online repository using the Google Docs system, and is publically accessible online at [68]. The classifications of each selected publication according to the classification scheme described in Section 5 are also available in the online repository. We present briefly next the annual trend of studies and the breakdown of studies by venue types.

4.3.1 Annual Trend of Publications

Figure 6 shows the annual trend of studies included in our pool. The top chart shows the number per year, and the bottom chart shows the cumulative values. We can observe that the earliest STCE publication appeared in 1999 and is actually a book entitled: Software Test Automation: Effective Use of Test Execution Tools [12]. Chapter 7 of this book is related to STCE which is entitled: Building maintainable tests.

We can observe from Figure 6 that the number of studies before 2006 is quite low (less than two per year). But interestingly and surprisingly, from year 2007, there is a sudden increase in the number of studies in the area. This trend denotes the increasing importance and significance of STCE in the software engineering community in recent years.

Figure 6: Annual trend of studies included in our pool. Top: Numbers per year. Bottom: Cumulative values

4.3.2 Publication Venues

Figure 7 shows the number of studies based on their venue types. 34 studies in the final pool were conference studies, followed by 12 workshop and 7 journal studies. There were 4 books and 3 symposium studies.
Figure 7: Number of studies based on their venue types

The list of venues (e.g., conferences and journals) from which at least two studies were included in our pool is shown in Figure 8. Full venue names are also shown under the figure. The International Workshop on End-to-End Test Script Engineering (ETSE) seems to be the flag-ship event on STCE, which has started to be held annually since 2011, and co-located with the International Symposium on Software Testing and Analysis (ISSTA). The full list of venues can be found in our online repository [68]. To see all the venue data in detail, the reader is referred to the online repository on the Google Docs [68].

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Full venue name</th>
</tr>
</thead>
<tbody>
<tr>
<td>ETSE</td>
<td>International Workshop on End-to-End Test Script Engineering</td>
</tr>
<tr>
<td>ICSM</td>
<td>International Conference on Software Maintenance</td>
</tr>
<tr>
<td>TAICPART</td>
<td>Testing: Academic and Industrial Conference</td>
</tr>
<tr>
<td>ASE</td>
<td>International Conference on Automated Software Engineering</td>
</tr>
<tr>
<td>ICST</td>
<td>International Conference on Software Testing</td>
</tr>
<tr>
<td>ICSEA</td>
<td>International Conference on Software Engineering Advances</td>
</tr>
</tbody>
</table>

Figure 8: Venues with at least two studies included in our pool

5 DEVELOPMENT OF THE SYSTEMATIC MAP (CLASSIFICATION SCHEME)

Iterative development of our systematic map is discussed in Section 5.1. Section 5.2 presents the final systematic map. Section 5.3 discusses our data-extraction approach.

5.1 ITERATIVE DEVELOPMENT OF THE MAP

To develop our systematic map, as it is shown in Figure 5, we analyzed the studies in the pool and identified the initial list of attributes. We then used attribute generalization and iterative refinement to derive the final map.

As studies were identified as relevant to our research project, we recorded them in a shared spreadsheet (hosted in the online Google Docs spreadsheet [68]) to facilitate further analysis. The following information was recorded for each study: (1) study title, (2) publication venue, (4) year of publication, and (5) type of the institution that each author is affiliated with (academic or industry).

With the relevant studies identified and recorded, our next goal was to categorize the studies in order to begin building a complete picture of the research area. Though we did not a-priori develop a categorization scheme for this project, we were broadly interested in: (1) types of STCE approaches, and (2) types of systems under test which were used in studies.

We refined these broad interests into a systematic map using an iterative approach. The authors of the study consulted with their colleagues and peers to ensure the high quality of the systematic map. The authors conducted an initial pass over the data, and based on (at least) the title, abstract and introduction of the studies, created a set of initial categories and assigned studies to those categories. When the assignment of studies to categories could not be clearly determined just based on the title, abstract and introduction, more of the study was considered. In this process, both the categories and the assignment of studies to categories were further refined.
5.2 Final Systematic Map

Table 3 shows the final classification scheme that we developed after applying the process described above. In the table, column 1 is the list of RQs, column 2 is the corresponding attribute/aspect. Column 3 is the set of all possible values for the attribute. Finally, column 4 indicates for an attribute whether multiple selections can be applied. For example, in RQ 11 (author affiliations), the corresponding value in the last column is ‘S’ (Single). It indicates that one study can be classified under only one affiliation (e.g., Academia, Industry, Joint work). In contrast, for RQ 1 (Contribution type), the corresponding value in the last column is ‘M’ (Multiple). It indicates that one study can contribute more than one type of options (e.g. method, tool, etc.).

We utilized the following techniques to derive the list of categories for each attribute: attribute generalization, clustering and aggregation. If there were choices under “Other” which were more than five instances, we grouped them to create new categories. We believe most of the categories in Table 3 are self-explanatory, except for those for contribution and research types (RQ 1 and RQ 2) which are explained in the next two sub-sections.

<table>
<thead>
<tr>
<th>RQ</th>
<th>Attribute/Aspect</th>
<th>Categories</th>
<th>(M)ultiple/ (S)ingle</th>
</tr>
</thead>
<tbody>
<tr>
<td>1, 3, 5</td>
<td>Contribution type</td>
<td>{Method (technique), Tool, Metric, Model, Process, Empirical (Case) study, Other}</td>
<td>M</td>
</tr>
<tr>
<td>2, 3</td>
<td>Research type</td>
<td>{Solution Proposal, Validation Research, Evaluation Research, Experience Studies, Philosophical Studies, Opinion Studies, Other}</td>
<td>S</td>
</tr>
<tr>
<td>4, 5</td>
<td>Type of STCE approach</td>
<td>{Development of Test Code, Quality Assessment, Quality Improvement, Co-maintenance with production code, Repair (a sub-type of Co-maintenance), Other}</td>
<td>M</td>
</tr>
<tr>
<td>6</td>
<td>Targets of Quality Assessment</td>
<td>{Looking for test smells, Quality/adequateness of test oracle (assertion), Other type of QA}</td>
<td>M</td>
</tr>
<tr>
<td>7</td>
<td>Test Level</td>
<td>{Unit, Integration, GUI/System, Other}</td>
<td>M</td>
</tr>
<tr>
<td>8</td>
<td>Test framework/tool used</td>
<td>{JUnit, Other xUnit, TTCN, Other}</td>
<td>M</td>
</tr>
</tbody>
</table>
| 9   | Attributes of the software systems under test (SUT) | Number of software systems: integer  
SUT names: array of strings  
Type of system(s): {Academic experimental or simple code examples, Real open-source, Commercial}  
LOC of system(s): integer  
LOC of test suites: integer  
Number of test cases: integer  
Other size metrics (if provided) | M                   |
| 10  | Attributes of the tool(s) presented in the study | Name: string  
Available for download (as reported in the study): Boolean  
URL to download: string | M                   |
| 11  | Author Affiliations and Active Industrial Groups | Author Affiliations ∈ {Academia, Industry, Combination (joint work)}  
Company name: string | S                   |

5.2.1 Type of Study: Contribution Facet

The first set of categories in our scheme is related to the contribution facet of the study. Petersen et al. [66] proposed the classification of contributions into: method/technique, tool, model, metric and process. These types were adapted in our context. We also added another type: survey or empirical results, since we found that many studies contribute such results. If a study could not be categorized into any above-mentioned types, it would be placed under “Other”.
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5.2.2 Type of Study: Research Facet

The second set of categories in our scheme deals with the nature of the research reported in each study. These categories were influenced by categories described by Petersen et al. [66] and our aim is to provide insights into the empirical foundation being developed by the body of research. The “research type” categories include:

- **Solution Proposal:** A study in this category proposes a solution to a problem. The solution can be either novel or a significant extension of an existing technique. The potential benefits and the applicability of the solution are shown only by a small example or a good line of argumentation.

- **Validation Research:** A study in this category provides preliminary empirical evidence for the proposed techniques or tools. These studies either proposed a novel technique/approach and its limited application in a certain context to demonstrate its effectiveness, or conducted a survey or interview among a certain number of participants to answer a particular research question. More formal experimental methods (e.g., hypothesis testing, control experiment) or results are further needed to build relevant theories.

- **Evaluation Research:** These studies go further than studies of type "Validation research" by using strict and formal experimental methods (e.g., hypothesis testing, control experiment) in evaluating novel techniques or tools in practice. Hence, these studies provide more convincing empirical evidence and are helpful to build theories.

- **Experience Studies:** Experience studies explain how something has been done in practice, based on the personal experience of the author(s).

- **Philosophical Studies:** These studies sketch a new way of looking at existing things by structuring the area in form of a taxonomy or conceptual framework.

- **Opinion Studies:** These studies express the personal opinion of the author(s) around whether a certain technique is good or bad, or how things should been done. They do not significantly rely on related work or research methodologies.

- **Other:** A catchall category in the event that the work reported in a study does not fit into any of the above research types.

5.3 DATA EXTRACTION

To extract data, the studies in our pool were reviewed with the focus of each RQ and the required information was extracted. We also ensured to incorporate as much explicit “traceability” links between our mapping and the primary studies as possible. We have put traceability “comments” inside the cell of the online repository [68] where needed to justify why a given mapping was done. For example, the study [29] was categorized for the types development, co-maintenance and repair under STCPE type due to the following quote from this study: "In this study, we propose an approach for automatically repairing and generating test cases during software evolution.". In those case, the exact quotes have been placed traceability “comments” inside the cell of the online repository [68].

6 RESULTS OF SYSTEMATIC MAPPING

Results of the systematic mapping are presented in this section from Section 6.1 to 6.9.

6.1 MAPPING OF STUDIES BY CONTRIBUTION FACET (RQ 1)

Figure 9 shows the annual cumulative breakdown and the total number of primary studies by contribution facet types. Exact study references have also been provided under the figure. The top three contribution facets are: tool, method (also referred to as technique or approach), and metric, which have appeared in 41 studies (68%), 39 studies (65%), and 12 studies (20%), respectively. Note that most of the time-trend charts in this study such as the one shown in Figure 9 are cumulative stack charts, showing the cumulative number of studies in each year, as accumulated from previous years.

Further note that since many studies were classified under more than one contribution facet, the stack chart of Figure 9 cannot be used as the annual trend of number of studies (that trend was presented in Section 4.3.1). We can see that across different years, different contribution facets have been studied, and no clear trend change is observable.
Based on their contributions, some studies were classified under more than one facet. For example, the work by Van Rompaey and Demeyer [42] makes two contributions: (1) a test tool called TestView, and (2) a set of visualization models to support test code analysis and quality assessment. Two studies [7, 11] have made “other” types of contributions. [7] is a “meta-analysis”, as referred to by its authors, which explores the trade-offs between, and the contrasting characteristics of, the two TTCN-3 sets of refactoring rules. [11] is a “guideline” for maintainability of TTCN-3 test suites.
Notable findings: We can see that a healthy mix of all contribution facets exist in the domain of STCE. It is good news to see a large ratio of test tools among the studies.

As a point of reference and to put the ratios of number of studies by contribution facet in context, we show the mapping of the web application testing (WAT) studies by contribution facet which has been taken from our other recent SM study in [110]. By comparing the ratios of contribution facet breakdown between the pools of studies in the two domains (WAT and STCE), we can see that there are some similarities and differences. One difference is that there are more tool related papers in the STCE domain compared to WAT. This could be perhaps rooted in the more practical nature of the STCE domain compared to the WAT domain.

6.2 MAPPING OF STUDIES BY RESEARCH FACET (RQ 2)

Based on the scheme described in Section 5, we classified the studies into five research-facet categories. Figure 11 shows the classification of the all primary studies according to the type of research method they have followed and reported. Recall that, for the research facet type, each study could be categorized under one or more categories.

<table>
<thead>
<tr>
<th>Research facet types</th>
<th>Number of studies (%)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Solution proposal</td>
<td>16 (27%)</td>
<td>[1, 5, 11, 12, 17, 18, 25-28, 35, 36, 44, 45, 53, 54]</td>
</tr>
<tr>
<td>Validation research:</td>
<td>27 (45%)</td>
<td>[3, 4, 6, 9, 20-24, 29, 30, 32, 33, 37, 39, 40, 42, 46-48, 50-52, 55, 57-59]</td>
</tr>
<tr>
<td>Evaluation research</td>
<td>16 (27%)</td>
<td>[2, 8, 13-16, 19, 31, 34, 38, 41, 43, 45, 49, 56, 60]</td>
</tr>
<tr>
<td>Experience studies</td>
<td>2 (3%)</td>
<td>[37, 44]</td>
</tr>
<tr>
<td>Opinion studies</td>
<td>2 (3%)</td>
<td>[7, 10]</td>
</tr>
</tbody>
</table>

Figure 11: Mapping of studies by research facet

The ranking of research facets are: validation research (27 studies), evaluation research (16 studies), solution proposal (16 studies), opinion studies (2 studies), and experience reports (2 studies). There was no philosophical study in the pool. Since 27% of the studies have used (systematic) evaluation research approaches, it seems that the STCE field as a whole is leaning more towards more rigorous validation approaches, which is a good sign.

We also thought it would be useful to compare the research facet breakdown of this SM to three other representative SM studies in software engineering [110, 111, 115]. We randomly selected three SM studies in software engineering: web application testing [110], GUI testing [111], and Dynamic Software Product Lines (DSPL) [115]. The comparison is visualized in Figure 12. It is quite interesting that the percentage values for each research facet in the four SM studies are quite closely...
comparable, with most of the primary studies being mapped as using solution proposals, validation research and then evaluation research.

![Figure 12: Comparing the research facet breakdown of this SM to three other representative SM studies [110, 111, 115]](image)

6.3 CONTRIBUTION FACET VERSUS RESEARCH FACET (RQ 3)

Similar to other SM studies (e.g., [66, 115]), we reviewed the number of studies by research facet versus contribution facet. As a bubble chart, Figure 13 shows that information. As we can observe, a large ratio of the primary studies are positioned in the bottom-left corner. This means that many studies have proposed techniques and tools and have evaluated those in all three levels of research maturity: solution proposal, validation research, and evaluation research. Many intersections have zero values, e.g., there are no studies proposing metrics with the “experience report” research facet, and thus there is a need for further studies in those areas with low attention. For example, further work is needed on metric and models in the context of STCE with various research facets.

![Figure 13: Number of studies by research facet versus contribution facet (as a bubble chart)](image)

6.4 STCE ACTIVITIES

We present next the results of the SM for RQs 4, 5 and 6.
6.4.1 Types of STCE Activities (RQ 4)

Figure 14 shows the mapping of the studies in terms of the STCE activities they have proposed. Both cumulative and also yearly numbers are shown. As we can see, the top three STCE activities in order are: (1) quality assessment, (2) co-maintenance, and (3) quality improvement and test-code development. Studies working on co-maintenance of test code have had the highest growth rate in recent years, denoting the importance and also the challenges involved with this specific STCE activity. Again note that since a given study could be classified under more than one STCE activity, the cumulative number at the end of the time period (i.e., the value of 82) surpasses the number of studies in the pool (i.e., 60).

<table>
<thead>
<tr>
<th>STCE Activity</th>
<th>Number of studies (%)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Development of test code</td>
<td>12 (20%)</td>
<td>[12, 18, 25, 27, 29, 36, 37, 44, 50, 51, 55, 57]</td>
</tr>
<tr>
<td>Quality assessment</td>
<td>28 (47%)</td>
<td>[1-3, 5, 10-12, 20-24, 26, 27, 31-34, 37, 39, 40, 42, 45, 48, 52, 53, 56, 58]</td>
</tr>
<tr>
<td>Quality improvement</td>
<td>12 (20%)</td>
<td>[1, 5, 7, 10, 17, 27, 31, 33, 34, 36, 37, 49]</td>
</tr>
<tr>
<td>Co-maintenance with production code</td>
<td>23 (38%)</td>
<td>[2, 4, 6, 8, 9, 12-15, 28-30, 35, 38, 40-43, 46, 47, 54, 59, 60]</td>
</tr>
<tr>
<td>Repair</td>
<td>9 (15%)</td>
<td>[6, 8, 9, 14, 28-30, 47, 59]</td>
</tr>
<tr>
<td>Other</td>
<td>5 (8%)</td>
<td>[3, 16, 19, 21, 54]</td>
</tr>
</tbody>
</table>

Figure 14: Types of STCE activities proposed in the studies
Five works [3, 16, 19, 21, 54] have reported “Other” types of STCE activities. Coincidentally four of them have proposed techniques for test-code comprehension (understanding).

Since a single study could present more than one type of STCE activity, we counted the number of STCE activities presented in one single publication and the resulting histogram is shown in Figure 15. We can see that most of the studies (34 of them) presented one type of STCE activity, while 21 and 4 studies presented two and three types of STCE activities, respectively.

![Figure 15: Histogram of number of STCE activities presented in one single publication](image)

**Notable findings:** Based on the annual trend of STCE activities (in Figure 14), we can see that, starting from year 2007, there is a sharp increase in the number of studies especially in the area of test quality assessment.

### 6.4.2 Types of STCE Activities versus Contribution Facet (RQ 5)

Similar to several other SM studies (e.g., [115]), we also counted the number of studies for each pair of contribution facets types and STCE activity types. We were interested in questions such as the following: What ratio of the studies have presented tools for quality assessment of test suites?

As a bubble chart, Figure 16 shows that information. As we can observe, a large ratio of the primary studies are positioned in the bottom-left corner. Many studies have proposed techniques and tools for quality assessment and co-maintenance of test suites, compared to other types of combinations. This seems to denote the importance and also the need for tool-support in those activities. Also, Figure 16 denotes that there is a need for further work in the working areas:

- Model-based approaches for test code repair, co-maintenance and also other STCE activities
- Further metrics for test code repair, and co-maintenance
- Processes for test code repair, and co-maintenance
6.4.3 Targets of Test-Code Quality Assessment (RQ 6)

As discussed in Section 6.4.1, nearly half of the studies (28 studies, or 47%) have focused on quality assessment. We wanted to determine the goals (targets) of quality-assessment in those studies. As discussed in the final systematic map, the possible categories were: looking for test smells, quality/adequateness of test oracle (assertion), and other types of QA.

17 of those 28 studies investigated how to detect test smells. For example, reference [33] presented an instantiation of the software quality model proposed by the ISO/IEC standard 9126 for TTCN-3 test scripts as well as an approach to assess and improve the quality of TTCN-3 test specifications. The assessment is based on metrics and the identification of test code smells. Reference [2] presented an empirical analysis of the distribution of unit test smells (as threats to test code quality) and their impact on software maintenance. The work reported in reference [5] identified the bad test smells and proposed guidelines for test-code refactoring aiming at removing test smells in the context of GUI test scripts. We observe that the detection of test-code smells is an active area of research.

Six studies [12, 23, 45, 48, 52, 56] assessed the quality (i.e., adequateness) of test oracle (assertions) in test code. For example, [12] mentioned guidelines on when and how to compare outcome of a test case. Reference [23, 52] focused on the issue of state coverage in test code which measures the adequacy of checks of program behaviour by considering the ratio of state updates that are used by oracle assertions to the total number of available state updates. Reference [45] introduced check coverage, as an indicator of oracle quality which measures oracle adequateness by ratio of statements that contribute to computation of values which get asserted by test cases. Reference [48] developed an Eclipse plugin for JUnit test cases which uses static analysis of the class under test and already written unit test cases to recommend test-code pieces for developers to put in test oracles or test inputs. Finally, reference [56] presented an approach for comparing the quality of automated test oracles for GUI-based software applications.

Six studies [11, 12, 26, 31, 34, 42] conducted other types of quality-assessment on test code which are discussed next. The studies in the “Other” category were as follows: reference [11] investigated the understandability, learnability, analyzability, changeability of test code. Reference [12] discusses efficiency, reliability, flexibility, usability, and portability in addition to its main topic maintainability of automated test-ware. Reference [31] assessed quality of test code using metric values compared to similar projects. Reference [34] also conducted metric-based maintainability analysis. Last but not least, reference [26] proposed an approach for ensuring that test code refactoring has been done properly, in the context of test suites written using the TTCN-3 language. Reference [42] conducted test-code visualization for the purpose of ensuring test-code quality.
6.5 TEST LEVELS (RQ 7)

We used a multi-choice attribute to classify the types of test levels used in each study: unit testing, integration testing and GUI/system testing. Figure 18 shows the breakdown and the trend over the years.

<table>
<thead>
<tr>
<th>Test Level</th>
<th>Number of studies (%)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unit testing</td>
<td>46 (77%)</td>
<td>[2, 3, 7-13, 16, 17, 19-25, 27-31, 33, 34, 36-45, 47-49, 51, 52, 54, 55, 57-60]</td>
</tr>
<tr>
<td>Integration testing</td>
<td>4 (7%)</td>
<td>[12, 37, 44, 60]</td>
</tr>
<tr>
<td>System testing</td>
<td>23 (38%)</td>
<td>[1, 4-7, 11, 12, 14-16, 18, 26, 32-35, 37, 44, 46, 47, 50, 53, 56]</td>
</tr>
</tbody>
</table>

Figure 18: Types of test levels used in the studies

*Notable findings*: We can observe that STCE in the context of unit testing is more active compared to integration and system testing. This might be due to existence of more challenges in developing and maintaining unit test code.
6.6 TEST FRAMEWORKS AND TOOLS USED (RQ 8)

The trend of test frameworks and tools used in the studies are shown in Figure 19. Note that this question differs from RQ 10 (test tools “presented” in the studies) which will be discussed in Section 6.8.

Being used in 30 studies, JUnit is the clear leader. Other xUnit frameworks (e.g., CPPUnit and NUnit) were used in 15 studies. 8 studies were using the TTCN notation/framework. 15 studies used other test frameworks and tools. For example, [46] conducted a study for maintenance of GUI test code written using the IBM Rational Functional Tester tool. [14] used the HP QuickTest Professional (QTP) tool. [6] used the Selenium tool.

<table>
<thead>
<tr>
<th>Framework</th>
<th>Number of studies (%)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>JUnit</td>
<td>30 (50%)</td>
<td>[2, 3, 8-10, 13, 16, 17, 20-23, 27-31, 38, 40-45, 47, 48, 57-60]</td>
</tr>
<tr>
<td>Other xUnit</td>
<td>15 (25%)</td>
<td>[3, 8, 10, 12, 24, 27, 36, 37, 39, 41, 49, 51, 52, 54, 55]</td>
</tr>
<tr>
<td>TTCN</td>
<td>8 (13%)</td>
<td>[1, 7, 11, 26, 32-34, 53]</td>
</tr>
<tr>
<td>Other</td>
<td>15 (25%)</td>
<td>[4-6, 12, 14, 15, 18, 19, 25, 35, 37, 46, 47, 50, 56]</td>
</tr>
</tbody>
</table>

Figure 19: Test Frameworks and Tools

Notable findings: JUnit has been used in 50% of the studies, showing the popularity and wide usage of this tool in both academia and industry. This might be due to the fact that it has been one of the (or the) earliest unit testing frameworks.

6.7 SOFTWARE SYSTEMS UNDER TEST AND TEST SUITES (RQ 9)

We discuss next the types, numbers, scale and size of systems under test (SUT) and also test suites used in the studies.

6.7.1 Software Systems Under Test

We classified the primary studies by the type/scale of the software systems under analysis. The possible categories were: academic experimental systems (or simple code examples), real open-source and commercial systems. Results are shown in Figure 20. For the purpose of comparison, data from another recent SM study in the area of web application testing [110] for this attribute has also been shown.

It is clear that real open-source systems are the majority (used in 34 studies or 57%). 27 studies used experimental systems developed in the academia or simple code examples. 12 studies used commercial software for evaluation of their methods. It is interesting that the two trends shown in Figure 20 (the current SM and the web application testing SM [110]) are quite similar.

A number of open-source software systems have been used in the studies for evaluating the STCE approaches, e.g., ArgoUML (used in [60]), Session Initiation Protocol (used in [32-34]), and JFreeChart (used in [8, 29, 38]).

The following commercial software systems or protocols have been used in the studies: a supervisory control and data acquisition (SCADA) system called Rocket (used in [55]), standardized test suite of IPv6 (used in [11, 32, 34]), two unnamed enterprise applications developed in IBM (used in [50]), and Adobe InDesign tool (used in [4]).
Last but not least, the following academic experimental systems have been used in the studies: an experimental ATM machine simulation tool (used in [13]), an experimental Hotel web service (used in [53]), and an experimental car gear-box control software named *EmbeddedGear* (used in [54]).

<table>
<thead>
<tr>
<th>Number of studies (%)</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Academic experimental / simple code examples</td>
<td>27 (45%)</td>
</tr>
<tr>
<td>Open-source</td>
<td>34 (57%)</td>
</tr>
<tr>
<td>Commercial</td>
<td>12 (20%)</td>
</tr>
<tr>
<td>No software under test</td>
<td>0 (0%)</td>
</tr>
</tbody>
</table>

*Figure 20: Type/scale of the software systems under test*

*Notable findings:* It is a good sign to observe that many real open-source and also commercial systems have been used as objects of study in many studies in this area.

### 6.7.2 Test Suites used in the Studies

Many studies used several SUTs as their object of studies. We extracted the number of SUTs used in each publication. The histogram of those data is shown in Figure 21. The average number of SUTs in each publication is 3.17. The bar with number of SUTs equal to zero corresponds to the studies which only used simple code examples instead of a software system for evaluations. Most of the studies (16 of them) used only one SUT for evaluation. The publication with the highest number of SUTs was [30] which used 22 SUTs selected from the open-source projects of the Apache Software Foundation.
We also wanted to analyze the code-base sizes of the systems and the test-suite code-bases used. This analysis could show the size scale of the systems used in the studies. We extracted the LOC data from the studies only when they were explicitly reported by the authors, i.e., we did not search the Internet to find the LOC size of a given system if its size was not reported in a given study. Out of the total 60 studies in the pool, only 22 and 16 studies explicitly provided production-code and test-code LOC sizes. For many studies which had used several SUTs, we simply added their LOC sizes together to denote the total LOC assessed in each publication.

In this context, we hypothesized that the LOC of SUTs may have been increasing in newer studies. To visually assess this hypothesis, Figure 22 shows, as a scatter plot, the LOC sizes versus the years of studies. Each point corresponds to a publication. For better presentation purposes, the y-axis is in logarithmic scale. The correlation value of the production-code and test-code data sets with the year values are only 0.32 and -0.09 respectively, meaning that there is only a weak correlation between the year of publication and production-code SUT size and there is no correlation between year of publication and test-code SUT size. It is still nice to observe that larger and larger SUT sizes appear in more recent studies. Reference [29] ranks first with production-code LOC of 1,459,929 which is sum of LOC of 14 SUTs used in that study. In the 2nd rank, study [2] analyzed 18 SUTs with total LOC of 915,000.

It should be noted in this context that most of the studies have not applied their testing technique to the entirety of each SUT that they selected, but only to a few selected sub-systems of each SUT. Thus, the LOC sizes of the SUTs are not entirely precise in terms of the scale of the system and evaluation conducted in each study.

The other size metric that many studies (25 of them) reported was the number of test cases analyzed, used or generated in studies. As a scatter plot, Figure 23 shows that information. The minimum number of test cases is 23 (reported in [50]) and the maximum is 24,682 (reported in [57, 58])

The last analysis in this sub-section is regarding the following derived metric: (test-code LOC)/(production-code LOC). From size point of view, this metric shows the extent of automated testing for a SUT. In only 11 studies, both the above
values were reported, and thus, only for these 11 studies this derived metric could be calculated. As a scatter plot, Figure 24 shows the ratio of test-suite LOC to SUT size LOC. The maximum and minimum values are 1.61 (reported in [54]) and 0.07 (reported in [2]), respectively.

![Figure 24: Individual-value plot of Size of Systems Under Test and Test Suites](image)

Notable findings: Different studies have evaluated SUTs with various sizes and scales. It is a positive observation that many large-scale SUTs have been evaluated.

6.8 TEST TOOLS (RQ 10)

Forty-one (41) studies presented new tools or extended existing tools (e.g., by developing plug-ins). Note that if a publication had only “used” an existing tool (e.g., IBM Rational Functional Tester), we did not count it in this category. There were cases when a single tool was presented in one study (e.g., TRex in [1]), and it was then extended in several follow-up studies [1, 26, 32-34]. The list of tools presented (for the first time) or extended in the studies is shown in Table 4. Five publications [2, 18, 45, 50, 52] proposed tools with no names.

We thought that an important question to ask in this context is whether the presented tools are available for download, so that other researchers or practitioners could use them as well. We only counted a presented tool available for download if it was explicitly mentioned so in the study. If the authors had not explicitly mentioned that the tool is available for download, we did not conduct Internet searches for the tool names. Slightly less than half (19 of the 41) tool-presenting studies explicitly mentioned that their tools are available for download.

<table>
<thead>
<tr>
<th>Tool name</th>
<th>Studies</th>
<th>URL for download</th>
</tr>
</thead>
<tbody>
<tr>
<td>AutoBBUT</td>
<td>[55]</td>
<td><a href="http://code.google.com/p/autobbut">http://code.google.com/p/autobbut</a></td>
</tr>
<tr>
<td>AutoETF</td>
<td>[54]</td>
<td><a href="http://www.softqual.ucalgary.ca/tools/AutoETF">http://www.softqual.ucalgary.ca/tools/AutoETF</a></td>
</tr>
<tr>
<td>GERT</td>
<td>[31]</td>
<td><a href="http://gert.sourceforge.net">http://gert.sourceforge.net</a></td>
</tr>
<tr>
<td>GTT</td>
<td>[5]</td>
<td>Not provided</td>
</tr>
<tr>
<td>KLOVER</td>
<td>[25]</td>
<td>Not provided</td>
</tr>
<tr>
<td>Meta-mutation</td>
<td>[19]</td>
<td>Not provided</td>
</tr>
<tr>
<td>MODEST</td>
<td>[44]</td>
<td>Not provided</td>
</tr>
<tr>
<td>Orstra</td>
<td>[57]</td>
<td>Not provided</td>
</tr>
<tr>
<td>ReAssert</td>
<td>[8, 9]</td>
<td><a href="http://mir.cs.illinois.edu/reassert">http://mir.cs.illinois.edu/reassert</a></td>
</tr>
</tbody>
</table>
6.9 ACADEMIA VERSUS INDUSTRY AND THEIR COLLABORATIONS (RQ 11)

For RQ 11, we raised the following three sub RQs, which are discussed next.

- What ratios of the studies are from academia versus industry?
- What are the most active industrial companies in this area?
- What are the main focus areas of researchers from academia versus industry?

6.9.1 Author Affiliations and Active Industrial Groups

As discussed in Section 5.1., we classified the each study in terms of its author affiliation in either of the three following categories: academia, industry, or a joint work (collaboration). Figure 25 shows the annual trend of that data. In total, there were 39 studies from academia, 13 from the industry, and 8 joint works. As we can observe in Figure 25, the number of industrial and joint works are slowly starting to rise in recent years which is a positive observation.

6.9.2 Active Companies in the Industry

To identify the active companies in the area of STCE, we extracted the names of the companies from the pool of industrial and joint works (21 studies in total). Results are shown in Table 5. Microsoft Research with five studies is the most active company in this area. IBM Research, Motorola Labs and Accenture each with two studies stand next.
6.9.3 Focus Areas of each Group

We clustered the mapping data based on author affiliations versus different type of STCE activities. Results are shown in Figure 26. We observe that authors from academia and industry have slightly different focuses on different STCE activities.

In terms of priority, academics mostly focus on quality assessment and co-maintenance, while researchers from the industry have focused on development of test-code and then co-maintenance. As for the joint works, they have been mostly on quality assessment and improvement.

<table>
<thead>
<tr>
<th>Company name</th>
<th>Number of STCE studies</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Microsoft Research</td>
<td>5</td>
<td>[31, 37, 49, 51, 52]</td>
</tr>
<tr>
<td>IBM Research</td>
<td>2</td>
<td>[38, 50]</td>
</tr>
<tr>
<td>Motorola Labs</td>
<td>2</td>
<td>[1, 34]</td>
</tr>
<tr>
<td>Accenture</td>
<td>2</td>
<td>[14, 15]</td>
</tr>
<tr>
<td>Agitar</td>
<td>1</td>
<td>[23]</td>
</tr>
<tr>
<td>Fujitsu</td>
<td>1</td>
<td>[25]</td>
</tr>
<tr>
<td>Grove Consultants</td>
<td>1</td>
<td>[12]</td>
</tr>
<tr>
<td>MR Control Systems Inc.</td>
<td>1</td>
<td>[55]</td>
</tr>
<tr>
<td>Prodyna GmbH</td>
<td>1</td>
<td>[32]</td>
</tr>
<tr>
<td>Sabre Holdings</td>
<td>1</td>
<td>[35]</td>
</tr>
<tr>
<td>Software Improvement Group B.V.</td>
<td>1</td>
<td>[10]</td>
</tr>
<tr>
<td>Tata Research</td>
<td>1</td>
<td>[18]</td>
</tr>
<tr>
<td>Independent consultants</td>
<td>2</td>
<td>[27, 36]</td>
</tr>
</tbody>
</table>
7 DISCUSSIONS

Section 7.1 discusses the summary of findings, summary of trends, and implications of our SM. Section 7.2 discusses the suggested follow-up research directions for the research community. Section 7.3 discussed potential threats to the validity of our study and steps we have taken to minimize or mitigate them.

7.1 SUMMARY OF FINDINGS, TRENDS, AND IMPLICATIONS

Based on the data collected for this study, the increase in number of studies (especially from year 2007) indicates the importance of STCE in software research community. This motivated us to perform a systematic mapping for this field. This systematic mapping study, answers 11 research questions (RQ1 to RQ 11) about different aspects of STCE. Below we summarize the main results of each RQ and discuss the implications of the findings for the research community and also practitioners:

● RQ 1 (mapping of studies by contribution facet): There is a mix of papers with respect to different contribution facets in the field of STCE and the top two leading facets are tool (68%) and method (65%). The studies that presented new processes, however, had a low rate (3%), which denotes the need for more process-related studies in this area. By comparing the ratios of contribution facet breakdown between the pools of studies in the two domains of web application testing (WAT) and STCE), one difference is that there are more tool related papers in the STCE domain compared to WAT. This could be perhaps rooted in the more practical nature of the STCE domain compared to the WAT domain. In general, the reason behind the two leading contribution facets (tool and method) is due to the practical need for tools and methods in this area.

● RQ 2 (mapping of studies by research facet): Results of investigation about research facet of studies in RQ 2 and comparing our result to other SM studies shows that similar to other fields in software engineering, STCE is also moving towards more rigorous validation approaches. About 72% of studies belong to the two types of research: validation (45%) and evaluation researches (27%). This result confirms the empirical maturity of STCE field. Philosophical and opinion studies are of less interest which is normal for STCE field; as it should to be more practical and applicable in industrial practices.

● RQ 3 (contribution facet versus research facet): Cross analysis of contribution and research facet in RQ 3 helps to reach a better overview about distribution of the STCE studies. The result indicates that not only are tool and method the leading contribution facets, but also they have been validated rigorously. There are still quite a number of solution proposals in tools and methods that can be investigated empirically in future research. In addition, further work is needed on metric and model in the context of STCE with various research facets.

● RQ 4 (types of STCE approach): RQ 4 revealed that a good mixture of STCE activities has been presented in the primary studies. Among them, the two leading activities are quality assessment and co-maintenance of test-code with production code. The highest growth rate for co-maintenance activities in recent years shows the importance and challenges involved in this activity.

● RQ 5 (types of STCE activities versus contribution facets): The answer to RQ 5 shows that usage rate of tools and techniques among all STCE activities are almost similar. Most of tools and techniques are proposed for quality assessment and co-maintenance. This denotes the importance of tool support in these activities. Models have been used in all activities other than repairing. Also, as depicted in Figure 16, there is a need for further work in the areas: (1) model-based approaches for test code repair, co-maintenance and also other STCE activities, (2) further metrics for test code repair, and co-maintenance, and (3) processes for test code repair, and co-maintenance. Also, it can be concluded that most empirical studies are dedicated to co-maintenance. Other STCE activities still need more attention regarding empirical studies.

● RQ 6 (targets of test-code quality assessment): Answering RQ 6 shows that there are two main categories of quality assessment activity: detection of test smells and oracle assertion adequacy. Test smells can have negative impact on quality of test suites and the majority of studies (61%) in quality assessment belong to identifying test smells. About 21% of studies assess the test suite quality by checking the adequacy of oracle assertions. Other types of quality assurance activities (21%) have focused on assessing different quality characteristics of test codes, such as test-code maintainability, understandability, and efficiency.
RQ 7 (test levels): Analyzing the result of RQ 7 indicates that the most active area with respect to test level is unit testing (77%) followed by system testing (38%). High rate of studies and sharp increase in the number of studies show the importance and challenges in developing and maintaining unit test codes. Integration testing is one of necessary levels of testing; however, there were only few studies (7%) devoted to it in the context of STCE. As per our experience, most of the open-source systems have either unit and/or system test suites. There is a general lack of case studies and availability of their integration test suites. Integration testing is often conducted using unit test framework, e.g., JUnit. There are not many tools for integration testing. Thus, we can say that there is a need for more work focusing on integration testing.

RQ 8 (test frameworks and tools): RQ 8 revealed that JUnit is the leading test framework which has been used in about 50% of the studies. We think that it is because many open-source systems already have existing test suites in JUnit and this makes conducting case studies using JUnit-based test suites convenient. Also, JUnit is among the most popular and also among the earliest test frameworks both in industry and academia, thus there is more active research on it. We do not think selection criteria of research papers could be factor for high popularity of JUnit in the results. We did not search explicitly with keyword “JUnit” and the keywords we used in the search (see Table 2) are generic terms and not specific to JUnit. When we examine the Table 2, we see that the type of activity part contains generic software life cycle terms and the keywords in focus part are generic terms in software testing.

RQ 9 (software systems under test): Studying the type of SUTs used in STCE (RQ 9) reveals that there is a good mixture of SUT types used in the studies: academic experimental systems (or simple code examples), real open-source and commercial systems. The majority of studies (57%) have used open-source systems. Regarding the scale of SUTs, we observe that many studies have used several SUTs, in range of 0 to 22 SUTs with the average of 3.17. LOC size of the SUTs varies among studies with maximum LOC of 1,459,929. Here we reported the size of SUTs since it is an important external validity threat in empirical studies in testing area and affects the generalizability of the results. Also, results of this study show that ratio of test code size to SUT size is in range of 0.1 to 1.6. This derived metric shows the scale of automated test suites across different system and is used as a test adequacy measure by some testers, e.g., [121, 122]. The implications of these results are as follows: in some studies, considerable amount of test code compared to SUT size itself has been used or developed, e.g., in [54]. However, in some studies such as [2], small amount of test code have been developed for the SUT. Analysis of the SUT size scales showed that various sizes of SUTs have been used in this area.

RQ 10 (tools): Tools (as the most predominant contribution facet) presented for STCE are investigated to find the list of the tools and also their availability for download. Among 40 tools that are proposed for STCE, less than half of the tools (45%) were available for download. It is good to have this percentile of tools to be available, although not perfect, since the availability of tools can lead to higher impact on research community and industry.

RQ 11 (academia versus industry and their collaborations): Data from RQ 11 show that although most of the studies are from academia, joint works between academia and industry have increased strongly in recent years. The results of this RQ can be used to refine the results of RQ 4. In RQ 4, we concluded that quality assessment and co-maintenance of test-code are two predominant STCE activities in general. While RQ 11 states that this is the case only in academia and not in general. The reason is that most of studies in our study pool, 39 from 60, belonged to academia. Moreover, RQ 11 shows that among the industry practitioners, development and co-maintenance of test-code are more popular. Also, there were considerable amount of joint works in quality assessment. Thus, it can be inferred that quality assessment of test-code is not of less value for industry practitioners, but since it involves more research activities, it needs collaboration of research community with industry practitioners.

7.2 SUGGESTED FOLLOW-UP RESEARCH DIRECTIONS FOR THE RESEARCH COMMUNITY

After aggregating the open issues in the pool of studies, as a result of the above 11 RQs and our SM study, we summarize synthesise, and group below the research directions in the area of STCE, which are worthy of (further) investigation, and can show the future directions of the field to new researchers and PhD students in this area. For each of the proposed research directions, we provide clear mapping with the actual mappings in the primary studies.
7.2.1 Group 1: Semi- and fully-automated development of test-code

Writing high-quality test code is not trivial [37], especially for large-scale software. Although there have been number of studies in this area, there is still need for additional methods, concepts (e.g., test patterns), and tools for development of high quality test code that is easy to verify and also maintain. The following research directions are among those which shall be studied:

- **Research Direction 1.1:** What type of test patterns will make test code easy to implement, verify and maintain? This topic was discussed in [27] and several test patterns were presented, but further investigation is needed.

- **Research Direction 1.2:** How can we increase the level of automation and reduce manual effort in development of test code? This topic is based on the implications and recommendations of the following studies: [12, 18, 25, 27].

7.2.2 Group 2: Quality assessment and quality improvement of test-code

This objective focuses on both functional and also non-functional quality attributes of test code. The former checks whether a given test suites properly tests the production code under test. Automated test cases can carry faults on their own due to the error-proneness of human activity spent to develop/maintain them. Similar to the quote “Watching the watchman”, the quality of automated test scripts should be carefully assessed and assured. If testers develop test suites that are faulty themselves or cannot guard the system under test (SUT) against potential faults, those test suites would be a waste of time and resources.

Again, although there have been a number of studies in this area, there is still need for additional methods, metrics and tools in this field. The following research directions are worthy of further investigation:

- **Research Direction 2.1:** What are the quality attributes of test code and why are they important? This research direction is based on the on the implications of [1-3, 5, 10].

- **Research Direction 2.2:** How can we qualitatively and quantitatively measure the quality of test suites and their impact on production software quality and other project attributes (e.g., effort, cost)? This research direction was suggested in [1-3, 5, 10].

In follow-up of the above research directions, when quality-related issues are detected, we need to deal with them and improve test-code quality. For example, when parts of a given test code has low maintainability, there is a need to find ways to improve them for the purpose of general software maintainability. Quality improvement activities in this context can also be referred to as “perfective (self-)maintenance” as opposed to co-maintenance with production code. For this purpose, the following directions shall be studied:

- **Research Direction 2.3:** How can the quality of test code be improved? This research direction was discussed in [1, 5, 7, 10].

- **Research Direction 2.4:** What are the challenges in quality assessment and improvement of test-code? This research direction was explored in [34, 36, 37, 49], however need for further work was mentioned.

7.2.3 Group 3: Co-maintenance and co-evolution of test-code as production code is maintained

For large-scale software, as production (SUT) code is maintained, co-maintenance and co-evolution of test code has been reported to be a challenging and costly task [75, 77, 123]. As per our literature review, most of the existing studies have studied this phenomenon in exploratory and empirical settings and “after the fact” (e.g., by mining the repositories of open-source software), without offering concrete guidelines and systematic approaches. There is a need for additional work on the latter.

- **Research Direction 3.1:** How can co-maintenance and co-evolution of test-code be conducted in a systematic and efficient way, while conserving the quality of test code? This research direction was mentioned as an outcome of RQ 5 in Section 7.1 and also was discussed in [2, 4, 6, 8, 9, 12].

- **Research Direction 3.2:** What are the challenges in co-maintenance and co-evolution of test-code? This research direction was discussed in [38, 59, 60].
7.2.4 How New Researchers can Benefit from the above Research Directions

The aim of SM studies is providing a wide overview of a research area. SM studies help new researchers with an indication of the quantity of the evidence on a research topic [64]. The results of a SM study can be used for identifying areas for more detailed reviews, e.g. SLRs, or to find out areas suitable for primary studies [64]. The research directions that we have suggested above are meant to serve as “pointers” and it up to a new researcher to “research and explore” each research direction and develop a research topic based on them. We believe that a novice of the field could start his/hers own research by reviewing our SM study and the suggested research directions and then develop his/her own research agenda. For example, based on research direction 1.1, a novice of the field could develop his/her own research agenda by studying the existing test patterns in [27] and then explore the type of patterns which are missing and could help increase the quality of test code.

7.3 POTENTIAL THREATS TO VALIDITY

The main issues related to threats to validity of this SM review are inaccuracy of data extraction, and incomplete set of studies in our pool due to limitation of search terms, selection of academic search engines, and researcher bias with regards to exclusion/inclusion criteria. In the this section, these threats are discussed in the context of the four types of threats to validity based on a standard checklist for validity threats presented in [124].

7.3.1 Internal Validity

The systematic approach that has been utilized for article selection is described in Section 4. In order to make sure that this review is repeatable, search engines, search terms and inclusion/exclusion criteria are carefully defined and reported. Problematic issues in selection process are limitation of search terms and search engines, and bias in applying exclusion/inclusion criteria.

Limitation of search terms and search engines can lead to incomplete set of primary sources. Different terms have been used by different authors to point to a similar concept. In order to mitigate risk of finding all relevant studies, formal searching using defined keywords has been done followed by manual search in references of initial pool and in web pages of active researchers in our field of study. For controlling threats due to search engines, not only we have included comprehensive academic databases such as Google Scholar, but also we have searched special active venues related to STCE. Therefore, we believe that adequate and inclusive basis has been collected for this study and if there is any missing publication, the rate will be negligible.

Applying inclusion/exclusion criteria can suffer from researchers’ judgment and experience. Personal bias could be introduced during this process. To minimize this type of bias, joint voting is applied in article selection and only articles with high score are selected for this study.

7.3.2 Construct Validity

Construct validities are concerned with issues that to what extent the object of study truly represents theory behind the study [124]. Threats related to this type of validity in this study were suitability of RQs and categorization scheme used for the data extraction.

To limit construct threats in this study, GQM approach is used to preserve the tractability between research goal and questions. Research questions are designed to cover our goal and different aspects of STCE. Questions are answered according to a categorization scheme. For designing a good categorization scheme, we have adapted standard classifications from [66] and also have finalized the used schema through several iterative improvement process.

7.3.3 Conclusion Validity

Conclusion validity of a SM study provided when correct conclusion reached through rigorous and repeatable treatment. In order to ensure reliability of our treatments, acceptable size of primary sources are selected and terminology in defined schema reviewed by authors to avoid any ambiguity. All primary sources are reviewed by at least two authors to mitigate bias in data extraction. Each disagreement between authors was resolved by consensus among researchers.
Following the systematic approach and described procedure ensured replicability of this study and assured that results of similar study will not have major deviations from our classification decisions.

### 7.3.4 External Validity

External validity is concerned with to what extent the results of our SM study can be generalized. As described in Section 4, defined search terms in the article selection approach resulted in having primary sources all written in English language; studies written in other languages were excluded. The issue lies in whether our selected works can represent all types of literature in the area of STCE. For these issues, we argue that relevant literature we selected in our pool contained sufficient information to represent the knowledge reported by previous researchers or professionals.

Chapter 8 of [124] describes external validity as  ability to generalize results to industrial contexts. As it can be seen from the collected data through study, in addition to academic studies, good proportion of industrial and collaborative works exists in our primary sources and acceptable proportion of experiments have done in industrial contexts. This means that our inclusive process of article selection has lead us to have an adequate basis for concluding results useful for academia and applicable in industry.

Also, note that our findings in this study are mainly within the field of STCE. Beyond this field, we had no intention to generalize our results. Therefore, few problems with external validity are worthy of substantial attention.

### 8 CONCLUSIONS AND FUTURE WORK

Automated software testing and development of test code are now mainstream in the software industry. Code engineering in the context of software test has been a long standing problem and many researchers from academia and also practitioners have addressed the challenges in this field. The existence of numerous publications in this field accompanied by the increase in its popularity since 2007, has lead us to conclude that this is an ideal time to start conducting comprehensive secondary studies.

This systematic review investigated the studies in the area of Software Test-Code Engineering (STCE), published between 1999 and 2012 to unveil state-of-the-art in STCE. Through a well-defined article selection process, 60 studies from 72 studies retrieved by our initial search were included in this study. For the purpose of repeatability of our study, the whole selection process is carefully done and reported. The three-fold contributions of this study are a systematic map developed for the area of STCE, Systematic mapping of the existing research in the area of STCE, and providing online article repository which can be used by researchers of this area in their future studies.

For future work, we intend to extend our study and conduct an in-depth systematic literature review (SLR) of the field to identify the benefits and limitation of the different STCE approaches and their effectiveness.
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