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Abstract

License plate detection (LPD) is one of the most important aspects of an automatic license plate recognition system. Although there have been some successful license plate recognition (LPR) methods in past decades, it is still a challenging problem because of the diversity of plate formats and outdoor illumination conditions in image acquisition. Because the accurate detection of license plates under different conditions directly affects overall recognition system accuracy, different methods have been developed for LPD systems. In this paper, we propose a license plate detection method that is rapid and robust against variation, especially variations in illumination conditions. Taking the aspects of accuracy and speed into consideration, the proposed system consists of two stages. For each stage, Haar-like features are used to compute and select features from license plate images and a cascade classifier based on the concatenation of classifiers where each classifier is trained by an AdaBoost algorithm is used to classify parts of an image within a search window as either license plate or non-license plate. And it is followed by connected component analysis (CCA) for eliminating false positives. The two stages use different image preprocessing blocks: image preprocessing without adaptive thresholding for the first stage and image preprocessing with adaptive thresholding for the second stage. The method is faster and more accurate than most existing methods used in LPD. Experimental results demonstrate that the LPD rate is 98.38% and the average computational time is 54.64 ms.
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1. Introduction

Recently, many applications such as intelligent traffic management systems have required license plate recognition (LPR) systems, as the number of vehicles on the roads increase continuously. In a LPR system, license plate detection (LPD) is one of the most crucial steps. Moreover, it can be very difficult to detect license plates from cluttered backgrounds efficiently due to variations in plate style, the environment, cameras, and car speeds. Most previous LPD algorithms have restricted to use in certain working conditions, such as fixed backgrounds [1], known colors [2], or fixed sizes of license plates [3][4]. Thus, it is still a challenging problem to detect the many complex license plates variants under all conditions.

In a license plate detection system (LPDS), we need to deal with a large variety of license plates, especially in South Korea, as shown in Fig. 1. In Korea, there are license plates with various colors and sizes and different patterns and formats of numbers and characters. There are three different sizes of license plates in Korea: large (520 mm × 110 mm), medium (440 mm × 200 mm) and small (335 mm × 170 mm or 155 mm).

![Fig. 1. Different types and sizes of Korean license plate](image)

As shown in Fig. 2, the variations under consideration can be summarized as follows [5]:

<table>
<thead>
<tr>
<th>1. Plate variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) Location</td>
</tr>
<tr>
<td>Plates may exist in different locations in an input image.</td>
</tr>
<tr>
<td>(ii) Quantity</td>
</tr>
<tr>
<td>An input image may contain several or no plates.</td>
</tr>
<tr>
<td>(iii) Size</td>
</tr>
<tr>
<td>Plates with different sizes may exist in an image or different images.</td>
</tr>
<tr>
<td>(iv) Colors of plate characters and backgrounds</td>
</tr>
<tr>
<td>Plates may have various characters and background colors due to different plate types (e.g., taxis, private cars) or capturing device characteristics.</td>
</tr>
<tr>
<td>(v) Others</td>
</tr>
<tr>
<td>In addition to characters, a plate may contain adornments, such as frames and screws.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>2. Environment variation</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) Illumination</td>
</tr>
<tr>
<td>Different types of illumination may occur in input images, mainly due to environmental lighting and vehicle headlights.</td>
</tr>
<tr>
<td>(ii) Plate-like background patterns</td>
</tr>
<tr>
<td>A background may contain patterns similar to plates, such as numbers stamped on a vehicle, bumpers with vertical patterns, and textured floors.</td>
</tr>
<tr>
<td>(iii) Noise in image</td>
</tr>
<tr>
<td>The captured images have many noises when it is snowing or raining.</td>
</tr>
</tbody>
</table>
### Camera variation

Significant variations in camera perspectives when license plate images are captured may make big differences between plates.

### Car speed variation

Significant variations in car speed when the license plate images are captured may distort captured images.

---

Fig. 2. Examples of captured license plate images

For automatic license plate detection systems, researchers have used many diverse methods, including corner template matching [6], Hough transform [7][8][9], histogram analysis [10][11][12], and morphological operations [13]. And sophisticated mechanisms, such as vector quantization (VQ) [14], neural networks [15][16], mean shift [4], support vector machine [16] and likelihood ratio [17], have been developed to detect plates based on the features of plate characteristics or statistical representations including shape [11][17], symmetry [18], aspect ratio [10], color of HSI [16][19], color of $YC_bC_r$ [18], and edges [10][17].

Viola et al. [20] proposed a new method for face detection, in which they introduced a new method known as the integral image for fast feature calculation and they used Haar-like features [21] and an AdaBoost learning algorithm for a high detection rate and fast processing time. The AdaBoost learning algorithm, first proposed by Freund and Schapire [22], selects simple Haar-like feature sets called weak classifiers from the complete features set and builds a strong classifier using a combination of weak classifiers by adapting the distribution of the training samples.

One of major concerns about LPD is unevenly illuminated input images, mainly due to variable environmental lighting and vehicle headlights. And an adaptive thresholding technique is commonly useful to eliminate the effect of variant illumination, but it is time-consuming. For better performance of LPD system in speed and accuracy, we need to seek the method which minimizes its processing time but maximizes its detection rate by reducing the unwanted illumination effect. Fortunately, in real world, because not all input images are unevenly illuminated, and indeed such cases may be relatively infrequent, we do not need preprocessing with adaptive thresholding for all input images. When we investigated our image data set obtained from the real road, the preprocessing with adaptive thresholding was not necessary for 87.94% of all images. In this paper, we propose a license plate detection method that is rapid and robust against variation in illumination. Instead of using one stage for dealing with all cases, the proposed method consists of two stages: one for dealing with normal illumination cases and the other for dealing with abnormal illumination cases. Each stage uses a cascade AdaBoost based on Haar-like features, validation check with CCA for eliminating false positives, and two different image preprocessing techniques: a preprocessing without an
adaptive thresholding technique for normal illumination cases and a preprocessing with an adaptive thresholding technique for abnormal illumination cases.

This paper is organized as follows. The proposed license plate detection method is described in Section 2. The experimental results in Section 3 show that the proposed method can provide rapid license plate detection with high accuracy. Finally, our conclusions are provided in Section 4.

2. Proposed System

In this paper, LPD system proposed for real-time processing and robustness against uneven-illumination consists of two stages, as shown in Fig. 3. Each stage consists of three main blocks: Image Preprocessing, Cascade AdaBoost and Validation Check using CCA. The two stages use different image preprocessing blocks: image preprocessing without adaptive thresholding for the first stage and image preprocessing with adaptive thresholding for the second stage. To further reduce time complexity, the integral image method is used for adaptive thresholding.

![Fig. 3. Framework of proposed LPD system with two stages](image)

2.1 Cascade AdaBoost

A cascade classifier is a concatenation of strong classifiers in a cascade. The AdaBoost algorithm is used to train each strong classifier, which is a series of weak classifiers, and is built to accept positive samples while rejecting negative samples. It forms a strong classifier through selecting and ensembling the weak classifiers. The image windows that are not rejected by a strong classifier participate in building the following strong classifier. The cascade AdaBoost for the LPD system consists of two phases: an off-line training phase and an
on-line detection phase, as shown in Fig. 4.

![Fig. 4. Off-line training phase and on-line detection phase of Cascade AdaBoost](image)

2.1.1 Off-line Training Phase

The purpose of the off-line training phase is to train weak classifiers and a combination of weak classifiers dubbed a strong classifier using the AdaBoost training algorithm and to build up a cascade classifier for the LPD, as shown in Fig. 5. A series of weak classifiers (critical features) with their weights are extracted first after being trained with a large number of positive and negative examples. Then, some strong classifiers are selected from the weak classifiers according to their weights. Strong classifiers in a cascade structure are then used to construct a detector for the on-line detection phase.

![Fig. 5. Structure of the off-line training phase](image)
The four steps for the off-line training procedure are presented below.

a) **Training Samples**

For the off-line training, positive sample images and negative sample images are required. The positive sample images contain only license plate images and negative sample images contain background images with no license plate image. The Korean license plate has three different sizes: large (520mm × 110mm), medium (440mm × 200mm), and small (335mm×170mm). In total, 15,000 positive sample images (6,000 large, 3,000 medium and 6,000 small) are used for the training. **Fig. 6** shows some positive sample images of Korean license plate.

![Fig. 6. Some positive sample images of Korean license plates](image)

To equalize the size of positive sample images required for the AdaBoost training algorithm, all types of Korean license plate images were normalized to one equal size using boundary padding or boundary pixel extension [23]. Thus 40×14 was selected as the image size for our database images through experiments. **Fig. 7** shows examples of normalized license plate images with boundary padding or boundary pixel extension.

![Fig. 7. Examples of normalized license plate images](image)

Negative sample images with no license plate should include some parts of cars, the road, or and trees, for example. In our training procedure, 25,000 images were used for negative samples. **Fig. 8** shows some negative sample images.

![Fig. 8. Some negative sample images](image)
b) Image Pre-processing

In the image pre-processing step, image converting, filtering, and edge detection are used for training with the sample images, as described below.

First, 24-bit RGB images are converted into 8-bit gray-level images using Eq. (1).

\[
\text{Gray value} = 0.3 \times \text{Red} + 0.59 \times \text{Green} + 0.11 \times \text{Blue}
\]  

Second, a Gaussian filter is used for image filtering. A Gaussian filter [24] is a weighted averaging of neighboring pixels using weights chosen according to the shape of a Gaussian function, which is

\[
g[i, j] = e^{-\frac{(i^2+j^2)}{2\sigma^2}}
\]  

where \( i \) is the distance from the origin in the horizontal axis, \( j \) is the distance from the origin in the vertical axis, and \( \sigma \) is the standard deviation of the Gaussian distribution. Fig. 9 shows examples of images filtered with the Gaussian filter.

![Fig. 9. Examples of images filtered with the Gaussian filter: (a) Positives samples and (b) Negative samples](image)

Thirdly, for edge detection or edge image, the Sobel vertical edge operator [25] is applied. Fig. 10 shows the convolution mask of Sobel vertical edge operator and edge images after using Sobel vertical edge operator.

![Fig. 10. Edge detection: (a) convolution mask of Sobel vertical edge operator and examples of edge images obtained by (a): (b-1) Positive samples and (b-2) Negative samples](image)

c) Feature extraction

The simple features used in the proposed system are an extended set of Haar-like features, presented by Rainer Lienhart and Jochen Maydt [26], shown in Fig. 11. They are useful to extract principal features for LPD. Details of its computation are shown in [26]. All the features can be computed very quickly in a constant time for any size.
Fig. 11. Haar-like prototypes used in the proposed algorithm

d) AdaBoost algorithm for training:

When we have determined a feature set from a training set of positive and negative samples, as discussed earlier, a machine learning algorithm could be used to learn its classification function. In the proposed system, a cascade classifier based on an AdaBoost training algorithm was used to detect any license plate. A cascade classifier is a concatenation of strong classifiers and a strong classifier is based on a large set of weak classifiers that classify the objects. It is a degenerated decision tree where, at each layer, a classifier is trained to detect all of license plates in the interest image scope while rejecting a certain fraction of non-license-plate patterns. At each layer, a strong classifier is trained to achieve the predetermined hit rate (or true positive rate), $h$, and a false alarm (or false positive) rate, $f$, using the Discrete AdaBoost algorithm. The learning algorithm for a weak classifier is designed to select a single rectangular feature that best separates the positive and negative samples. For each feature, the weak learner determines the optimal threshold classification function, so that the minimum number of samples is misclassified. A weak classifier $h_j(x)$ thus is represented by a feature $(f_j)$, a threshold $(\theta_j)$, and a polarity $(p_j)$, indicating the direction of the inequality sign [27]:

$$h_j(x) = h(x, f_j, p_j, \theta_j) = \begin{cases} 1 & \text{if } p_j f_j(x) < p_j \theta_j \\ 0 & \text{otherwise} \end{cases}$$

where $x$ is a sub-window of an image. The following is for a summary of the AdaBoost algorithm for classifier learning [27].

1. Prepare sample images $(x_1, y_1), \cdots, (x_n, y_n)$, where $y_i = 0, 1$ for negative and positive examples, respectively.
2. Initialize weights $\omega_{1, i} = \frac{1}{2^m}$ for $y_i = 0, 1$ respectively, where $m$ and $l$ are the numbers of negatives and positives respectively.
3. For $t = 1, \ldots, T$:
   a) Normalize the weights,

$$\omega_{t, i} = \frac{\omega_{t-1, i}}{\sum_{i=1}^{n} \omega_{t-1, i}}$$

So that $\omega_t$ is a probability distribution.
b) For each feature $j$, calculate the weighted error,

$$\epsilon_j = \sum \omega_i |h_j(x_i) - y_i|$$

(5)

and choose the classifier, $h_t(x_i) = k(x_i, f_t, p_t, \theta_t)$, where $f_t, p_t$, and $\theta_t$ are the minimizers of $\epsilon_j$.

c) Update the weights:

$$\omega_{t+1,i} = \omega_{t,i} \beta_t^{1-\epsilon_t}$$

(6)

where $\epsilon_t = 0$ if example $x_i$ is classified correctly, $\epsilon_t = 1$ otherwise, and

$$\beta_t = \frac{\epsilon_t}{1-\epsilon_t}.$$

4. The final strong classifier is:

$$C(x) = \begin{cases} 1 & \sum_{t=1}^{T} \alpha_t h_t(x) \geq \frac{1}{2} \sum_{t=1}^{T} \alpha_t \\ 0 & \text{otherwise} \end{cases}$$

(7)

where $\alpha_t = \log \frac{1}{\beta_t}$.

For the Cascade AdaBoost training[28], The background (BG) threshold is 80, the maximum (Max) intensity deviation is 40, the minimum (Min) hit rate is 0.995, the Max false alarm rate is 0.5, the Min number of positive sample per cluster is 500, the number of training stages is 14 and the total number of used features is 61,789. After finishing the training procedure of the AdaBoost algorithm, a cascade classifier is created with a XML file. This XML file contains a strong classifier with features. The AdaBoost algorithm for license plate detection then uses this XML file in the on-line detection procedure of our experiment.

### 2.1.2 On-line Detection Phase

The number of test images used for the on-line license plate detection was 52,000 (the database used will be explained in the experimental results and discussion later) and each image has a resolution of 1,280×720. The procedure for the on-line license plate detection is as follows.

a) Resizing Input Image:

The size of the images in our databases is very large. However, high image resolution requires more computational time, so each original test image (1,280×720) was resized to a size of 320×180 to speed up the detection.

b) Image pre-processing:

The same image pre-processing technique as explained in the off-line training phase was used: converting an image from RGB to gray scale, image filtering with the Gaussian filter, and edge detection (edge image) by a Sobel vertical edge operator. Fig. 12 shows the results of image pre-processing.
c) **Cascade classifier for detecting license plate:**

Weak classifiers are combined with each other to form a strong classifier. The strong classifier in the first layer allows a great majority of the image regions to enter to the next layer and rejects as many as possible negative samples. The strong classifier in the next layer becomes more complex (i.e., has more weak classifiers). Thus, it has a stronger classification ability and the final result is more likely to be a license plate. **Fig. 13** shows the cascade structure of the proposed license plate detection system.

![Cascade AdaBoost structure for license plate detection](image)

**Fig. 13.** Cascade AdaBoost structure for license plate detection

In the combination process, a strong classifier, which consists of more important features and easier structures is positioned in the front of the whole cascade classifier so that the system can exclude many false samples and speed up the detection. **Fig. 14** shows the results of license plate detection using our proposed Cascade AdaBoost algorithm.

![Results of license plate detection using Cascade AdaBoost](image)

**Fig. 14.** Results of license plate detection using Cascade AdaBoost
d) Image check using Connected Component Analysis (CCA)

There are many false-positive areas detected as license plate regions using the Cascade AdaBoost algorithm. To ignore these false-positives, a connected component analysis (CCA) is used. CCA was used in computer vision to detect connected regions in binary digital images, although color images and data with higher dimensionality can also be processed \[29][30]. When integrated into an image recognition system or human-computer interaction interface, connected component labeling can operate on a variety of information \[31][32]. Blob extraction is generally performed on the resulting binary image from a thresholding step. Blobs may be counted, filtered, and tracked. Using the number of blobs remaining, we can reject the false positive region images and find the only license plate region images and save them, as shown in Fig. 15. The method for checking whether an area is a license plate region is as follows.

\[
\text{If} \ (6 \leq \text{the number of blobs} \leq 10), \\
\text{then the region accepted as a License Plate.} \\
\text{Otherwise, reject the region as a Non-license Plate.}
\]

![Fig. 15. Check the images with CCA and save the license plate images](image)

2.2 Adaptive Thresholding Using the Integral Image

After analyzing license plates missed from the first stage using the normal image processing, Cascade AdaBoost and the CCA technique, it was found that most of them were from unevenly illuminated images. However, as mentioned earlier, it is not efficient to apply a technique for reducing this effect to all cases because typical uneven illumination-handling techniques are time-consuming. Thus, from considerations of accuracy and speed, we built up a two-stage model. In the second stage of our proposed system, the procedure for the training and detection phase using Cascade AdaBoost is the same as in the first stage, while using an image preprocessing technique different from the first one. We used adaptive thresholding using an integral image for the image preprocessing in the second stage.

The adaptive thresholding technique used in the proposed system is the technique using an integral image proposed by D. Bradley et al. \[33\], which is an extension of Wellner’s
method [34]. Using the integral image, it computes the average of a \( s \times s \) window of pixels centered on each pixel. The integral image is calculated in the first pass through the input image. In a second pass, the \( s \times s \) average is computed using the integral image for each pixel in constant time and then the comparison is performed. If the value of the current pixel is \( t \) percent less than this average, then it is set to black, otherwise it is set to white. **Fig. 16** shows some examples of license plate detection results of the second stage including adaptive thresholding using integral image in the image preprocessing.

![Image](image.png)

**Fig. 16.** License plate detection results after applying adaptive thresholding using the integral image

### 3. Experimental Results and Discussion

#### 3.1 Databases

For our test experiment, we used our own database to calculate the detection rate and computational time. The total number of images was 1800. All images in our database were captured with a CMOS camera on a pole placed on a real road under different weather conditions, so they include rotated or illuminated images. **Fig. 17** shows a description of the image-capturing environment.

![Diagram](diagram.png)

**Fig. 17.** Image-capturing environment

The height of the pole was 6 m, but the height to the arm where image-capturing camera was fixed was 5 m. The distance from the bottom of the pole to the loop (car position) was 13 m. Thus, the angle between the camera and loop is 21°. When the images were captured, the speed of the moving cars was around 100 - 120 km/h.
3.2 Experimental results of the proposed method

The experiment was based on a PC with 3.10-GHz Intel Core i3-2100 with 4 GB of RAM, running in Microsoft Visual Studio 2010 with the OpenCV (Open Source Computer Vision) library. The window size used as input of the proposed detection system was $40 \times 14$. When only the first stage was applied to the database, 1,583 among 1,800 images were detected correctly and there were 306 false-positives before applying the CCA technique. However, after applying CCA technique, no false-positive remained. The 217 images that were not detected successfully at the first stage were taken as input images for the second stage with the Adaptive Thresholding using an Integral Image. From the second stage, the number of total detected images was 188 from the 217 images and 35 false-positives. After applying CCA, no false-positive remained. The number of final missed images was 29: twenty-four images with strong dazzle lights at night, one image with a dark big shadow at day, and four images with strong reflected lights at day. All of them have severe light conditions. Fig. 18 shows some of 29 missed images. Table 1 shows the license plate detection results of the proposed two-stage system.

![Fig. 18. Examples of 29 missed images](image)

**Table 1.** License plate detection result of the proposed two-stage system

<table>
<thead>
<tr>
<th>Proposed system</th>
<th>Number of test images</th>
<th>Number of missed images</th>
<th>Detection rate</th>
<th>Average time per image</th>
</tr>
</thead>
<tbody>
<tr>
<td>Stage I</td>
<td>1800</td>
<td>217</td>
<td>87.94%</td>
<td>45ms</td>
</tr>
<tr>
<td>Stage II</td>
<td>217</td>
<td>29</td>
<td>86.64%</td>
<td>80ms</td>
</tr>
<tr>
<td>Total</td>
<td>1800</td>
<td>29</td>
<td>98.38%</td>
<td>54.64ms</td>
</tr>
</tbody>
</table>
Together, the number of total test images was 1,800 and the number of image detected successfully through the proposed two-stage system was 1,771. The number of missed images was 29. Thus, the average detection rate of the proposed method using the two stages was 98.38% and the computational time was 54.64 ms (45 ms for 1583 images and 125 ms for the remaining 217 images). The proposed method has a lower time complexity than the method which apply adative thresholding technique for all input images and higher accuracy than the method which does not use adaptive thresholding and the experimental results showed that it worked as originally intended. By applying the adaptive thresholding, the detection rate was increased by 11.87% from 87.97% (obtained from the first stage without adaptive thresholding) to 98.38%. By applying the two-stage system, the processing time could be reduced by 31.7%, from 80 ms (which was required to apply only the second stage including the adaptive thresholding to all images) to 54.64 ms. Also, as shown in Fig. 19, the proposed method showed the good performance under different conditions due to the location and rotation state of the cars as well as uneven illumination.

**Fig. 19.** Examples of successfully detecting license plates from cars under different conditions using the proposed method

**Table 2** shows a performance comparison of the proposed method with some typical ALPR systems. The proposed method is faster and has higher detection performance than most other methods.

**Table 2.** Performance Comparison of Some Typical ALPR Systems for License Plate Detection (LPD)

<table>
<thead>
<tr>
<th>Methods</th>
<th>Main Procedures for License plate detection</th>
<th>Database size</th>
<th>Image conditions</th>
<th>LPD rate</th>
<th>Processing time</th>
<th>Real time</th>
<th>Plate format</th>
</tr>
</thead>
<tbody>
<tr>
<td>[35]</td>
<td>Block-based processing</td>
<td>180 pairs of images</td>
<td>Multiplates with occlusion and different sizes</td>
<td>94.4%</td>
<td>75 ms</td>
<td>Yes</td>
<td>Taiwanese plates</td>
</tr>
<tr>
<td>[36]</td>
<td>Hough Transform and contour algorithm</td>
<td>805 images</td>
<td>800 x 600 pixels, different rotation and lighting condition</td>
<td>98.8%</td>
<td>0.65 s</td>
<td>No</td>
<td>Vietnamese plates</td>
</tr>
<tr>
<td>[37]</td>
<td>GST</td>
<td>330 images</td>
<td>Various viewing directions</td>
<td>93.6%</td>
<td>1.3 s</td>
<td>No</td>
<td>Korean plates</td>
</tr>
<tr>
<td>[38]</td>
<td>Edge detection and vertical and horizontal</td>
<td>12 s video</td>
<td>320 x 240 pixels</td>
<td>85.5%</td>
<td>100 ms</td>
<td>Yes</td>
<td>Taiwanese plates</td>
</tr>
</tbody>
</table>
4. Conclusions

In this paper, a license plate detection (LPD) system was proposed for real-time processing and robustness even in uneven illumination situation. It consists of two stages and each stage consists of three main blocks: Image Preprocessing, Cascade AdaBoost, and Validation check using CCA. The two stages use different image preprocessing blocks: image preprocessing without adaptive thresholding for the first stage and image preprocessing with adaptive thresholding for the second stage. Experimental results show that the test accuracy was 98.38% and the average computational time was 54.64 ms, which is faster than existing methods. The proposed method also has better performance than existing methods. Most of the techniques are very complex and not suited to real-time applications but the proposed algorithm is suitable for real-time use. Regarding the proposed methods, further research will be needed before the proposed method can put to practical use and character recognition of the license plate is our next project.
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