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Abstract

A meta-analysis was undertaken on a form of cooperative learning, peer tutoring. The effects of experimental design on outcomes were explored, as measured by Effect Size (ES). Forty one articles with 49 studies were included in the meta-analysis. ES were positive for peer tutoring with highest effects in elementary, reciprocal role tutoring conducted with low socio-economic class students with high ethnic minorities. ES was influenced by experimental design including design, matching of population samples at pre-test and selection of attainment measures. The implications for future meta-analyses and educational research design in peer tutoring and more broadly are explored.
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1. Introduction

Previous meta-analyses have concluded that peer tutoring had a positive impact on academic achievement (e.g., Cohen, Kulik & Kulik, 1982; Cook, Scruggs, Mastropieri, & Casto, 1985; Leung, in press 2014; Mathes & Fuchs, 1994; Rohrbeck, Ginsburg-Block, Fantuzzo & Miller, 2003). However, it remains unclear whether the type of research design used to study treatment effects may bias the magnitude of effect sizes (ES). This is a problem, since any widespread methodological features that bias treatment effects in primary studies will also bias the mean effect size estimates reported in meta-analyses (Lipsey & Wilson, 1993).

For peer tutoring, a mix of mean treatment effect sizes have been reported in previous meta-analyses: Table 1 indicates that the overall mean ES (fixed effect) found in each meta-analysis ranged from 0.26 to 0.75, and the number of studies on which these figures were based ranged from 11 to 72.

Of course, what remains unclear about the range of mean ES for peer tutoring, and other interventions, is whether some methodological artefact of the primary studies accounts for some of the variability. For example, a randomized controlled trial (RCT) might be associated with smaller effect size estimates than single group or quasi-experimental studies because randomization on pre-test data controls factors (e.g., history threats, maturation threats, testing threats, instrumentation threats, mortality, regression threats) that might inflate ES estimates (Campbell & Stanley 1963; Holland, 1986; Trochim, 2012; Tymms, Merrell & Coe, 2008).

Supporting this view recent RCT studies of peer tutoring have reported lower ESs than a study using the same tutoring techniques in studies when randomisation was not used to assign to condition. For example, the Fife Peer Learning project where tutoring in reading and maths was implemented over two years in a RCT reported a mean ES of 0.20-0.25 (Thurston & Topping, 2008; Topping & Thurston, 2008; Tymms, Merrell, Thurston, Andor, Topping & Miller, 2011). The same peer tutoring technique used in matched, rather than randomised, experiment designs has yielded ES of between 0.46 and 1.0 (Thurston, Burns, Topping & Thurston, 2012; Thurston, MacNia & Keenan, 2015). The mean ES of the Fife Peer Learning project was also lower than might have been anticipated based on the meta-analyses of Cohen, Kulic and Kulic (1982).
An important issue with RCTs in Education and in Social Sciences is that currently there are no clear guidelines to aid researchers on the steps they need to take in order to provide coherent and trustworthy research as is the case in medical research with the Consolidated Standards of Reporting Trials (CONSORT). Therefore, we also recommend that future researchers concentrate on developing and implementing a set of rules and guidance for conducting experiments and trials in Social Sciences in general and suggest what features such a guide would require.

2. Literature review: The significance and need for this study

2.1 Review on the impact of research design

Few meta-analysts have examined whether the type of experimental design moderated ES estimates. One of the first papers to look at this issue was Lipsy and Wilson (1993). It was concluded that single case studies had a higher reported ES. Slavin, Lake and Groff’s (2009) systematic review on what method works in mathematics, compared reported ESs between a) retrospective matching (ex-post facto design) studies with perspective matching, b) between perspective matching studies with randomised studies, c) and between small and large sample size studies. Their conclusion was that ex post-facto studies showed higher ESs than perspective matching and studies with smaller sample sizes showed larger ESs than studies of larger sample sizes. Nevertheless, they found no difference in reported ESs between RCTs and matched studies. However, both systematic reviews had the primary focus of reporting ES based on heterogeneous interventions.

Lipsy and Wilson (1993) examined differences on reported ESs attributable to research designs by using study areas with quite diverse characteristics.

To date, only Carlson and Schmidt (1999) have compared the reported ESs between two homogeneous groups, single pre-post treatment-step design versus experimental control designs within a single area of training. Their conclusion was that experimental control designs studies yielded lower reported ESs. Nevertheless, Carlson and Schmidt concentrated mostly on the effect produced by different formulas in calculating ESs rather than experimental designs themselves.
There are several features of different experimental designs that might influence ES estimates. There is a strong acknowledgment among academics that randomisation is unsatisfactory in assuring equalisation between treatment and control samples (Slavin, 2008b; Lachin, Matts & Wei, 1988). It has been recommended that at least two further checks need to take place, namely: a) that strict or blocked-randomisation is in place (Lachin, et al, 1988), b) that the sample size in each group is large, so that when randomisation takes place probability theory ensures that the groups are allocated similar participants (Slavin, 2008b) or that the interventions, and of course therefore units of assessment, are clustered, i.e. take place at the school level (Thurston, 2008).

Another important topic in the planned meta-analysis will be whether the design and origin of assessment instruments make a difference to the reported ESs.

Ruiz-Primo, Shavelson, Hamilton, and Klein, (2002) conducted a RCT using two different tests: they reported a correlation between distal measurement (standardised state instrument) and low ES, arguing that the main theoretical justification for such phenomenon is the notion that standardised state instruments are broader in content than researcher-made instruments, which tend to focus on specific topics taught in the experimental groups (Herman, et al, 2006). Slavin and Maden (2008, 2011) concluded that research instruments inherent to experimental treatments showed higher ESs. The study, however, also examined research which concentrated on heterogeneous interventions.

This review aims to contribute to the three-way debate, between: a) Those who argue that meta-analysis should use strict inclusion criteria (Oakley, 2006, Slavin 2008), b) those who suggest weaker designs to be treated with equality in evidence-based research (Hammersley, 1997; Morrison, 2001), and c) those who recommend the inclusion of weaker designs, however, make use of some form of statistical model that accounts for the differing characteristics (Rubin, 1993). By concentrating on instrumentation the paper also aims to shed light on the role of instruments and measures.

2.2 Review on the impact of peer tutoring

Previous meta-analysis of peer tutoring that have concentrated on elementary and high school students of ages 4-18 have included those of Cohen, et al, (1982), Bowman, et al, (2013). Cohen,
et al’s, (1982) review was based on three inclusion criteria: 1) peer tutoring to be conducted at school, 2) studies needed to contain the necessary coefficients in order to calculate the ES, and 3) the studies needed do to have a strong methodology. The limited number of inclusion criteria did not ensure sample homogeneity.

The closest meta-analysis paper which comes to replicate the Cohen, et al (1982), in terms of sample population age 4-18 is that by Bowmen-Perot, Davis, Vannest, Williams, Greenwood, Parker (2013). This paper, however, concentrated on single-case designs.

The latest meta-analysis in peer tutoring is that by Leung (2014). The paper includes studies; i) less than 6 weeks, ii) peer tutoring interventions on special education, and ii) studies with participants with ages over 18 years of age. Whereas the last element would influence the overall effect size, the first and the second inclusion criteria would also have an influence on the average peer tutoring ES on elementary and high school students. Meta-analysis report that peer tutoring interventions on disabled students provide higher effect sizes 0.76 compared to 0.65, which may have skewed results and conclusions (Bowman-Perrott, et al, 2013).

Table 1 below provides a review which supports the need for another meta-analysis in peer tutoring for students of school age 4-18:

3. Aim and Objectives:

The main aim of this study is to explore the impact of experimental design on ES outcomes reported by peer tutoring studies. The study was focussed on studies reported to take place in, elementary and high school students. Four main questions were addressed in the study:

i). What role does experimental design play in reported effect size by studies on peer tutoring?

ii). How do effect sizes reported from author developed assessment instruments differ when compared to instruments developed independently of the research team when measuring academic changes in studies of peer tutoring?

iii). What is the overall reported effect size on student attainment for peer tutoring interventions for students aged 4-18 years-old?
iv). How does reported effect size vary with implementation changes during peer tutoring in respect of peer tutoring structure, training, and population characteristics?

### Table 1
Meta-analysis in peer tutoring

<table>
<thead>
<tr>
<th>Meta-analysis</th>
<th>Population Characteristics</th>
<th>Academic Fixed ES</th>
</tr>
</thead>
</table>
<pre><code>                                     | Totalling 52 studies.                                                                      | 0.40              |
                                     | Totalling 19 studies.                                                                     | 0.59              |
</code></pre>
<p>| Mathes &amp; Fuchs, (1994)                 | Peer tutoring on disabled students, reading. Cross age, same age, fixed and reciprocal. 11 studies | 0.42              |
| Rohrbeck, et al, (2003)                | Pairs and small groups, ages 5.65 to 11.50. Including studies from less than 6 weeks. 40 out of 90 studies were peer tutoring. | 0.33              |</p>
| Ginzburg-Block, Rohrbeck, and Fantuzzo (2006) | Peer Assisted Learning studies, as oppose to peer tutoring in general, on grades 1-6 students.  
                                         | Totalling, 26 academic outcome studies.                                                    | 0.35              |
4. Methods

4.1 Peer Tutoring Definition

Peer tutoring is a specific form of cooperative learning. It takes place in pairs or triads and tends to have clear patterns for interaction. Peer tutoring has been described as a “form of peer learning. It generally involves one student teaching another where pairs are typically of differing academic standing and sometimes differing ages” (Tymms, et al, 2011, p267). Peer Tutoring (PT) takes a number of forms: ‘Peer-Assisted Learning Strategies’ (PALS), ‘Cross-Age Tutoring’ (CAT) and ‘Reciprocal Peer-Tutoring’ (RPT) (Topping & Ehly, 1998).

4.2 Sampling Procedures and Criteria

Every effort was made to locate all relevant studies and to minimize any systematic data exclusion. Psych INFO and ERIC online databases were searched using keywords: peer tutoring, peers, peer relations, cross-age tutoring, cooperative learning, transfer learning, cross-age learning, peer learning, reciprocal peer learning, reciprocal peer tutoring, and peer assisted learning.1

To be included in this meta-analysis, studies had to meet several criteria:

1) Studies included in the meta-analysis employed a form of peer tutoring, defined as one/two students teaching one/two others working in a pair or triad.

2) Studies had to be published in English in a peer-reviewed journal from January 1965 until December 2014.

---

1 A complete list of articles identified using these procedures can be obtained upon request.
3) Studies comparing one form of peer tutoring to another were excluded because relative effects would not be comparable to effect sizes based on control-group or pre-test comparisons.

4) Studies had to (a) measure academic achievement, (b) involve students ranging in age from 4 to 18 years of age (elementary to high school age), and (c) involve an intervention lasting at least or longer than 6 weeks. Studies exclusively involving students with learning disabilities or studies in which virtual (e.g., computer) peers provided tutoring were excluded.

4.4 Dependent and Independent Variables

The independent variable was research design. A study was categorized as a pre-post design if there was no control group. A study was categorized as a quasi-experimental design if there was a control group, but no randomization or matching to conditions. A study was categorized as RCT/1 matched if the experimental and control groups were matched on only one of the following criteria: (a) previous test performance, (b) socio-economic status/free school meal, (c) ethnic background of the participants, (d) teacher qualifications/length of teaching, or (e) school type. And a study was categorized as a RCT/2+ matched if the control and the experimental groups were matched on two or more of the previously listed criteria a-e.

The dependent variable was academic achievement, defined as performance on a learning task. Measures of academic achievement included the Test of Written Language (TOWL-3), Writing Quality and Length (WQL), Academic Information Management System (AIMSweb), and the quality and accuracy of answers on various questions.

The procedures for study characteristics, coder reliability, effect size estimation and data integration such as, calculating average effect sizes, shifting unit of analysis and testing moderator effects, are reported in appendix A and B.

5. Results

5.1 Achieved Sample

The sampling procedures described above initially yielded 13,023 articles from ERIC, 16,908 articles from PsycINFO, and 404 articles from other sources. Of these, 178 unique articles
reported quantitative data on peer tutoring. Applying the inclusion criteria described above reduced the sample to 41 articles reporting 182 separate effect sizes based on 49 separate studies.

5.2 Study Characteristics

Some of the characteristics of the 49 separate studies are listed in Tables 2. Most studies were conducted during the 1990s (33%, \(n = 16\)), but otherwise fairly evenly distributed across the 1980s (22%, \(n = 11\)), 2000s (24%, \(n = 11\)), and 2010s (16%, \(n = 8\)). Sample size varied by research design, with RCT/2+ match having the largest median, IQR, and range.

**Methodology.** Similar numbers of studies used a pre-post (35%, \(n = 17\)), RCT/1 match (35%, \(n = 17\)), and RCT/2+ match (24%, \(n = 12\)) designs. The majority conducted a fidelity check (84%, \(n = 36\)), though the exact distribution varied by research design (e.g., RCT/1 match: \(n = 10\) (59%) reported fidelity check, \(n = 7\) (41%) did not report). More studies used standardized measures (73%, \(n = 36\)) than researcher-modified measures (27%, \(n = 13\)).

**Peer tutoring characteristics.** Most studies focused on literacy (69%, \(n = 34\)), followed by mathematics (20%, \(n = 10\)). There were almost identical numbers of studies that utilized same-age reciprocal peer tutoring (43%, \(n = 21\)) and cross-age peer tutoring (41%, \(n = 20\)). Most studies used structured peer tutoring (98%, \(n = 48\)) and did not use a reward incentive (71%, \(n = 35\)).

**Sample characteristics.** The majority of studies were conducted in the United States of America (43%, \(n = 21\)) and the United Kingdom (35%, \(n = 17\)). In terms of socio-economic status (SES), measured by free school meals (FSM), most of the studies were mixed (35% FSM, \(n=17\)), followed by unspecified (29% FSM, \(n=14\)), and low (27% FSM, \(n=13\)). On ethnicity, most of the studies (59%, \(n=29\)) consisted of \(\leq 50\%\) ethnic group. Most of the studies were conducted on elementary students (88%, \(n=43\)) and in terms of ability the majority of studies were conducted on mixed (47%, \(n=23\)) and low abilities (41%, \(n=20\)).

**Group composition.** The composition of peer tutoring groups in most studies was heterogeneous with regard to gender (82%, \(n = 40\)) and ability (82%, \(n = 40\)).

**Intervention characteristics.** In the majority of studies, the length of the intervention was 7-12 weeks (41%, \(n = 20\)), but a significant proportion also lasted 6 weeks (22%, \(n = 11\)) and 12-
52 weeks (20%, $n = 10$). The mean amount of training – or *training dosage* – was more than 3 sessions (51%, $n = 22$), but this was qualified by the fact that this was unspecified for a substantial number of studies (30%, $n = 13$). Roughly equal numbers of studies were conducted in a general academic settings (49%, $n = 21$) or in intact classrooms (44%, $n = 19$).
Table 2

Study Decade and Methodological and Peer Tutoring Characteristics

<table>
<thead>
<tr>
<th></th>
<th>Pre-post</th>
<th>Quasi-exper</th>
<th>RCT/1 match</th>
<th>RCT/2+ match</th>
<th>n</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total</strong></td>
<td>17</td>
<td>3</td>
<td>17</td>
<td>12</td>
<td>49</td>
<td>100</td>
</tr>
<tr>
<td><strong>Sample size</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>21.5</td>
<td>16.0</td>
<td>24</td>
<td>119</td>
<td></td>
<td></td>
</tr>
<tr>
<td>IQR</td>
<td>27.5</td>
<td>-</td>
<td>35.7</td>
<td>791</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Range</td>
<td>11, 202</td>
<td>10, 80</td>
<td>8, 268</td>
<td>30, 1246</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Decade published</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1970s</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>1980s</td>
<td>5</td>
<td>0</td>
<td>5</td>
<td>1</td>
<td>11</td>
<td>22</td>
</tr>
<tr>
<td>1990s</td>
<td>3</td>
<td>0</td>
<td>8</td>
<td>5</td>
<td>16</td>
<td>33</td>
</tr>
<tr>
<td>2000s</td>
<td>7</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>12</td>
<td>24</td>
</tr>
<tr>
<td>2010s</td>
<td>2</td>
<td>0</td>
<td>1</td>
<td>5</td>
<td>8</td>
<td>16</td>
</tr>
<tr>
<td><strong>Fidelity check</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reported</td>
<td>14</td>
<td>1</td>
<td>10</td>
<td>11</td>
<td>36</td>
<td>73</td>
</tr>
<tr>
<td>Not reported</td>
<td>3</td>
<td>2</td>
<td>7</td>
<td>1</td>
<td>13</td>
<td>27</td>
</tr>
<tr>
<td><strong>Outcome measure</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Standardised</td>
<td>9</td>
<td>3</td>
<td>10</td>
<td>5</td>
<td>27</td>
<td>55</td>
</tr>
<tr>
<td>Researcher modified</td>
<td>6</td>
<td>0</td>
<td>7</td>
<td>6</td>
<td>19</td>
<td>39</td>
</tr>
<tr>
<td>Mixed</td>
<td>2</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>3</td>
<td>6</td>
</tr>
<tr>
<td><strong>Subject area</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mathematics</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>8</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>Literacy</td>
<td>17</td>
<td>3</td>
<td>10</td>
<td>4</td>
<td>34</td>
<td>69</td>
</tr>
<tr>
<td>Science</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Other</td>
<td>0</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>Mixed-core</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td><strong>Type of peer tutoring</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Same-age non-reciprocal</td>
<td>3</td>
<td>0</td>
<td>2</td>
<td>2</td>
<td>7</td>
<td>14</td>
</tr>
</tbody>
</table>
In all, the 41 articles included in the meta-analysis yielded 182 effect sizes based on 49 separate samples. Averaging the effect sizes across subgroups within each study yielded 49 effect sizes. Tables 3-7 present the findings.

**Overall effect of peer tutoring.** Firstly, the overall independent effect of peer tutoring on academic achievement for studies using a pre-post design and studies using a control-group design was examined.

**Pre-post.** For the 13 articles using a pre-post research design, all of the 17 independent effect sizes were in a positive direction. Grubb’s test detect one outlier on the right side of the distribution ($d = 2.91$; Wright & Cleary, 2006\(^2\)), which was Winsorized to the nearest neighbour ($d = 1.71$) and retained for further analyses. The effects ranged from $d = 0.22$ to 1.71. The weighted average $d$ was $1.14$, $p < .001$, 95% CI [1.04, 1.25], under a fixed-effects (FE) model, and $d$ was $0.92$, $p < .001$, 95% CI [0.63, 1.22], under a random-effects (RE) model. The homogeneity statistic for the FE model was also significant, $Q(16) = 104.35$, $p < .001$, $I^2 = 84.67$, indicating that the amount of variance in effect sizes was greater than would be expected from sampling error alone. This finding supports the use of the RE model and the examination of moderators that might influence the effect size distribution.

---

\(^2\) In the study the ES was lower, as the authors used a different method for calculating the effect size.
To test for possible bias (i.e., missing values within the distribution of effect sizes), trim-and-fill analyses were conducted using both FE and RE models (Borenstein et al., 2005). We found evidence that 8 effect sizes might have been missing from the right side of the distribution using a FE model, and imputing these values increased the estimated mean effect to $d = 1.49$ (95% CI = 1.39, 1.58) under FE and $d = 1.42$ (95% CI = 1.09, 1.75) under RE. Under the RE model, there was no evidence that any effect sizes might have been missing from either side of the distribution. These findings suggest that the estimated average weighted effect size was somewhat sensitive to missing effect sizes under the FE model but not under the RE model. However, even when controlling for possible bias, the estimated effect size ranged from 0.93 to 1.49. For studies using a pre-post design, this strengthens confidence that the effect of peer tutoring on academic achievement is positive, significantly different from zero, and likely to be large.

**Control-group studies.** For the 28 articles using a control-group design, only two of the 32 independent effect sizes were in a negative direction and the Grubb’s test did not detect any outliers. The effects ranged from $d = -0.05$ to 1.45. The weighted average $d$ was 0.42, $p < .001$, 95% CI [0.34, 0.51], under a FE model, and 0.51, $p < .001$, 95% CI [0.35, 0.67], under a RE model. The homogeneity statistic for the FE model was also significant, $Q(31) = 78.43$, $p < .001$, $I^2 = 60.47$, indicating that the amount of variance in effect sizes was greater than would be expected from sampling error alone. This finding supports the use of the RE model and the examination of moderators that might influence the effect size distribution.

In terms of possible bias, we found evidence that 14 effect sizes might have been missing from the left side of the distribution using both FE and RE models. Imputing these missing values decreased the estimated mean effect to $d = 0.21$ (95% CI = 0.13, 0.29) under FE and $d = 0.25$ (95% CI = 0.07, 0.42) under RE. Thus, for studies using a control-group design, estimates of the weighted average effect ranged from 0.21 to 0.25, when testing for possible bias. These estimates strengthen confidence that the effect of peer tutoring on academic achievement is positive and significantly different from zero. However, because the magnitude of the estimated effect size shrank by about half when accounting for possible bias, these estimates also suggest that the effect size of peer tutoring on academic achievement is likely to be small-to-medium in studies using a control-group design.
Table 3

*Methodological Characteristic Moderator Analyses*

<table>
<thead>
<tr>
<th>Moderator</th>
<th>Pre-post Studies</th>
<th>Control-group Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$Q_b / k$</td>
<td>$d$</td>
</tr>
<tr>
<td><strong>Research design</strong></td>
<td>n/a</td>
<td></td>
</tr>
<tr>
<td>Pre-post</td>
<td>17</td>
<td>1.14*** (0.92)***</td>
</tr>
<tr>
<td>Quasi-experimental</td>
<td>-</td>
<td>3</td>
</tr>
<tr>
<td>RCT/1 match</td>
<td>-</td>
<td>17</td>
</tr>
<tr>
<td>RCT/2 match</td>
<td>-</td>
<td>12</td>
</tr>
<tr>
<td><strong>Fidelity check</strong></td>
<td>1.62 (0.07)</td>
<td></td>
</tr>
<tr>
<td>Reported</td>
<td>14</td>
<td>1.16*** (0.90)***</td>
</tr>
<tr>
<td>Not reported</td>
<td>3</td>
<td>0.93*** (1.01)***</td>
</tr>
<tr>
<td><strong>Outcome measure</strong></td>
<td>90.82*** (90.82)***</td>
<td></td>
</tr>
<tr>
<td>Standardized</td>
<td>9</td>
<td>0.52*** (0.52)***</td>
</tr>
<tr>
<td>Researcher</td>
<td>6</td>
<td>1.57*** (1.57)***</td>
</tr>
<tr>
<td>Unspecified</td>
<td>2</td>
<td>0.58** (0.58)**</td>
</tr>
</tbody>
</table>

*Note.* Fixed-effects estimates are presented outside parentheses and random-effects estimates are within parentheses. *p < .10; †p < .05; **p < .01; ***p < .001
5.4 Moderator Analyses

Next, potential moderators of the effect of peer tutoring on academic achievement were examined. Grubb’s outlier test was conducted on each moderator analysis effect size dataset, but detected no new outliers.

Methodology. Firstly, methodological characteristics thought to moderate peer tutoring effects were examined: these included research design, fidelity checks, and the outcome measures used. Table 3 presents the results.

Research design. For control-group studies, effect sizes varied with the type of research design (FE: \( Q_b(2) = 42.06, p < .001 \); RE: \( Q_b(2) = 19.47, p < .01 \)), and a pairwise comparison revealed that control-group studies using a RCT/2 match design reported smaller effect sizes than studies using a RCT/1 match design (FE: \( Q_b(1) = 40.47, p < .001 \); RE: \( Q_b(1) = 18.39, p < .001 \)). In order to double check that the low effect size for RCT/2 was not biased by subject we also compared math studies to literacy. For the RCT/2+ matched studies, there was no evidence that the \( k = 8 \) math effect sizes were significantly different from the \( k = 4 \) literacy effect sizes (FE: \( Q_b(1) = 0.65, p = .42 \); RE: \( Q_b(1) < 0.01, p = .99 \)) and therefore, subject matter was not observed to have an impact on outcomes.

Also, the mean effect size of studies using a RCT 2+ match design was significantly smaller than the mean effect size of studies using a quasi-experimental. And the magnitude of the mean gain effect size associated with pre-post studies was also larger than the magnitude of mean difference effect size associated with all three control-group studies (see Table 3).

However, this finding should be interpreted with caution because mean gain and mean difference effect size statistics are not directly comparable (Lipsey & While 2011). Pairwise comparisons with control-group studies using a quasi-experimental design were not undertaken due to the small number of studies (\( k = 3 \)) and the associated instability of the estimated average effect size.

Fidelity check. There was no evidence that pre-post studies conducting a fidelity check reported different effect sizes than studies not reporting a fidelity check. However, for control-group studies, effect sizes varied significantly depending on reporting a fidelity check under a FE model, \( Q_b(1) = 5.15, p = .02 \), but not under a RE model. According to the FE results, control-group studies conducting a fidelity check reported smaller effect sizes than
studies not reporting a fidelity check. However, the distinction should be interpreted with caution due to the small number of pre-post studies failing to report a fidelity check ($k = 3$).

**Outcome measure.** For pre-post studies, effect sizes varied depending on the type of outcome measure (FE: $Q_B(2) = 90.82$, $p < .001$; RE: $Q_B(2) = 90.82$, $p < .001$), and pairwise comparisons revealed that pre-post studies using researcher-modified measures reported larger effect sizes than those using standardized measures (FE: $Q_B(1) = 82.32$, $p < .001$; RE: $Q_B(1) = 82.32$, $p < .001$). Pairwise comparisons with the $k = 2$ pre-post studies using unspecified measures were not undertaken.

There was no evidence that effect sizes reported by control-group studies varied dependent on the type of outcome measures (FE: $Q_B(1) = 0.80$, $p = .37$; RE: $Q_B(1) = 0.14$, $p = .71$). This suggests that there was an association between the type of outcome measure and the magnitude of effect sizes for pre-post studies, but not for control-group studies.

**Peer tutoring characteristics.** Next, we examined peer tutoring characteristics thought to moderate effects: these characteristics included the type of peer tutoring, structure, and the use of a reward in the tutoring process. Table 4 presents the results.

**Type of peer tutoring.** For pre-post studies, effect sizes varied significantly with the type of peer tutoring (FE: $Q_B(2) = 54.21$, $p < .001$; RE: $Q_B(2) = 6.93$, $p < .05$). Pre-post studies using same-age reciprocal peer tutoring reported the largest effect sizes, followed by studies using cross-age non-reciprocal peer tutoring, but the difference between these effect sizes was only significant under a FE model, $Q_B(1) = 35.53$, $p < .001$, and not under a RE model, $Q_B(1) = 1.11$, $p = .29$. Pairwise comparisons were not undertaken with the one pre-post study using a mixed type of peer tutoring, or the $k = 3$ pre-post studies using same-age non-reciprocal peer tutoring.

For control-group studies, effect sizes also varied significantly with the type of peer tutoring (FE: $Q_B(2) = 28.85$, $p < .001$; RE: $Q_B(2) = 12.17$, $p < .01$). Similar to pre-post studies, control-group studies using same-age reciprocal peer tutoring reported the largest effect sizes, followed by studies using cross-age non-reciprocal peer tutoring. However, for control-group studies, the difference between these effect sizes was not significantly different (FE: $Q_B(1) = 0.75$, $p = .39$; RE: $Q_B(1) = 0.14$, $p = .71$). While this suggests that same-age reciprocal peer tutoring had a relatively greater effect on achievement compared to cross-age
non-reciprocal peer tutoring in pre-post studies compared to control-group studies, the
distinction should be interpreted with caution due to the lack of robust model assumptions.
Table 4

**Peer Tutoring Characteristic Moderator Analyses**

<table>
<thead>
<tr>
<th>Moderator</th>
<th>Pre-post Studies</th>
<th>Control-group Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$Q_e / k$</td>
<td>$d$</td>
</tr>
<tr>
<td>Type of peer tutoring</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Same-age non-reciprocal</td>
<td>54.21*** (6.93)*</td>
<td>0.47 (0.47)*</td>
</tr>
<tr>
<td>Same-age reciprocal</td>
<td>6</td>
<td>1.45*** (1.17)**</td>
</tr>
<tr>
<td>Cross-age non-reciprocal</td>
<td>7</td>
<td>0.69*** (0.87)**</td>
</tr>
<tr>
<td>Mixed</td>
<td>1</td>
<td>1.07** (1.07)**</td>
</tr>
<tr>
<td>Structure</td>
<td>n/a</td>
<td>n/a</td>
</tr>
<tr>
<td>Structured</td>
<td>16</td>
<td>1.17** (0.92)**</td>
</tr>
<tr>
<td>Unstructured</td>
<td>-</td>
<td>0.50 (0.50)</td>
</tr>
<tr>
<td>Reward</td>
<td>72.75*** (19.32)**</td>
<td></td>
</tr>
<tr>
<td>Reward</td>
<td>4</td>
<td>1.56*** (1.49)**</td>
</tr>
<tr>
<td>No reward</td>
<td>13</td>
<td>0.64*** (0.72)**</td>
</tr>
</tbody>
</table>

*Note. Fixed-effects estimates are presented outside parentheses and random-effects estimates are within parentheses. *$p < .10$; **$p < .05$; ***$p < .01$; ****$p < .001$*
Similar to pre-post studies, control-group studies using same-age reciprocal peer tutoring also reported significantly larger effect sizes than studies using same-age non-reciprocal peer tutoring (FE: $Q_B(1) = 27.86, p < .001$; RE: $Q_B(1) = 9.35, p < .001$). Control-group studies using cross-age non-reciprocal peer tutoring reported larger effect sizes than studies using same-age non-reciprocal peer tutoring (FE: $Q_B(1) = 13.78, p < .001$; RE: $Q_B(1) = 9.18, p < .01$).

**Structure.** Moderator analyses for structure on the pre-post or control-group studies were not undertaken, because all but one used structured peer tutoring.

**Reward.** While pre-post studies using a reward incentive reported larger effect sizes than studies not using a reward (FE: $Q_B(1) = 72.75, p < .001$; RE: $Q_B(1) = 19.32, p < .001$), there was no such evidence for control-group studies (FE: $Q_B(1) < 0.01, p = .93$; RE: $Q_B(1) = 0.86, p = .35$). However, due to the small number of pre-post studies providing a reward ($k = 4$), this differential finding should be interpreted with caution.

**Sample characteristics.** Next, sample characteristics thought to moderate peer tutoring effects were examined: These were SES, minority percentage, grade level, and ability level representation in the sample. Table 5 presents the results.

**SES.** For pre-post studies, effect sizes varied significantly with students’ SES (FE: $Q_B(2) = 66.21, p < .001$; RE: $Q_B(2) = 12.74, p < .001$). Pre-post studies involving students with low SES reported larger effect sizes than studies involving students with mixed SES (FE: $Q_B(1) = 22.25, p < .001$; RE: $Q_B(1) = 7.14, p < .01$), and studies failing to specify students’ SES (FE: $Q_B(1) = 56.91, p < .001$; RE: $Q_B(1) = 9.95, p < .01$).

For control-group studies, effect sizes also varied significantly with students’ SES under an FE model, though not under a RE model (FE: $Q_B(3) = 33.12, p < .001$). According to the FE models, control-group studies involving students with low SES reported the largest effect sizes, followed by studies involving students with average SES. Control-group studies involving students with low SES also reported larger effect sizes than studies involving students with mixed SES ($Q_B(1) = 31.07, p < .001$), and studies failing to specify students’ SES ($Q_B(1) = 9.09, p < .01$).
### Table 5

**Sample Characteristic Moderator Analyses**

<table>
<thead>
<tr>
<th>Moderator</th>
<th>Pre-post Studies</th>
<th></th>
<th></th>
<th>Control-group Studies</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>95% CI</td>
<td></td>
<td></td>
<td>95% CI</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Q_b/k</td>
<td>d</td>
<td>Low</td>
<td>High</td>
<td>Q_b/k</td>
<td>d</td>
</tr>
<tr>
<td>SES</td>
<td>66.21*** (12.74)**</td>
<td>1.40 (1.12)</td>
<td>1.68 (1.68)</td>
<td></td>
<td>33.12*** (6.94)**</td>
<td>0.79*** (0.71)**</td>
</tr>
<tr>
<td>Low</td>
<td>5</td>
<td>1.54*** (1.40)**</td>
<td>1.40 (1.12)</td>
<td>1.68 (1.68)</td>
<td>8</td>
<td>0.79*** (0.71)**</td>
</tr>
<tr>
<td>Average</td>
<td>1</td>
<td>0.22*** (0.22)**</td>
<td>-0.42 (-0.42)</td>
<td>0.85 (0.85)</td>
<td>3</td>
<td>0.70*** (0.70)**</td>
</tr>
<tr>
<td>High</td>
<td>1</td>
<td>1.68*** (1.68)**</td>
<td>0.76 (0.76)</td>
<td>2.61 (2.61)</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>3</td>
<td>0.68*** (0.71)**</td>
<td>0.35 (0.28)</td>
<td>1.01 (1.13)</td>
<td>14</td>
<td>0.20** (0.34)**</td>
</tr>
<tr>
<td>Unspecified</td>
<td>7</td>
<td>0.61*** (0.71)**</td>
<td>0.42 (0.39)</td>
<td>0.81 (1.04)</td>
<td>7</td>
<td>0.40** (0.39)**</td>
</tr>
<tr>
<td>Minority percentage</td>
<td>59.65*** (5.35)**</td>
<td></td>
<td></td>
<td></td>
<td>4.02* (0.80)</td>
<td></td>
</tr>
<tr>
<td>≤ 50% sample</td>
<td>10</td>
<td>0.63*** (0.70)**</td>
<td>0.47 (0.45)</td>
<td>0.80 (0.95)</td>
<td>19</td>
<td>0.37*** (0.45)**</td>
</tr>
<tr>
<td>&gt; 50% sample</td>
<td>7</td>
<td>1.48*** (1.22)**</td>
<td>1.34 (0.87)</td>
<td>1.61 (1.57)</td>
<td>11</td>
<td>0.58*** (0.58)**</td>
</tr>
<tr>
<td>Unspecified</td>
<td>-</td>
<td></td>
<td></td>
<td></td>
<td>2</td>
<td>0.72** (0.70)**</td>
</tr>
<tr>
<td>Grade level</td>
<td>8.56** (1.52)</td>
<td></td>
<td></td>
<td></td>
<td>0.01 (0.07)</td>
<td></td>
</tr>
<tr>
<td>Ability level</td>
<td>N</td>
<td>Mean (SD) 1</td>
<td>Mean (SD) 2</td>
<td>Mean (SD) 3</td>
<td>N</td>
<td>Mean (SD) 4</td>
</tr>
<tr>
<td>---------------</td>
<td>----</td>
<td>-------------</td>
<td>-------------</td>
<td>-------------</td>
<td>----</td>
<td>-------------</td>
</tr>
<tr>
<td>Elementary</td>
<td>13</td>
<td>1.19*** (0.98)***</td>
<td>1.08 (0.63)</td>
<td>1.31 (1.32)</td>
<td>30</td>
<td>0.42*** (0.51)***</td>
</tr>
<tr>
<td>High</td>
<td>4</td>
<td>0.68*** (0.68)***</td>
<td>0.35 (0.35)</td>
<td>1.00 (1.00)</td>
<td>2</td>
<td>0.42 (0.42)</td>
</tr>
<tr>
<td>Ability level</td>
<td></td>
<td>2.27 (0.03)</td>
<td></td>
<td></td>
<td></td>
<td>5.19* (2.81)*</td>
</tr>
<tr>
<td>Low</td>
<td>5</td>
<td>1.29*** (0.85)***</td>
<td>1.10 (0.25)</td>
<td>1.47 (1.45)</td>
<td>10</td>
<td>0.54*** (0.54)***</td>
</tr>
<tr>
<td>Average</td>
<td>2</td>
<td>1.36*** (1.36)***</td>
<td>0.94 (0.94)</td>
<td>1.77 (1.77)</td>
<td>1</td>
<td>0.88** (0.88)**</td>
</tr>
<tr>
<td>Mixed</td>
<td>8</td>
<td>1.11*** (0.92)***</td>
<td>0.96 (0.42)</td>
<td>1.25 (1.42)</td>
<td>19</td>
<td>0.30*** (0.31)***</td>
</tr>
<tr>
<td>Unspecified</td>
<td>2</td>
<td>0.58** (0.58)**</td>
<td>0.19 (0.19)</td>
<td>0.97 (0.97)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Note. Fixed-effects estimates are presented outside parentheses and random-effects estimates are within parentheses. *p < .10; †p < .05; **p < .01; ***p < .001.*
**Minority percentage.** Pre-post studies involving samples with ≤ 50% minority students reported smaller effect sizes than studies involving samples with > 50% minority students (FE: \( Q_{b}(1) = 59.65, p < .001 \); RE: \( Q_{b}(1) = 5.35, p = .04 \)). Control-group study effect sizes varied significantly depending on the minority student percentage under a FE model, \( Q_{b}(1) = 4.02, p < .05 \). According to the FE results, control-group studies involving samples with ≤ 50% minority students reported smaller effect sizes than studies involving samples with > 50% minority students.

**Grade level.** For pre-post studies, effect sizes also varied significantly depending on students’ educational level under a FE model, \( Q_{b}(1) = 8.56, p < .01 \). According to the FE results, pre-post studies involving elementary school students reported larger effect sizes than studies involving high school students.

**Ability level.** For pre-post studies, there was no evidence that studies involving students with low ability levels reported significantly different effect sizes than studies involving students with a mixed ability level.

There was evidence that control-group studies involving tutees with low ability levels reported larger effect sizes than studies involving tutees with a mixed ability level under a FE model, \( Q_{b}(1) = 5.19, p = .02 \), but not under a RE model.

**Group characteristics.** Next, two group characteristics thought to moderate peer tutoring effects were examined: gender composition and ability composition. Table 6 presents the results.

**Gender composition.** Moderator analyses for gender composition on the pre-post studies were not conducted, because all but one involved mixed-gender peer tutoring groups. However, control-group studies involving same-gender peers reported larger effect sizes than studies involving both mixed-gender peers (FE: \( Q_{b}(1) = 9.63, p < .01 \); RE: \( Q_{b}(1) = 5.67, p = .01 \)). Pairwise comparisons with the one control-group study involving both same- and mixed gender peer tutoring groups were not conducted.

**Ability composition.** While the omnibus results indicated that pre-post effect sizes varied significantly depending on ability composition (FE: \( Q_{b}(2) = 21.40, p < .001 \); RE: \( Q_{b}(2) = 12.58, p < .01 \)), pairwise comparisons were not conducted due to the small number of studies.
(k = 2 studies involved same ability peers and k = 3 involved both mixed- and same-ability peers). For control-group studies, there was no evidence that studies involving mixed-ability peers reported different effect sizes than those involving same-ability peers (FE: $Q_B(1) < 0.01, p = .96$; RE: $Q_B(1) = 0.31, p = .57$). Pairwise comparisons with the one control-group study involving both mixed- and same-ability peers were not undertaken.

**Intervention characteristics.** Finally, intervention characteristics thought to moderate peer tutoring effects were explored: intervention length, training dosage, and setting. Table 7 presents the results.

**Intervention length.** For pre-post studies, effect sizes varied depending on the length of the intervention (FE: $Q_B(3) = 84.34, p < .001$; RE: $Q_B(3) = 55.02, p < .001$). Pre-post studies involving interventions lasting 13-52 weeks reported the largest effect sizes, followed closely by studies involving interventions lasting more than 52 weeks. But these estimates should be interpreted with caution due to the small number (i.e., $k < 3$) of pre-post studies contributing to the group effect size estimates. There was no evidence that pre-post studies involving interventions lasting 6 weeks reported different effect sizes than studies involving interventions lasting 7-12 weeks (FE: $Q_B(1) = 2.68, p = .10$; RE: $Q_B(1) = 1.78, p = .18$).

For control-group studies, effect sizes varied depending on the length of the intervention (FE: $Q_B(3) = 34.75, p < .001$; RE: $Q_B(3) = 11.53, p < .01$). Control-group studies with interventions lasting more than 52 weeks reported lower effect sizes than studies with interventions lasting 6 weeks (FE: $Q_B(1) = 6.07, p = .01$; RE: $Q_B(1) = 4.53, p = .03$), 7-12 weeks (FE: $Q_B(1) = 15.93, p < .001$; RE: $Q_B(1) = 9.68, p < .01$), and 13-52 weeks, (FE: $Q_B(1) = 28.67, p < .001$; RE: $Q_B(1) = 3.58, p = .05$). There was no evidence that control-group studies with interventions lasting 6 weeks reported different effect sizes than studies with interventions lasting 7-12 weeks or 13-52 weeks. Nor was there any evidence that control-group studies with interventions lasting 7-12 weeks reported different effect sizes than studies with interventions lasting 13-52 weeks. Thus, findings were similar for pre-post and control-group studies with the exception of the smaller effect sizes reported by control-group studies involving interventions lasting more than 52 weeks.

**Training dosage.** For pre-post studies, effect sizes also varied significantly depending on the training dosage (FE: $Q_B(2) = 82.76, p < .001$; RE: $Q_B(2) = 43.64, p < .001$). Pre-post studies involving $\geq 3$ training sessions reported larger effect sizes than studies involving less than 3 training sessions (FE: $Q_B(1) = 73.10, p < .001$; RE: $Q_B(1) = 42.99, p < .001$), and
studies involving an unspecified number of training sessions (FE: $Q_B(1) = 29.62, p < .001$; RE: $Q_B(1) = 11.71, p < .01$). Pre-post studies involving an unspecified number of training sessions also reported larger effect sizes than studies involving less than 3 training sessions under a FE model, $Q_B(1) = 4.31, p = .04$, but not under a RE model, $Q_B(1) = 2.36, p = .12$.

For control-group studies, effect sizes varied significantly depending on training dosage under a FE model, $Q_B(2) = 24.42, p < .001$, but not under a RE model, $Q_B(2) = 2.63, p = .27$. Focusing on the FE results therefore, control-group studies involving an unspecified number of training sessions reported larger effect sizes than studies involving less than 3 training sessions, $Q_B(1) = 24.32, p < .001$, and studies involving $\geq 3$ training sessions, $Q_B(1) = 9.44, p < .01$. There was no evidence that control-group studies involving $\geq 3$ training reported different effect sizes than studies involving less than 3 training sessions. These findings suggest that training dosage was associated with differential effects in pre-post and control-group studies. Compared to studies with $< 3$ training sessions, studies with $\geq 3$ training sessions were associated with increased effects in pre-post studies, but no significant difference in control-group studies.

**Setting.** Finally, pre-post effect sizes also varied significantly depending on setting under a FE model, $Q_B(2) = 49.05, p < .001$, but not under a RE model, $Q_B(2) = 2.42, p = .30$. Focusing on the FE results therefore, pairwise comparisons revealed that pre-post studies conducted in an intact classroom reported larger effect sizes than studies conducted in a general academic setting under a FE model, $Q_B(1) = 37.20, p < .001$. Pairwise comparisons were not undertaken with the $k = 3$ pre-post studies conducted in a laboratory setting.

Control-group effect sizes also varied significantly depending on a study’s setting (FE: $Q_B(2) = 30.91, p < .001$; RE: $Q_B(2) = 6.84, p < .05$), and pairwise comparisons revealed that control-group studies conducted in an intact classroom reported smaller effect sizes than studies conducted in a general academic setting (FE: $Q_B(1) = 29.74, p < .001$; RE: $Q_B(1) = 6.15, p = .01$). They also reported smaller effect sizes than studies conducted in a laboratory setting under a FE model, $Q_B(1) = 4.64, p = .03$, but not under a RE model. There was no evidence that control-group studies conducted in a general academic setting reported different effect sizes than studies conducted in a laboratory setting. While this suggests that setting was associated with differential effects in pre-post and control-group studies, the distinction should be interpreted with caution because the significant pre-post contrast was not robust to model assumptions.
Table 6.

Group Characteristic Moderator Analyses

<table>
<thead>
<tr>
<th>Moderator</th>
<th>Pre-post Studies</th>
<th>Control-group Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>95% CI</td>
<td></td>
</tr>
<tr>
<td></td>
<td>( Q_{\theta} / k )</td>
<td>( d )</td>
</tr>
<tr>
<td>Gender composition</td>
<td>0.83 (0.11)</td>
<td></td>
</tr>
<tr>
<td>Same</td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>16</td>
<td>1.14*** (0.93)***</td>
</tr>
<tr>
<td>Both same and mixed</td>
<td>1</td>
<td>0.79* (0.79)*</td>
</tr>
<tr>
<td>Ability composition</td>
<td>21.40*** (12.58)**</td>
<td></td>
</tr>
<tr>
<td>Same</td>
<td>2</td>
<td>0.56** (0.57)**</td>
</tr>
<tr>
<td>Mixed</td>
<td>12</td>
<td>1.06*** (0.87)***</td>
</tr>
<tr>
<td>Both mixed and same</td>
<td>3</td>
<td>1.46*** (1.43)***</td>
</tr>
</tbody>
</table>

Note. Fixed-effects estimates are presented outside parentheses and random-effects estimates are within parentheses. † \( p < .10; \) ‡ \( p < .05; \) § \( p < .01; \) *** \( p < .001. \)
Table 7

*Intervention Characteristic Moderator Analyses*

<table>
<thead>
<tr>
<th>Moderator</th>
<th>Pre-post Studies</th>
<th>Control-group Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$Q_k / d$</td>
<td>Low Ci</td>
</tr>
<tr>
<td><strong>Intervention length</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6 weeks</td>
<td>5</td>
<td>0.76*** (0.82)***</td>
</tr>
<tr>
<td>7-12 weeks</td>
<td>7</td>
<td>0.49*** (0.49)***</td>
</tr>
<tr>
<td>13-52 weeks</td>
<td>3</td>
<td>1.65*** (1.56)***</td>
</tr>
<tr>
<td>&gt; 52 weeks</td>
<td>2</td>
<td>1.49*** (1.49)***</td>
</tr>
<tr>
<td><strong>Training dosage</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; 3 sessions</td>
<td>5</td>
<td>0.47*** (0.47)***</td>
</tr>
<tr>
<td>≥ 3 sessions</td>
<td>6</td>
<td>1.57*** (1.51)***</td>
</tr>
<tr>
<td>Unspecified</td>
<td>6</td>
<td>0.80*** (0.78)***</td>
</tr>
<tr>
<td><strong>Setting</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>General academic</td>
<td>7</td>
<td>0.68*** (0.81)***</td>
</tr>
<tr>
<td>Intact classroom</td>
<td>6</td>
<td>1.43*** (1.15)***</td>
</tr>
<tr>
<td>Laboratory</td>
<td>4</td>
<td>0.60*** (0.69)*</td>
</tr>
</tbody>
</table>

*Note.* Fixed-effects estimates are presented outside parentheses and random-effects estimates are within parentheses. †$p < .10$; *$p < .05$; **$p < .01$; ***$p < .001$. 


6. Discussion

The aim of this meta-analysis was to investigate various topics such as: a) exploring the role of the experimental design in influencing the magnitude of the effect size for peer tutoring, b) whether author developed assessment instruments differed compared to instruments developed independently, c) the overall effect size of peer tutoring for attainment, and d) identifying the effect size for various established variables. The following were the findings:

The meta-analysis provided in this paper primarily maps $ES$ of a homogenous intervention in a homogeneous population, peer tutoring in primary and secondary schools, as a function of experimental design. It was reported in a Best Evidence Encyclopaedia review that $ES$ increased as experimental design moved from matched/clustered RCT to quasi-experimental design (Slavin, Lake, Hanley & Thurston, 2012). However, the conclusion of Slavin, et al, (2012) was not supported by a systematic approach that quantified the extent of this effect. The presented meta-analysis has now started to define the influence that experimental design can have on outcomes. While it was not possible to make any sensible comparison between the quasi-design studies and other designs due to the small number of quasi-design studies, the findings from this study suggest that the stricter the research design the lower the effect size is.

Regarding the influence of the research instrument the findings were mixed; with the researcher made/modified instruments showing a significantly larger mean effect size than standardised established instrument for the single group design studies, but not for the control group studies.

In terms of the overall effect size, the findings in this study supports previous meta-analysis in peer tutoring, presented in table 1, section 2.2. Although this study cannot directly be compared to that of Leung (2014) finding of $ES d=0.26$, which had a more heterogeneous population and looked at more diverse outcome measures, when looking at the controlled group studies after computing publication bias investigation we find similar results, with fixed model $ES d=0.21$ and random model $ES d=0.25$. Without publication bias investigations the $ES$ ranged from $d=0.42$ (FE) and $d=0.51$ (RM). Thus it can be concluded that in peer tutoring the ES is small to moderate. This review and meta-analysis updates previous studies.
Regarding exploring established variables in peer tutoring literature it was possible to determine that peer tutoring still appears to provide positive benefits to students when delivered in elementary and high school settings. In terms of the nature of peer tutoring it was noted that same-age reciprocal peer tutoring appeared to provide greatest benefit to students followed by cross-age fixed role peer tutoring. Peer tutoring appeared to work best with students from low SES and in groups with a significant proportion of minority students. Although data was somewhat mixed there was some evidence that students from low attainment levels may benefit the most from implementing peer tutoring.

These findings have implications for future meta-analyses and trials in general:

Apart from publication and dissemination bias that effect the ES in meta-analysis (Rothstein, Sutton & Bornstein, 2005; Song, et al, 2000), this paper has illustrated that the ES and outcomes of meta-analysis could be influenced by the relative proportion of studies of a certain design, and using particular instrument types included in samples examined (Berge & Sandercock, 2002; Oakley, 2006). Hence, there is a possibility that when comparison of teaching methods takes place the conclusion is biased due to the design characteristics. Consequently, meta-analysts and those doing research-synthesis need to either a) develop an algorithm which deals with different designs (Rubin, 1993), b) ensure that all groups in each ‘arm’ of the meta-analysis are balanced in terms of design (Charlson & Schmidt, 1999), and, c) create criteria for inclusion standards that create a homogenous sample (Slavin, 2008a).

The aim should always be to include studies with only the strongest research designs, as emphasised by Slavin (2008a), considering that the purpose of meta-analysis is to find out what works from the best evidence.

The findings from this study justify the request to reduce bias in Social Science research. One of the ways previously suggested that may be successful at reducing bias would be to agree on some form of guidelines which can serve as a constitution for educational research that use RCT designs, hence clarifying the methods in conducting and reporting educational trials (Thurston, 2008). A model for such an approach exists in other research domains. For example CONSORT (CONSORT, 2010) in medical research. Two of the main CONSORT (2010) recommendations for conducting strong RCTs and protecting the community from researcher bias, are points 10 and 11a; i.e. that a) the random allocation of condition is made by a third independent party, b) the results are assessed blindly, and c) that there is no contact between those who allocated the conditions and those who blindly assessed the results.
Independent allocation to conditions in education is not a new idea, Puffer, Torgerson, & Watson, (2003) have already suggested that independent randomisation should be the practice in education. In an investigation of 76 meta-analyses in medicine and health 58% had blind assessment of results, and those trials without blind assessment had exaggerated the effects of the intervention by 7%. One of the main reasons for this characteristic according to CONSORT (2010) is that un-blinded researchers bias through particular strategies, i.e. selecting favourable time-points, outcomes, or even by removing participants from the analyses.

When it comes to blind assessment, CONSORT strongly emphasises that “Blinding is an important safeguard bias, particularly when assessing subjective outcomes”. It is uncommon to see independent randomisation reported in educational trials, let alone blind assessment. Tymms, et al, (2008) are correct in criticising policymakers for downplaying the role of RCTs in education, wasting resources, not improving standards and gaining ill advice from the educational research community. On the other hand, it is reported that the falsification of RCTs is one of the main reasons why policymakers have ignored some of the most important research findings in education (Newman, 2008).

There is no doubt that researcher bias is one of the greatest threats to the validity of educational research, and it has been reported that some educational researchers strive for ‘fame and glory’ (Newman, 2008). There is a positivist bias to published studies and a substantive amount of studies that did not achieve significant change remain unpublished (Rosenthal, 1979), in meta-analysis terms referred to as publication bias.

Finally, RCT designs should match control and experimental samples on more than one criterion at pre-test, we recommend blind (at multi-levels) clustered RCTS with stratified random selection and allocation to conditions. Hence, we call for a separation of research competences in education with independent teams assigning to condition, implementing an intervention, selecting outcome measures and undertaking analysis blind to conditions. The need for such separation of powers is paramount especially when considering that in Social Sciences evidence is not easily disproven; research can then be viewed with a degree of objectivity. Such transparency and division of competences would produce a high quality of researchers and research.
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Appendix

(A) Study Characteristics

We coded seven broad categories of study characteristics: (i) the research report, (ii) methodological, (iii) the type of peer tutoring, (iv) the sample, (v) the composition of the peer tutoring group, (vi) the intervention, (vii) the estimate of the effect of peer tutoring on academic achievement. Table 8 provides a complete list of coded study characteristics.

Table 8

Complete List of Coded Study Characteristics

i) Research report

1. Author name
2. Sample size
3. Decade published

ii) Methodological

1. Research design (pre-post, quasi-experimental, RCT 1 match, RCT 2+ match)
2. Fidelity check (reported, not reported)
3. Outcome measure (standardized, researcher modified)

iii) Peer tutoring

1. Subject matter
2. Peer tutoring type (same-age non-reciprocal, same-age reciprocal, cross-age, mixed)
3. Structure (structured, unstructured)
4. Reward incentive (tangible, nontangible)

iv) Sample

1. Nationality
2. Socioeconomic status (SES) (low, average, mixed, unspecified)
3. Minority percentage (≤ 50% sample, > 50% sample)
4. Grade level (elementary, high)
5. Ability level (low, average, mixed, unspecified)

v) Group composition

1. Gender (same, mixed, both same and mixed)
2. Ability (same, mixed, both same and mixed)
vi) Intervention

1. Length (weeks)
2. Training dosage (< 3 sessions, ≥ 3 sessions)
3. Setting (laboratory, school)

vii) Estimate of the effect

1. Direction of the effect
2. Magnitude of the effect

Coder reliability. Two graduate students extracted information from articles. The first author extracted information from all articles, and the second graduate student extracted information from 15 randomly selected articles from the final sample of 41, which corresponds to 37% of the population. Inter-coder agreement exceeded 90% for all elements. The first and third authors independently computed all effect size estimates. All disagreements were resolved through discussion with the second or third author. This process of ensuring high reliability is well-established in the literature (e.g., Cooper & Hedges, 1994; Lipsey & Wilson, 2001; Rosenthal, 1987; Roseth et al., 2008);

Effect size estimation. We used the standardized mean difference to estimate the effect of peer tutoring (i.e., the d-index; Cohen, 1988), subtracting the mean of the control condition (or pre-test condition) from that of the peer tutoring condition and dividing the difference by the average of their standard deviations. If available, we calculated subgroup effect sizes based on the means, standard deviations, and sample sizes for outcome indicators. When sample size information was not available, we estimated the effect size from the means and standard deviations and corresponding inference test. When no sample sizes or inference tests were available, we assumed group sample sizes to be equal and estimated the effect size from the means and standard deviations. Finally, when means and standard deviations were not available, we estimated the effect size from the reported inferential statistics. All estimates of effect size, variance, and 95% confidence intervals (CIs) were calculated using the Comprehensive Meta-Analysis (CMA) statistical software package (Version 3.3; Borenstein, Hedges, Higgins, & Rothstein, 2014). We used Hedges \( g \) to correct for positive bias with small samples (Hedges & Olkin, 1985).
(B) Data Integration

Before integrating the effect sizes, we first counted the number of positive and negative effects. Then, for each research design category, we examined the distribution of effect sizes for statistical outliers. If outliers were identified using the test of Grubbs (1950), then effect size values were set at the value of the next nearest value.

We used Duval and Tweedie’s (2000a, 2000b) trim-and-fill procedure to test whether the distribution of effect sizes might be biased by our sampling procedures or by our inclusion and exclusion criteria. This trim-and-fill procedure involved removing extreme effect size values based on small studies from the positive side of the funnel plot and imputing estimated values to approximate a normal distribution.

Calculating average effect sizes. Following recommended practice (e.g., Cooper & Hedges, 1994; Lipsey & Wilson, 2001), we calculated the average weighted effect sizes while correcting for the upward bias associated with small sample sizes. Specifically, we weighted each effect size by multiplying each independent effect by the inverse of its variance, then dividing the sum of these products by the sum of the inverses. We corrected for small sample bias using Hedges’ $g$ (Hedges & Olkin, 1985).

Shifting unit of analysis. To identify independent effect sizes, we used a shifting unit of analysis approach (Cooper, 1998). This means that separate effect sizes for each subgroup within a single study (e.g., high, medium, and low ability) were used when evaluating the moderating effect of subgroup membership (e.g., the moderating effect of ability level on peer tutoring’s effect on achievement). When estimating peer tutoring’s overall effect, however, we used the average of subgroup effect sizes so that only one effect size was used for each study.

Testing moderator effects. We tested possible moderators of peer tutoring effects using homogeneity analyses (Cooper & Hedges, 1994; Hedges & Olkin, 1985), whereby a significant $Q_w$ statistic indicates a heterogeneous distribution of effect sizes, the $I^2$ index describes the extent of heterogeneity (Higgins & Thompson, 2002; Juedo-Medina, Sánchez-Meca, Marin-Martínez, & Botella, 2006), and a significant $Q_B$ statistic indicates that effect sizes differ between subgroups.

We conducted all homogeneity analyses twice, once using a fixed-effects model and once using a random-effects model. This approach allowed us to examine the sensitivity of our
analyses to different assumptions about the sources of error (e.g., sampling error, study-level error; see Greenhouse & Iyengar, 1994; Hedges & Vevea, 1998). We conducted all integration analyses using the CMA statistical software package (Version 3.3; Borenstein et al., 2014).