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Laser-driven ion acceleration has attracted global interest for its potential towards the development of a new generation of compact, low-cost accelerators. Remarkable advances have been seen in recent years with a substantial proton energy increase in experiments, when nanometer-scale ultrathin foil targets and high-contrast intense lasers are applied. However, the exact acceleration dynamics and particularly the ion energy scaling laws in this novel regime are complex and still unclear. Here, we derive a scaling law for the attainable maximum ion energy from such laser-irradiated nanometer-scale foils based on analytical theory and multidimensional particle-in-cell simulations, and further show that this scaling law can be used to accurately describe experimental data over a large range of laser and target parameters on different facilities. This provides crucial references for parameter design and experimentation of the future laser devices towards various potential applications.
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I. INTRODUCTION

The study of particle energy scaling law is always a matter of great concern in accelerator physics, especially in laser-based ion accelerators [1–17]. The determination of scaling law is the fundamental basis for the evaluation and optimization of the laser-based acceleration method, in the perspective of developing a competitive alternative to conventional radio-frequency accelerators for applications including medical therapy [18], radiography [19], and fusion energy [20]. Energy scaling laws have been widely investigated and validated for ion acceleration from micron-thick targets [4–11], where target normal sheath acceleration (TNSA) [21] is believed to dominate. In accordance with these scaling laws, the maximum proton energy has increased from 58 MeV [3] to 85 MeV [22] at almost the same laser intensity by decreasing the foil thickness from 70 to 0.9 μm, with the enhancement attributed to refluxing [23] and concentration [24] of hot electrons for thinner targets. Recent years, owing to progress in target fabrication and laser technologies, nanometer-scale targets with thicknesses from several to tens of nanometers have also been applied in experiments [13,17,25–30], where, besides TNSA, the onset of a theoretically superior acceleration mechanism, namely radiation pressure acceleration (RPA) [31–37], has been observed. Recently, record proton energies of about 94 MeV have been achieved via a hybrid scheme of RPA-TNSA with the foil thickness reduced to 90 nm [30]. However, the currently observed maximum energy and energy spread of the ion beams are still far from theoretical predictions [30,38], limiting the range of possible applications. In order to guide further performance improvement and optimization of laser-ion accelerators, the development of accurate and validated scaling laws is an essential step. Yet, a scaling law suitable to describe the maximum ion energy attainable from laser-irradiated nanometer-scale foils is still needed, especially in comparison with current experimental results.

In ideal RPA, the scaling law can be described by the “light-sail” (LS) model [31,33], where a nanometer-scale foil is irradiated by a circularly polarized (CP) laser pulse to suppress the \( j \times B \) heating. However, in realistic situations, due to multidimensional effects, detrimental transverse instabilities inevitably develop [39–43], and the accelerating foil becomes severely deformed. A significant number of hot electrons are produced and ejected during the interaction, leading to a moving hot electron cloud, and therefore a strong moving electrostatic field is established around the accelerating foil [26]. Because of this, an additional acceleration of ions by this moving sheath field, which we will hereafter refer to as “moving sheath acceleration” (MSA), needs to be taken into account (even for femtosecond laser pulses), as shown in Fig. 1.

In this paper, we theoretically derive the scaling law for the attainable ion-beam maximum energy from laser-irradiated nanometer-scale ultrathin foil targets by considering both above contributions, where the bulk RPA is described by the LS model [33], and the MSA is estimated from the two-phase TNSA model [5,8] in the accelerating foil moving frame and then transferred back to the laboratory frame. The scaling law is verified by our two-dimensional (2D) and three-dimensional (3D) particle-in-cell (PIC) simulations for varying laser and plasma parameters. More importantly, the
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obtained scaling law is consistent with relevant experimental data from different facilities for a large range of laser and target parameters.

II. THEORETICAL MODEL

According to the LS model, ion energy per nucleon $\epsilon_p$ gained in an ideal RPA process is given as $\epsilon_p = (\xi^2/2(1 + \xi))m_pc^2$, where $\xi = 2\pi(Z/A)(m_e/m_p)(a_0^2\tau/\xi)$, $Z/A$ is the charge to mass ratio, $a_0$ is the normalized laser intensity, $\tau$ is the normalized pulse duration, and $\xi = \pi(n_e/n_i)(l/\lambda)$. Here, $n_e$, $n_i$, $l$, and $\lambda$ correspond to the initial electron density, critical density, initial target thickness, and laser wavelength, respectively. However, for present tightly focused laser pulses, abundant hot electrons are generated due to transverse instabilities [39,44] and finite spot size effects [26]. On the one hand, this may induce relativistic transparency and terminate the bulk acceleration prematurely; on the other hand, these hot electrons build a strong sheath field around the moving foil, which can further accelerate ions inside the field. In the moving foil frame, this stage of ion acceleration (i.e., MSA) can be described by the adiabatic TNSA model [5,21] as $\epsilon_s = (Z/A)\alpha T_e$, where $T_e$ represents electron temperature and $\alpha$ is a coefficient to be determined according to the specific laser and plasma parameters [8,21]. Though MSA starts to function once the sheath field is built, at the beginning, its contribution is always very small compared to that of RPA due to low electron temperature and density. Only near the end of the laser pulse or after transparency, the temperature and density of hot electrons arrive at their maxima, and then MSA dominates the subsequent acceleration. Here, we mainly focused on the case where the bulk acceleration survives throughout the main laser-plasma interaction.

To theoretically give the maximum ion energy obtained from laser-irradiated nm-scale foils, the acceleration process is divided into two stages for simplicity: The first stage is bulk RPA, dominating during the pulse on; the second is MSA, dominating after the pulse over. By a Lorentz transformation, we get

$$\epsilon_{\text{max}} = \epsilon_p + \epsilon_s + \frac{\epsilon_p\epsilon_s}{mpc^2} \left( 1 + \frac{2mpc^2}{\epsilon_p} \sqrt{1 + \frac{2mpc^2}{\epsilon_s}} \right).$$  \hspace{1cm} (1)

It is obvious that $\epsilon_{\text{max}} \gg \epsilon_p$ due to the additional contribution from the MSA process, especially the nonlinear term (the third term) induced by the high speed forward motion of the foil. Therefore, to achieve higher ion energy, a sufficient RPA over the whole laser pulse duration is required, in particular, for a Gaussian laser pulse.

In the foil’s reference frame, the sheath field induced by the hot electrons exists at both the front and rear surfaces of the foil [15,23,45,46]. The sheath field at the foil rear accelerates ions forward, while that at the front accelerates ions backward, which results in a deceleration of ions when transformed back to the laboratory frame, thus determining the ion minimum energy $\epsilon_{\text{min}}$. The energy spread can be estimated as $\Delta = (\epsilon_{\text{max}} - \epsilon_{\text{min}})/2\epsilon_p$, which gives

$$\Delta = \sqrt{1 + \frac{2mpc^2}{\epsilon_p} \frac{\epsilon_s}{mpc^2} \left( \frac{\epsilon_s}{mpc^2} + 2 \right)}.$$  \hspace{1cm} (2)

For the currently available laser intensity $\sim 10^{20}$ W/cm$^2$, the obtained ion energies are less than 100 MeV, i.e., $\epsilon_p < mp_c^2$. Thus, Eq. (1) can be approximated as $\epsilon_{\text{max}} \approx \epsilon_p + \epsilon_s + 2\sqrt{\epsilon_p}\epsilon_s$. Meanwhile, $\Delta \approx 2\sqrt{\epsilon_s}/\epsilon_p$, which means a sufficient RPA helps reduce the energy spread, while the MSA broadens the spectrum.

III. SIMULATION RESULTS

As a demonstration of our theoretical model, 2D PIC simulations are performed using the EPOCH code [47]. A pure hydrogen foil with an electron density of $n_e = 200n_i$ and thickness of 22 nm is irradiated by a CP laser pulse with $a_0 = 10$, $\tau_L = 15T_0$, and $\lambda = 800$ nm. Here, the target is thicker than the value given by the optimal condition of RPA (i.e., $\log a_0 = \log T_0 \lambda/\pi n_i$, about 14 nm) [33] to maintain the bulk acceleration during the whole laser-plasma interaction. To better compare with the theory, the laser pulse has transversely fourth-order super-Gaussian profiles with a spot radius $r = 5 \mu m$ and temporally flattop envelope (1$T_0$ rise and fall times and 14$T_0$ plateau). This ensures the Rayleigh length is much larger than the acceleration distance in each simulation, and therefore the results can be used to estimate the upper limit of the attainable maximum energies. In other words, further increasing the laser spot size will not bring an increase of the maximum energy. The simulation box $(x, y)$ is $14.4 \mu m \times 24 \mu m$ containing 144000 $\times$ 4000 cells. Each cell contains 400 macroelectrons and 400 macroprotons.

Figure 2 shows the simulation results. Comparing Figs. 2(a) and 2(b), one can see that with a thicker target, the accelerating foil can stay opaque until the pulse is over ($\tau = 18T_0$). Here, $t = 0$ corresponds to the pulse on the target. This ensures that the LS acceleration dominates when the pulse is on, which helps maintain the energy spread to be small [black line in Fig. 2(e)]. At this stage, as shown in Fig. 2(d), the maximum (blue asterisks) and peak (blue crosses) energies
almost coincide with each other and follow the prediction of the LS model (red line).

However, due to the transverse instabilities, the electron temperature $T_e$ keeps increasing up to the maximum of $T_{\text{max}} = 3.5$ MeV at $t = 17 T_0$, shown by the blue line in Fig. 2(c). This value is comparable to that given by the ponderomotive scaling $4.5$ MeV [48], which indicates that significant electron heating happens even for a CP, femtosecond laser pulse. When the laser is over, the bulk acceleration terminates and the MSA induced by hot electrons dominates, with a sheath field $E_{\text{sh}} \approx 3.7 E_0$ ($E_0 = m_e c e / \epsilon$) [46]. This is broadly consistent with Mora’s model [5] where the sheath field $E_{\text{sh}} = \sqrt{2/\epsilon N T_{\text{max}}} / \lambda_d \approx 4.9 E_0$, with $\epsilon N \approx 2.718$ and Debye length $\lambda_d = \sqrt{T_{\text{max}}/4 \pi n_e e^2}$. Subsequently, since electron heating no longer occurs, the MSA enters into the adiabatic phase [5], where $T_e$ drops gradually as $T_e \propto t^{-1/2}$ [red line in Fig. 2(c)].

Further, to determine the coefficient $\alpha$, we carried out a series of 2D PIC simulations. The results are shown in Fig. 2(f), where the laser intensity varies from $I_0 = 10^{20}/(a_0 = 5)$ to $1.5 \times 10^{22}/(a_0 = 60)$ W/cm$^2$ (seven samples represented by different shapes) and the pulse duration changes from $\tau_l = 8 T_0$ to $30 T_0$ (five samples represented by different colors). For each case, the corresponding target thickness is assigned correspondingly to the modified optimal condition $l_{\text{op}}^*$ of RPA to maintain the bulk acceleration lasts until the end of laser-plasma interaction,

$$l_{\text{op}}^* = l_{\text{op}}(\tau/9),$$

which is obtained by fitting the simulation results, shown in Fig. 2(e). In this regime, the difference of the maximum energy observed in 2D and 3D simulations is small, as discussed in Refs. [29,42,49]. To further check this, we performed two 3D simulations, as shown by the open triangles in Fig. 2(f), considering that a full 3D parameter investigation is far beyond the capability of our computational resources.

By considering the results from this parameter scan, we find the coefficient $\alpha = 0.84 \ln (\tau)$, which leads to the best fit of the maximum proton energies predicted by Eq. (1) with all the simulation results. A detailed comparison can be found in Supplemental Fig. S2 [46]. For example, for the case of Fig. 2(b), according to Eq. (1), $\epsilon_{\text{max}} \approx 73$ MeV, which matches well with the simulation results $79$ MeV, while the LS model predicts $32$ MeV. The additional energy comes from the significant contribution of the MSA process, especially the third term (about $33$ MeV), while the “pure” TNSA (the second term) only contributes about $8$ MeV.

Substituting $\alpha$ to Eq. (2), we have $\Delta \approx 2 \sqrt{\epsilon_I / \epsilon_p} \approx 1.97 \sqrt{\ln (\tau)/a_0}$. This indicates that, with larger $a_0$ or smaller $\tau$, the energy spread is lower. For the currently achievable femtosecond lasers, typically $a_0 \approx 10$ and $\tau \approx 15$, one has $\Delta \approx 103\%$. This explains why so far the experimentally measured ion energy spectrum is always broad even for the cases where RPA is dominant [13,25,28,29].

More practical scaling laws, just related to the initial laser and plasma parameters, can be given by fitting the maximum ion energy $\epsilon_{\text{max}}$ and parameters $a_0^2 \tau / \xi$ from the 2D simulation results in Fig. 2(f). In different energy ranges, corresponding...
to the nonrelativistic and relativistic regimes, as shown by the solid green and magenta lines, the scaling laws are respectively given as

$$\epsilon_{nr} \approx 0.0114 \frac{Z}{A} (a_0^2 \tau / \xi)^{2.0} [\text{MeV}/\mu], \quad a_0^2 \tau / \xi < 150, \tag{4a}$$

$$\epsilon_r \approx 0.1984 \frac{Z}{A} (a_0^2 \tau / \xi)^{1.4} [\text{MeV}/\mu], \quad a_0^2 \tau / \xi > 150. \tag{4b}$$

For $a_0^2 \tau / \xi < 150$ (the normalized ion velocity $\beta_p < 0.5$), corresponding to the nonrelativistic regime, the ion maximum energy obeys the scaling Eq. (4a). When $a_0^2 \tau / \xi > 150$, $\beta_p > 0.5$, the ion relativistic effect becomes important since $\xi$ cannot be ignored in the denominator of $\epsilon_r$ in the LS model. This results in a slower scaling of Eq. (4b). In the ultrarelativistic case, where $a_0^2 \tau / \xi \gg m_p / m_e$, the scaling further degrades to $\epsilon_p \propto a_0^2 \tau / \xi$.

If we substitute the modified optimal condition $l_{op}^0$ into Eqs. (4a) and (4b), we yield the scaling laws just related to laser intensity,

$$\epsilon_{nr} \approx 0.92 \frac{Z}{A} (a_0^2 \tau / \xi)^{0.0} [\text{MeV}/\mu] \propto l_0, \quad a_0^2 \tau / \xi < 150, \tag{5a}$$

$$\epsilon_r \approx 4.30 \frac{Z}{A} (a_0^2 \tau / \xi)^{0.7} [\text{MeV}/\mu] \propto l_0^{0.7}, \quad a_0^2 \tau / \xi > 150. \tag{5b}$$

These scaling laws represent the upper limit of the maximum energy that ions can obtain from intense laser-irradiated nanometer-scale foil targets. For example, for $a_0 = 10$ and $a_0 = 30$, Eqs. (5a) and (5b) give the maximum energies of 92 and 503 MeV, respectively, which are in good agreement with the simulation results, as shown in Fig. 2(f) with the solid inverted triangles and the solid diamonds.

IV. COMPARISON WITH PUBLISHED EXPERIMENTAL RESULTS

To validate the scaling laws of Eqs. (4) and (5), we take the published experimental data of ion acceleration from nm-scale ultrathin foils from various facilities for comparison [13,25–30,50–53]. To the best of our knowledge, we have included the most representative results. Considering that in these experiments the target bulk mostly consists of carbon or metallic ions, we first compare the predictions of Eq. (4a) with the energies observed in RPA-dominated experiments (circles in Fig. 3). The red circles represent the maximum energies of C$^{6+}$ obtained from Refs. [25,28,29] and the blue one stands for that of Cu$^{27+}$ from Ref. [13]. Meanwhile the dashed red and blue lines correspond to predictions from Eq. (4a) for C$^{6+}$ and Cu$^{27+}$ ions, respectively. One can clearly see that the scaling (4a) is broadly consistent with all the experimental results, considering that a linear-scale axis is used here. Note that the number of the comparison samples is limited by the experimental results reported at this regime.

In Fig. 4, we further compare the experimental results of protons with the scaling laws of Eq. (5). Considering that in present ultrathin foil experiments, the maximum ion energies obtained from CP lasers are always comparable or higher than those from LP lasers [28,29], Eq. (5) actually predicts the upper limit of the achievable maximum energy that ions can be obtained from given laser parameters, regardless of the laser polarization. Therefore, in Fig. 4, the experimental results with LP lasers are also included. One can see that on the one hand, most of the experimental results are lower than the red line; on the other hand, the upper limits of proton energies obtained from experiments at different laser intensities act in good accordance with the predictions of Eq. (5). By comparing with the experimental results reported in Refs. [25,30,50] marked by larger symbols in Fig. 4, one can see a clear trend that follows our prediction. This indicates that one can use Eq. (5) to estimate the maximum attainable ion energy for the future experiments. Note that for the experimental results at higher laser intensities ($I_0 \lambda^2 > 6 \times 10^{20}$ $W \mu m^2/cm^2$) [26,52] shown in Fig. 4, the obtained proton energies are much lower than the predictions. This is
because the operating laser and plasma parameters were far from optimal since very small focal spot sizes were used to achieve high laser intensities. The bulk acceleration terminates very early due to the serious electron heating, leading to much smaller energies.

V. CONCLUSION

In summary, we have derived scaling laws for the attainable ion-beam maximum energy from laser-irradiated nanometer-scale ultrathin foil targets. The scaling laws are demonstrated by 2D and 3D simulations and, more importantly, coincide well with relevant experimental data from different facilities over a large range of laser and target parameters. This provides important information for future experimental design and laser facility construction. In the context of a prospective application of laser-driven protons for future cancer therapy, the production of 200-MeV protons would be an important milestone as this is the energy which allows reaching deep seated tumors in the body. Using the scaling of Eq. (4), we can deduce that for an ultrathin foil target with an areal density of about $2 \times 10^{22} \text{m}^{-2}$, to obtain a proton beam with a maximum energy of 200 MeV, an intense laser pulse with an intensity of about $2 \times 10^{21} \text{W/cm}^2$ and a pulse duration of around 40 fs is required, which means the laser energy is at least 70 J considering a laser pulse with a spot radius of 4 μm to avoid the finite spot size effects. Such laser parameters are at the limit of the capacity for present femtosecond laser systems (particularly if double plasma mirrors are employed, which reduce the energy delivered on target), but would be soon attained in upcoming multipetawatt laser facilities [54,55].
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