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We study the models of Kafri et al. (KTM) and Tilloy and Diósi (TD), both of which implement gravity between quantum systems through a continuous measurement and feedback mechanism. The first model is for two particles, moving in one dimension, where the Newtonian potential is linearized. The second is applicable to any quantum system, within the context of Newtonian gravity. We address the issue of how to generalize the KTM model for an arbitrary finite number of particles. We find that the most straightforward generalizations are either inconsistent or are ruled out by experimental evidence. We also show that the TD model does not reduce to the KTM model under the approximations, which define the latter model. We then argue that under the simplest conditions, the TD model is the only viable implementation of a full-Newtonian interaction through a continuous measurement and feedback mechanism.
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I. INTRODUCTION

Gravity is very well described by general relativity in terms of space-time deformations caused by mass and energy [1]. All experiments so far have confirmed the theory, up to the direct detection of gravitational waves by the LIGO Collaboration [2], although the open problems in cosmology with dark energy [3] and dark matter [4] might eventually call for a different description of gravity.

For decades, the scientific community has worked towards formulating a quantum theory of gravity, and many important results have been achieved, yet at present a conclusive answer has not been reached [5,6]. The lack of a fully consistent quantum theory of gravity has opened the possibility that gravity might not be fundamentally quantum. The scientific community considered several times the option that gravity might be ultimately classical, and this originated a dispute whether this assumption is compatible with the quantum nature of matter or not [7–21], until quite recently, when fully consistent models of Newtonian gravity have been formulated, where matter is quantum and gravity is classical [22–31]. Two of such models were proposed by Kafri et al. (KTM) [32] and by Tilloy and Diósi (TD) [33].

In this work, we study these two models, which implement Newtonian gravity through a continuous measurement and feedback mechanism, whose detailed description is provided below. The first model refers to two particles moving only in one direction, and the Newtonian potential is linearized. The second model applies to any nonrelativistic quantum system, and the full Newtonian interaction is considered.

II. KAFRI-TAYLOR-MILBURN MODEL

We review the KTM model; this will allow us to set the stage and introduce the key elements for the following discussion.

The model [32] makes the assumption that Newtonian gravity is fundamentally classical. In order to be consistent with a quantum description of matter, the classical interaction is implemented through a two-step mechanism. The first step is a weak continuous measurement [35] of the positions \( \hat{x} \) of each mass. Then, the (classical) outcome of the position measurement of each mass is coupled to the

*joseluis.gaonareyes@phd.units.it
The full dynamics of the state $\hat{\psi}$ is then given by the following feedback evolution for the state:

$$\langle d|\psi\rangle_{fb} = -\sum_{\beta=1}^{2} \left[ \frac{i}{\hbar} r_{\alpha} + \frac{X_{\alpha} \hat{x}_{\beta}}{2\gamma_{\alpha}} \right] X_{\alpha} \hat{x}_{\beta} d|\psi\rangle. \quad (6)$$

We report its derivation in Appendix A. The full dynamics of the state $|\psi\rangle$ is then given by the combining the contributions in Eq. (24) and Eq. (6). This reads

$$d|\psi\rangle = \left\{ -\sum_{\beta=1}^{2} \left[ \frac{i}{\hbar} r_{\alpha} + \frac{X_{\alpha} \hat{x}_{\beta}}{2\gamma_{\alpha}} \right] X_{\alpha} \hat{x}_{\beta} d\tau + \frac{2}{\hbar} \left( \hat{x}_{\alpha} - \langle \hat{x}_{\alpha} \rangle \right) dW_{a,t} \right\}|\psi\rangle, \quad (7)$$

where $\langle \hat{x}_{\alpha} \rangle = \langle \hat{\psi}|\hat{x}_{\alpha}|\hat{\psi}\rangle$, and the two noises $W_{a,t}$ are standard independent Wiener processes. The parameters $\gamma_{\alpha}$ denote the information rate gained by the measurement.

(ii) Feedback dynamics.— The feedback dynamics is implemented by replacing $\hat{H}_{grav}$ with the new feedback Hamiltonian,

$$\hat{H}_{fb} = \chi_{12} r_{1} \hat{x}_{2} + \chi_{21} r_{2} \hat{x}_{1}, \quad (3)$$

with $\chi_{12}$ and $\chi_{21}$ denoting real constants yet to be determined. A key element is the measurement record $r_{\alpha}$, which encodes the classical information about the position of the $\alpha$th particle [35],

$$r_{\alpha} = \langle \hat{x}_{\alpha} \rangle + \frac{\hbar}{\sqrt{\gamma_{\alpha}}} \frac{dW_{a,t}}{dt}. \quad (4)$$

This is a random variable, centered at the expectation value $\langle \hat{x}_{\alpha} \rangle$ and with a variance defined by the information gain rate $\gamma_{\alpha}$ and the Wiener process $W_{a,t}$, which in turn is defined by the relations,

$$\mathbb{E}[dW_{a,t}] = 0,$$

$$\mathbb{E}[dW_{a,t}dW_{b,t}] = \delta_{ab} dr; \quad (5)$$

see the Appendix A for further details. The Hamiltonian $\hat{H}_{fb}$ leads to the following feedback evolution for the state:

$$\langle d|\psi\rangle_{fb} = -\sum_{\beta=1}^{2} \left[ \frac{i}{\hbar} r_{\alpha} + \frac{X_{\alpha} \hat{x}_{\beta}}{2\gamma_{\alpha}} \right] X_{\alpha} \hat{x}_{\beta} d|\psi\rangle. \quad (6)$$

We report its derivation in Appendix A. The full dynamics of the state $|\psi\rangle$ is then given by the combining the contributions in Eq. (24) and Eq. (6). This reads

$$d|\psi\rangle = \left\{ -\sum_{\beta=1}^{2} \left[ \frac{i}{\hbar} r_{\alpha} + \frac{X_{\alpha} \hat{x}_{\beta}}{2\gamma_{\alpha}} \right] X_{\alpha} \hat{x}_{\beta} d\tau + \frac{2}{\hbar} \left( \hat{x}_{\alpha} - \langle \hat{x}_{\alpha} \rangle \right) dW_{a,t} \right\}|\psi\rangle, \quad (7)$$

where $\langle \hat{x}_{\alpha} \rangle = \langle \hat{\psi}|\hat{x}_{\alpha}|\hat{\psi}\rangle$, and the two noises $W_{a,t}$ are standard independent Wiener processes. The parameters $\gamma_{\alpha}$ denote the information rate gained by the measurement.
where the first line corresponds to the feedback contribution, the second line to that of the continuous measurement, while the third line is the Itô term arising from their combined effect. The corresponding master equation reads

$$\frac{d\hat{\rho}}{dt} = -i\hbar\left[\hat{H}_0, \hat{\rho}\right] - \frac{i}{2\hbar} \sum_{\alpha=1}^{2} \chi_{\alpha} [\hat{\chi}_{\alpha}, \{\hat{x}_{\alpha}, \hat{\rho}\}] - \frac{1}{\hbar} \sum_{\alpha=1}^{2} \left( \frac{\gamma_\alpha}{8\hbar^2} + \frac{2}{2\gamma_\beta} \right) [\hat{x}_{\alpha}, [\hat{x}_{\alpha}, \hat{\rho}]]. \tag{8}$$

with \(\hat{\rho} = \mathbb{E}[\rho],\) where \(\mathbb{E}[\cdot]\) denotes the stochastic average; in Eq. (8), we also included the free evolution described by \(\hat{H}_0\).

To correctly mimic the gravitational interaction, one sets \(\chi_{12} = \chi_{21} = K,\) and the master equation becomes

$$\frac{d\hat{\rho}}{dt} = -i\hbar\left[\hat{H}_0 + K\hat{x}_1\hat{x}_2, \hat{\rho}\right] - \frac{1}{\hbar} \sum_{\alpha=1}^{2} \left( \frac{\gamma_\alpha}{8\hbar^2} + \frac{2}{2\gamma_\beta} \right) [\hat{x}_{\alpha}, [\hat{x}_{\alpha}, \hat{\rho}]]. \tag{9}$$

Hence, one recovers, at the level of the master equation, the quantum gravitational interaction \(\hat{H}_{grav}\) in Eq. (1). In this way, the KTM prescription retrieves the standard Newtonian quantum gravitational interaction through a classical communication channel. The price to pay is to have decoherence effects, whose strength is determined by the parameters \(\gamma_\alpha.\) In the particular case of two equal masses \(m_1 = m_2,\) it is reasonable to assume that the measurement processes have the same rate [32]; thus, we set \(\gamma = \gamma_1 = \gamma_2.\) This is a free parameter of the model, which can be fixed by looking for a minimum. The particular structure of the decoherence terms in Eq. (9) allows us to perform such a minimization, after which the second line of Eq. (9) becomes

$$-\frac{K}{2\hbar} \sum_{\alpha=1}^{2} [\hat{x}_{\alpha}, [\hat{x}_{\alpha}, \hat{\rho}]], \tag{10}$$

and corresponds to an information gain rate equal to \(\gamma_{\text{min}} = 2\hbar K\) [32].

In summary, the KTM model implements a local operation and classical communication (LOCC) dynamics [38,39], where the local operation is provided by the continuous measurement of the positions, while the feedback dynamics works as a classical communication [40]. Such a LOCC dynamics simulates the action of a Newtonian quantum gravitational field in the sense specified above, paying the price of having a decoherence mechanism affecting the system dynamics.

### III. LINEARIZED-GRAVITY GENERALIZATION OF THE KTM MODEL

The KTM model describes the Newtonian gravitational interaction of two particles only. A natural question is how to generalize it to include an arbitrary finite number of particles: this is the subject of this section. We will keep gravity at linear order.

Two generalizations naturally follow from the original proposal: the first ones assumes that the position of each mass is measured by each of the other masses (pairwise measurement); the second one assumes a single, universal measurement of the position of each mass. Then the measurement records are used to implement the feedback dynamics consistently.

#### A. Pairwise approach

The pairwise approach was first proposed by Altamirano et al. [26,29,41], where they considered two bodies of \(N_1\) and \(N_2\) constituents, moving in one dimension. We review the model, and at the same time, we generalize it to an arbitrary configuration of particles in three dimensions.

The Taylor expansion of the many body Newtonian potential reads

$$\hat{V} \approx \sum_{\alpha=1}^{N} \hat{\chi}_\alpha + \frac{\hbar}{2} \sum_{\alpha=1}^{N} \sum_{\beta=1}^{N} K_{\alpha\beta} \hat{x}_\alpha \hat{x}_\beta, \tag{11}$$

where the greek indices \(\alpha, \beta\) denote the particles and the latin indices \(l, j\) denote the directions in space. The single particle operator \(\hat{\chi}_\alpha\) is a second-order polynomial of the position operator \(\hat{x}_\alpha,\) which is not relevant because it can be reabsorbed with a proper redefinition of the variables, while the second term gives the Newtonian potential at linear order, with the coefficients \(K_{\alpha\beta}\) defined as follows:

$$K_{\alpha\beta} = Gm_\alpha m_\beta \left[ \frac{3d_{\alpha\beta}}{|d_{\alpha\beta}|^5} - \frac{\delta_{ij}}{|d_{\alpha\beta}|^3} \right], \tag{12}$$

where the vector \(d_{\alpha\beta}\) joins the positions of the two masses. This is the generalization of \(K\) introduced in Eq. (1).

We now apply the two-step mechanism outlined before. The variation of the wave function due to the continuous measurements of the positions \(\hat{x}_\alpha\) is described by

$$\langle d|\psi\rangle_m = \sum_{\alpha=1}^{N} \sum_{l,j=1}^{3} \left( -\frac{\gamma_{\alpha\beta}}{8\hbar^2} (\hat{x}_\alpha - \langle\hat{x}_\alpha\rangle)^2 + \frac{\sqrt{\gamma_{\alpha\beta}}}{2\hbar} (\hat{x}_\alpha - \langle\hat{x}_\alpha\rangle) dW_{\alpha\beta,l,t}^j \right)|\psi\rangle, \tag{13}$$

where the parameters \(\gamma_{\alpha\beta}\) are the information gain rates of the measurements, and the noises \(W_{\alpha\beta,l,t}\) are standard independent Wiener processes, satisfying
Following the procedure outlined in the previous section and reported in Appendix A, we arrive at the following master equation for the combined measurement and feedback dynamics:

\[
\frac{d\hat{\rho}}{dt} = -\frac{i}{\hbar}[\hat{H}_0, \hat{\rho}] + \frac{i}{2\hbar} \sum_{p,q=1}^{N} \sum_{l,j=1}^{3} K_{pqlj} [\hat{x}_{pl}, \hat{x}_{ql}, \hat{\rho}, \hat{\rho}] 
- \sum_{p,q=1}^{N} \sum_{l,j=1}^{3} \left( \frac{\gamma_{pqlj}}{\hbar^2} + \frac{1}{2} \frac{K_{pqlj}^2}{\gamma_{pqlj}} \right) [\hat{x}_{pl}, [\hat{x}_{ql}, \hat{\rho}]],
\]

(18)

where we absorbed the operators \(\hat{Y}_\alpha\) in the Hamiltonian \(\hat{H}_0\), and we assumed that \(\gamma_{pqlj} = \gamma_{qplj} = \gamma_{qlpj}\). The master equation (18) is a three-dimensional pairwise generalization of the KTM model. As before, the unitary evolution (apart from \(\hat{H}_0\)) describes the gravitational interaction among the particles. The other terms in the second line lead to decoherence and can be suitably minimized by fixing an appropriate value of the information rates \(\gamma_{pqlj}\). Thus, as for the KTM model, one obtains a minimum decoherence coefficient that can be tested experimentally. Note that Eq. (18) reduces to the KTM master equation (9) for \(N = 2\) particles. The same holds when one considers two subsystems made of, respectively, \(N_1\) and \(N_2\) particles, with \(N_1 + N_2 = N\). Indeed, once expressing each of the position operators \(\hat{x}_\alpha\) as the sum of the center-of-mass \(\hat{X}_\alpha\) with \(\sigma = 1\) or 2, and relative displacement \(\delta\hat{x}_\sigma\), we have that the double commutator in Eq. (18) can be expressed as

\[
[\hat{x}_{pl}, [\hat{x}_{ql}, \hat{\rho}]] = [\hat{X}_{pl}, [\hat{X}_{ql}, \hat{\rho}]] + [\hat{X}_{pl}, [\delta\hat{x}_\sigma, \hat{\rho}]] 
+ [\delta\hat{x}_\sigma, [\hat{X}_{ql}, \hat{\rho}]] + [\delta\hat{x}_\sigma, [\delta\hat{x}_\sigma, \hat{\rho}]].
\]

(19)

Then, by tracing over the relative degrees of freedom,

\[
\text{Tr}_{\text{rel}}([\hat{x}_{pl}, [\hat{x}_{ql}, \hat{\rho}]] = [\hat{X}_{pl}, [\hat{X}_{ql}, \hat{\rho}_{\text{CM}}]],
\]

(20)

and one recovers the dynamics in Eq. (9) for the centers-of-mass of the two subsystems. This model is mathematically consistent; however, it is experimentally ruled out as discussed in Ref. [29]. Indeed, each of the particles is measured as many times as the number of the other particles present in the system. If one takes the example of the system made of an atom and the entire Earth [29], then every particle constituting the latter provides a contribution to the decoherence term in Eq. (18). For the atom, after tracing over the Earth’s degrees of freedom, one obtains the decoherence term in the vertical direction \(z\) of motion,

\[
-\frac{C G m_{\text{atom}} M_{\oplus}}{\hbar R_{\oplus}^3} [\hat{z}, [\hat{z}, \hat{\rho}_{\text{atom}}]],
\]

(21)
After the minimization procedure is applied. Here, \( m_{\text{atom}} \sim 1.4 \times 10^{-25} \text{ kg} \) is the mass of the \(^{87}\text{Rb} \) atom used in the considered experiment \([42]\), \( M_\oplus \sim 6 \times 10^{24} \text{ kg} \) and \( R_\oplus \sim 6 \times 10^6 \text{ m} \) are the mass and the radius of Earth, while \( C \sim 0.47 \) is a suitable factor accounting for the Earth’s geometry \([29]\). By following the analysis in \([29]\), one finds that Eq. (21) predicts a visibility which is more than 80 orders of magnitude smaller than that experimentally measured.

**B. Universal approach**

Since a pairwise procedure, where every particle measures the others, is experimentally ruled out due to the excessive number of measurements, one needs to consider an alternative \([26]\). Here, we consider an universal approach, where the position of each particle is measured only once, and such an information is broadcasted to all the other particles through the feedback Hamiltonian.

Now, we have one measurement record for each of the \( N \) particles in each of the three dimensions, of the form,

\[
r_{a_l} = \langle \hat{x}_{a_l} \rangle + \frac{\hbar}{\sqrt{\gamma_{a_l}}} \frac{dW_{a_l,t}}{dt},
\]  

(22)

where the noise is characterized by

\[
\mathbb{E}[dW_{a_l,t}] = 0,
\]

\[
\mathbb{E}[dW_{a_l,t}dW_{b_j,t}] = \delta_{a_l,b_j} \delta_{l,j} dt.
\]  

(23)

In such a way, once the position of one particle is measured, the other particles receive the same measurement record. A graphical scheme of such a protocol is shown in Fig. 3.

After the continuous measurements, which is described by

\[
(d|\psi\rangle)_m = \sum_{a=1}^{N} \sum_{l=1}^{3} \left( -\gamma_{a_l} \frac{\hbar}{8\hbar^2} (\langle \hat{x}_{a_l} \rangle - \langle \hat{x}_{a_l} \rangle)^2 dt + \frac{\sqrt{\gamma_{a_l}}}{2\hbar} (\langle \hat{x}_{a_l} \rangle - \langle \hat{x}_{a_l} \rangle) dW_{a_l,t} \right) |\psi\rangle,
\]  

(24)

one implements the gravitational interaction through the following feedback Hamiltonian:

\[
\hat{H}_{fb} = \sum_{a,b=1}^{N} \sum_{l,j=1}^{3} K_{a_lj} r_{a_l} \hat{x}_{b_j},
\]  

(25)

where \( K_{a_lj} \) is defined in Eq. (12). The corresponding contribution to the evolution of the wave function reads

\[
(d|\psi\rangle)_{fb} = -\sum_{a=1}^{N} \sum_{l=1}^{3} \left[ \frac{i}{\hbar} r_{a_l} + \sum_{c=1}^{N} \sum_{l=1}^{3} \frac{K_{a_lc} \hat{x}_{c_l}}{2\gamma_{a_l}} \right] 
\]  

\[
\times \sum_{p=1}^{N} \sum_{j=1}^{3} K_{a_lj} r_{b_j} dt |\psi\rangle.
\]  

(26)

Following the procedure described in Appendix A, we obtain the following master equation:

\[
\frac{d\hat{\rho}}{dt} = -\frac{i}{\hbar} [\hat{H}_{fb}, \hat{\rho}] - \frac{i}{2\hbar} \sum_{a,b=1}^{N} \sum_{l,j=1}^{3} K_{a_lj} \{\hat{x}_{b_j}, \{\hat{x}_{a_l}, \hat{\rho}\}\}
\]

\[
- \sum_{a=1}^{N} \sum_{l=1}^{3} \frac{\gamma_{a_l}}{8\hbar^2} [\hat{x}_{a_l}, [\hat{x}_{a_l}, \hat{\rho}]]
\]

\[
- \sum_{a,b=1}^{N} \sum_{l,j=1}^{3} K_{a_lj} K_{b_lj} \{\hat{x}_{a_l}, [\hat{x}_{b_j}, \hat{\rho}]\}.
\]  

(27)

Differently from Eq. (9) and Eq. (18), the decoherence term in Eq. (27) involves the position operators of different particles. This poses a serious problem. To see this, let us consider again the case of two subsystems made of \( N_1 \) and \( N_2 \) particles, respectively. Now, by splitting \( \hat{x}_\sigma \) as the sum of the center-of-mass operator \( \hat{X}^\sigma_{CM} \), with \( \sigma = 1 \) or 2, and relative displacement \( \delta \hat{x}^\sigma \), we have that the last double commutator in Eq. (27) becomes

\[
[\hat{x}_{b_j}, [\hat{x}_{a_l}, \hat{\rho}]] = [\hat{X}^\sigma_{b_j}, [\hat{X}^\sigma_{a_l}, \hat{\rho}]] + [\hat{X}^\sigma_{a_l}, [\hat{X}^\sigma_{b_j}, \hat{\rho}]]
\]

\[
+ [\delta \hat{x}^\sigma_{b_j}, [\hat{X}^\sigma_{a_l}, \hat{\rho}]] + [\delta \hat{x}^\sigma_{a_l}, [\hat{X}^\sigma_{b_j}, \hat{\rho}]].
\]  

(28)

\[
\text{Tr}^{\text{rel}}([\hat{x}_{b_j}, [\hat{x}_{a_l}, \hat{\rho}]]) = [\hat{X}^\sigma_{b_j}, [\hat{X}^\sigma_{a_l}, \hat{\rho}]_{\text{CM}}],
\]  

(29)

where \( \mu \) and \( \sigma \) do not necessarily coincide. Thus, one has also terms of the form \( [\hat{X}^\mu_{b_j}, [\hat{X}^\sigma_{a_l}, \hat{\rho}]_{\text{CM}}] \), which do not appear.
in the KTM master equation (9). In Appendix C, we present an explicit example proving that the corresponding coefficient is nonvanishing. On the contrary, for the case of \( N = 2 \), one recovers exactly the KTM model without additional terms. Indeed, for \( N = 2 \), the constraint \( \beta, \alpha \neq \alpha \) in the last term of Eq. (27) is satisfied only for \( \beta = \alpha \) and \( \beta \neq \alpha \). Thus, one does not have double commutators involving position operators of different particles. Therefore, two composite systems do not behave like two pointlike particles, whose internal dynamics can be ignored. This inconsistency discards the universal generalization of the KTM model.

In the next section, we will consider the model proposed by Tilloy and Diosi [33,43], which consistently describes gravity as a measurement plus feedback interaction for an arbitrary number of particles, also implementing the full Newtonian potential, not only its linear approximation. We will show that it does not reduce to the KTM model in the limit of linearized gravity for two particles.

**IV. TILLOY-DÍÓSI MODEL**

The TD model [33,43] implements a full Newtonian interaction by monitoring the mass density of the system. This choice allows us a straightforward extension to the case of identical particles, where one expresses the mass density operator as a mass-weighted sum over different species of particles. In this setting, Eq. (1) is replaced by

\[
\hat{H}_{\text{grav}} = \frac{1}{2} \int dx dy \mathcal{V}(x-y) \hat{\rho}(x) \mu(y),
\]

(30)

where \( \mathcal{V}(x-y) = -G/|x-y| \) is the full Newtonian gravitational potential and \( \hat{\rho}(x) \) is the mass density operator of the system. This is the interaction one aims at recovering with the measurement and feedback process.

In analogy with the KTM model, now the mass density \( \hat{\rho}(x) \) is continuously measured. The variation of the wave function due to the continuous measurement is given by

\[
(d|\psi\rangle)_m = \left[ -\frac{i}{\hbar} \int dx dy \mathcal{V}(x-y)(\hat{\rho}(x) - \langle \hat{\rho}(x) \rangle) \times (\hat{\rho}(y) - \langle \hat{\rho}(y) \rangle) \right. \\
\times \left. \left( \hat{\rho}(y) - \langle \hat{\rho}(y) \rangle \right) \right] dt \\
+ \frac{1}{2\hbar} \int dx (\hat{\rho}(x) - \langle \hat{\rho}(x) \rangle) \delta \mu_r(x) dt \right] |\psi\rangle.
\]

(31)

This is the analogue of Eq. (24) in the KTM model. Here, we introduced \( \langle \hat{\rho}(x) \rangle = \langle \psi | \hat{\rho}(x) | \psi \rangle \) and the noise \( \delta \mu_r(x) \) (the generalization of \( \frac{d\rho}{dt} \) of the KTM model) is characterized by

\[
\mathbb{E}[\delta \mu_r(x)] = 0, \\
\mathbb{E}[\delta \mu_r(x) \delta \mu_r(y)] = \gamma(x,y) \delta(t-t'),
\]

(32)

where \( \gamma(x,y) \) is a spatial correlator. The latter is assumed to be symmetric, and satisfying \( \gamma(x,y) = \gamma(y,x) = \gamma(x-y) \).

In analogy with Eq. (3), we introduce the feedback Hamiltonian,

\[
\hat{\mathcal{H}}_{\text{fb}} = \int dx dy \mathcal{V}(x-y) \dot{\hat{\rho}}(x) \mu(y),
\]

(33)

where \( \mu(y) \) is the measurement record of the mass density associated to the measurement process in Eq. (31),

\[
\mu(x) = \langle \hat{\rho}(x) \rangle + \hbar \int dy \gamma^{-1}(x-y) \delta \mu_r(y).
\]

(34)

Here, \( \gamma^{-1}(x-y) \) is the inverse function of \( \gamma(x-y) \), for which the following relation holds:

\[
(\gamma \circ \gamma^{-1})(x-y) = \int dr \gamma(x-r) \gamma^{-1}(r-y) = \delta(x-y).
\]

(35)

We report a method to construct the inverse kernel \( \gamma^{-1}(x-y) \) in Appendix B. The corresponding feedback wave function dynamics is given by [43]

\[
(d|\psi\rangle)_m = -\frac{i}{\hbar} \int dx dy \left\{ \frac{1}{\hbar} \mathcal{V}(x-y) \mu(y) \\
+ \frac{1}{2} \left( \mathcal{V} \circ \gamma^{-1} \circ \mathcal{V} \right)(x-y) \dot{\hat{\rho}}(y) \right\} \dot{\hat{\rho}}(x) dt |\psi\rangle.
\]

(36)

We note that Eq. (33) and Eq. (34) indicate that there is one measurement record at each point of space. Moreover, each constituent receives the same information about the mass density at a given point. Therefore, the TD model implements a universal interaction. See Fig. 4 for a graphical representation of the model.

The full evolution of the wave function is obtained by merging Eq. (31) and Eq. (36), yielding

\[
d|\psi\rangle = \left( \frac{-i}{\hbar} \int dx dy \mathcal{V}(x-y) \dot{\hat{\rho}}(x) \mu(y) dt + \frac{1}{\hbar} \int dx dy \mathcal{V}(x-y) \dot{\hat{\rho}}(x) \mu(y) dt \\
- \frac{1}{2} \int dx dy (\mathcal{V} \circ \gamma^{-1} \circ \mathcal{V})(x-y) \dot{\hat{\rho}}(x) \mu(y) dt \\
+ \frac{1}{2\hbar} \int dx (\dot{\hat{\rho}}(x) - \langle \dot{\hat{\rho}}(x) \rangle) \delta \mu_r(x) dt \\
- \frac{1}{2\hbar} \int dx dy \mathcal{V}(x-y) \dot{\hat{\rho}}(x) (\mu(y) - \langle \mu(y) \rangle) dt \right] |\psi\rangle.
\]

(37)
of divergences in the TD model and how to regularize them through the use of a suitable smearing function $g(x)$.  

A. The KTM2 model  

As we will show in this subsection, a particular case of the TD model is given by the model described in Ref. [34], where the specific case of $N$ particles on a lattice is considered. We will refer to it as the KTM2 model, in order to avoid confusion with the model in Ref. [32].

In this case, the mass density operator reads

$$\hat{\rho}(x) = m \sum_{a} \hat{n}_a \delta(x - x_a),$$

where $\hat{n}_a$ is the local number density of the $a$th lattice site located at position $x_a$. Given the form of $\hat{\rho}(x)$, Eq. (38) becomes

$$\frac{d\hat{\rho}}{dt} = -i\frac{\hbar}{\gamma} [\hat{H}_0 + \hat{H}_{grav}, \hat{\rho}]$$

$$\quad - \sum_{a,\beta=1}^{N} m^2 D(x_a - x_\beta) [\hat{n}_a, [\hat{n}_\beta, \hat{\rho}]], \quad (40)$$

\[\text{where} \]

$$\hat{H}_{grav} = \frac{m^2}{2} \sum_{a,\beta=1}^{N} \mathcal{V}(x_a - x_\beta) \hat{n}_a \hat{n}_\beta. \quad (41)$$

To avoid divergences due to the self-interaction, one can regularize $\mathcal{V}$ with a suitable smearing function. The choice considered in Ref. [34] is such that $m^2 \mathcal{V}(x_a - x_\beta) \rightarrow \chi_{a\beta} = -Gm^2/[2(|x_a - x_\beta| + \alpha)]$, where $\alpha$ denotes a minimum length cutoff. Now, by considering $\gamma(x-y)$ and $\gamma^{-1}(x-y)$ as non-negligible only for $x-y$ smaller than the lattice distance and considering that in such a case they read $\gamma(x-y) = 2\hbar/m$ and $\gamma^{-1}(x-y) = m/2\hbar$, then Eq. (40) reduces to

$$\frac{d\hat{\rho}}{dt} = -i\frac{\hbar}{\gamma} [\hat{H}_0 + \sum_{a,\beta=1}^{N} \hat{\mathcal{V}}_{a\beta}, \hat{\rho}] - \frac{\xi}{2} \sum_{a,\beta=1}^{N} [\hat{n}_a, [\hat{n}_\beta, \hat{\rho}]]$$

$$\quad - \frac{1}{2\xi} \sum_{a,\beta=1}^{N} \lambda \delta \chi_{a\beta} [\hat{n}_a, [\hat{n}_\beta, \hat{\rho}]], \quad (42)$$

where $\xi = m/2\hbar$. Equation (42) coincides with the KTM2 master equation [34] once the self-interacting terms, although not being divergent, are removed by hand.

V. COMPARISON BETWEEN THE TD AND KTM MODEL

The TD and KTM models consider the same problem: how to effectively implement the Newtonian gravitational interaction among quantum systems by using a continuous measurement and a feedback. The way this is done is different in the two cases.

In this section, we compare the two models. We first expand the gravitational interaction in the TD model to
linear order. Then, by comparing the resulting master equations, we will see that the KTM model does not coincide with the linearized TD model.

Let us rewrite the position operator of each particle as follows

$$\hat{x}_a = \hat{x}_a^{(0)} + \Delta \hat{x}_a,$$

where $\Delta \hat{x}_a$ is the quantum displacement from a given position $\hat{x}_a^{(0)}$. For small displacements, we can approximate Eq. (38) as

$$\frac{d\hat{\rho}}{dt} = -\frac{i}{\hbar} [\hat{H}_0, \hat{\rho}] + \frac{2i\pi G}{\hbar} \sum_{\rho=1}^{N} \sum_{l,j=1}^{3} m_\alpha m_\beta \eta_{\alpha\beta lj}[\hat{x}_\alpha \hat{x}_{\beta l j}, \hat{\rho}]$$

$$- \sum_{\alpha, \beta=1}^{N} \sum_{l,j=1}^{3} m_\alpha m_\beta \eta_{\alpha\beta lj}[\hat{x}_\alpha, [\hat{x}_{\beta l j}, \hat{\rho}]],$$

where $\hat{x}_\alpha$ is the component in the $l$ direction of $\Delta \hat{x}_a$. This choice of notation matches that used in Sec. II. Moreover, we included the terms coming from $\hat{H}_{\text{grav}}$ corresponding to the same particle ($\alpha = \beta$) in the definition of $\hat{H}_0$. The parameter $\eta_{\alpha\beta l j}$ is defined as

$$\eta_{\alpha\beta l j} = \left(\frac{\pi^3}{8\hbar^2}\right)^{1/2} \eta_{\alpha\beta 0 lj} + (8\pi\hbar)^{1/2} G^2 \eta_{\alpha\beta 4 l j},$$

and coefficients $\eta_{\alpha\beta 0 l j}$ are given by

$$\eta_{\alpha\beta 0 l j} = \int \frac{dk}{k^3} \tilde{g}^2(k) \gamma(k) k l e^{-i k (\hat{x}_\alpha^{(0)} - \hat{x}_\beta^{(0)})},$$

$$\eta_{\alpha\beta 2 l j} = \int \frac{dk}{k^3} \tilde{g}^2(k) k l e^{-i k (\hat{x}_\alpha^{(0)} - \hat{x}_\beta^{(0)})},$$

$$\eta_{\alpha\beta 4 l j} = \int \frac{dk}{k^3} \tilde{g}^2(k) k j e^{-i k (\hat{x}_\alpha^{(0)} - \hat{x}_\beta^{(0)})},$$

which are fixed once the correlation kernel $\gamma(x - y)$ and the Fourier transform $\tilde{g}(k)$ of the smearing function $g(x)$ are chosen. For example, one can take the Diósi-Penrose choice $\gamma(x - y) = -2\hbar \gamma(x - y)$ and a Gaussian smearing function.

In the case of two particles in one dimension, Eq. (44) reduces to

$$\frac{d\hat{\rho}}{dt} = -\frac{i}{\hbar} [\hat{H}_0 + \hat{H}_{\text{grav}}, \hat{\rho}] - \sum_{\alpha=1}^{2} m_\alpha^2 \eta_{\alpha}[\hat{x}_\alpha, [\hat{x}_\alpha, \hat{\rho}]]$$

$$- m_1 m_2 (\eta_{12}[\hat{x}_1, [\hat{x}_2, \hat{\rho}]] + \eta_{21}[\hat{x}_2, [\hat{x}_1, \hat{\rho}]]),$$

which clearly differs from Eq. (9). While the double commutator term in Eq. (9) contains only the position operators corresponding to the same particle, the corresponding term in Eq. (47) contains also position operators of different particles. The result of Eq. (44) differs from both the pairwise and universal generalizations of the KTM model [cf. Eq. (18) and Eq. (27)] for the same reason. Therefore, the TD model cannot be reduced to that of KTM, or, vice versa, the TD model is not a generalization of the KTM model to continuous mass densities and full gravitational interactions.

The fact that the two models are different is not surprising, because they implement the measurement and feedback mechanism in two different ways. In the KTM model and its generalizations considered in Sec. III, one or more noises are attached to the position of the particle, and they follow it while it moves in space. In the TD model, there is one noise for each point of space; these noises do not follow the particle, rather the particle feels different noises while moving in space. This is the ultimate reason for the difference between the two models.

Finally, we underline that Eq. (44) does not suffer from the limitations of the generalizations of the KTM model in Eq. (18) and Eq. (27). On one hand, the TD model is implemented through an universal measurement and feedback protocol—a single measurement is performed—instead of a pairwise one, where $N - 1$ measurements take place for each particle. Thus, the decoherence effects do not scale with the number of measurements $N - 1$ as in Eq. (18). On the other hand, the TD model is self-consistent: when considering the system as divided in two subsystems of $N_1$ and $N_2$ particles, respectively, the master equation describing the center-of-mass motion of these subsystems coincides with that of two particles given by $N = 2$, and in both master equations, there will be present double-commutator terms containing operators of different particles, see for instance the linearized case in Eq. (47). This is simply a feature of the model, which differs from that of KTM. This is even more explicit by comparing the KTM master equation (9) and that in Eq. (47) for the TD model in the linear case for $N = 2$. We also remind that the TD model easily accounts for identical particles by properly writing the mass-density operator in a quantum field theoretical language. On the contrary, it is not obvious to see how this can be achieved in the KTM model.

VI. DISCUSSION AND CONCLUSIONS

The main virtue of the KTM [32] and TD [33] models is that the Newtonian gravitational interaction is implemented within a hybrid classical-quantum framework, where gravity is classical and matter is quantum, thus showing that this possibility is not inconsistent. The price to pay are additional decoherence effects, which can be minimized but not fully evaded.

In this work, we discussed the generalization of the KTM model to $N$ particles, keeping the original spirit of a continuous measurement of the position of the particles and subsequent feedback evolution, which together reproduce
the linearized Newtonian potential. The pairwise generalization was shown to be incompatible with experimental data [29], whereas the universal one is inconsistent. Therefore, the two most natural ways to generalize the KTM model are not viable.

Next, we considered the TD model [33] model, and we showed that, when reduced to two particles in one dimension, in the limit of a linearized Newtonian potential, it does not reproduce the KTM model, which then is not an approximated version of the TD model.

The KTM and TD models implement the continuous measurement plus feedback protocol in two different ways. In the first case, the position of the particle is measured, in the second case the mass density is measured. This is the difference, which ultimately allows TD to consider the full Newtonian potential, not only its linearized limit as for the KTM model. In a nutshell, the reason is that the mass of a particle enters the Newtonian potential linearly; therefore, the standard theory of linear feedback can be used: see Sec. IV. The position instead enters nonlinearly (at the denominator), and the standard formalism cannot be applied any longer [44]. In fact, suppose that the position of the particle is measured and one uses it to write the feedback Hamiltonian, in analogy with what discussed in the previous sections. This would look like

$$\hat{H}_{fb} = -\sum_{\alpha, \beta} N G_{m_{\alpha} m_{\beta}} |\hat{\mathbf{r}}_{\alpha} - \mathbf{r}_{\beta}|$$

where the measurement record \( \mathbf{r}_{\alpha} \) enters nonlinearly. This nonlinearity does not allow to implement the prescription of Eq. (6) to obtain the feedback contribution to the dynamics.

Although it is “morally” the same to measure the position of the particles or their mass density, these two are different operations. When measuring the position, the noise is attached to the particle and follows its position. Conversely, when measuring the mass density, there is a noise for each point of space: if the particle moves, different noises act on it. One consequence of this difference is that the resulting master equations are different, because they correspond to two different measurement schemes. This is why the KTM and TD models, when compared in the same regime of applicability, give different results.

A natural open question is whether this approach can be generalized to a relativistic setting. This will be subject of future research.
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**APPENDIX A: CONTINUOUS MEASUREMENTS AND FEEDBACK**

We recall here the main properties characterizing the continuous measurement of a Hermitian operator \( \hat{a} \). The results follow mainly from Refs. [35,45].

We consider a continuous observable \( \hat{a} \) with associated eigenstates \( \{|a_i\}_{a_i \in \mathbb{R}} \) satisfying \( \hat{a}|a_i\rangle = a_i|a_i\rangle \). One divides time into (infinitesimal) intervals of length \( \Delta t \). In each interval, one makes the weak measurement described by the operator,

$$\hat{A}(r) = \left( \frac{\hbar^2}{2\pi} \right)^{1/4} \int_{-\infty}^{\infty} da \exp \left( -\frac{\gamma \Delta t}{4\hbar^2} (a - r)^2 \right) |a\rangle \langle a|.$$  

\[ (A1) \]

One then obtains a continuum of measurement results labelled by this parameter \( r \). Denoting by \( P(r) = \langle \psi|\hat{A}^\dagger(r)\hat{A}(r)|\psi \rangle \) the probability density of the measurement result \( r \), the mean value \( \langle r \rangle \) of \( r \), and the variance \( \sigma_r^2 \) of \( r \) are related to those of \( \hat{a} \) by

$$\langle r \rangle = \int_{-\infty}^{\infty} r P(r) dr = \langle \hat{a} \rangle, \quad \sigma_r^2 = \langle r^2 \rangle - \langle r \rangle^2 = \sigma_a^2 + \frac{\hbar^2}{\gamma \Delta t}.$$  

\[ (A2) \]

Since the time interval \( \Delta t \) is infinitesimal, the probability density \( P(r) \) can be approximated as

$$P(r) \approx \frac{1}{\hbar} \sqrt{\frac{\gamma \Delta t}{2\pi}} \exp \left( -\frac{\gamma \Delta t}{2\hbar^2} (r - \langle \hat{a} \rangle)^2 \right).$$  

\[ (A3) \]

From the results of Eq. (A2) and Eq. (A3), \( r \) can be written as a stochastic quantity,

$$r = \langle \hat{a} \rangle + \frac{\hbar}{\sqrt{\gamma \Delta t}} \frac{\Delta W_{\gamma}}{\Delta t},$$  

\[ (A4) \]

where \( \Delta W_{\gamma} \) is a Gaussian random variable with zero mean and variance \( \Delta t \).

By performing a sequence of these measurements, and taking the limit \( \Delta t \to 0 \), one obtains a so-called continuous measurement, described by

$$r = \langle \hat{a} \rangle + \frac{\hbar}{\sqrt{\gamma \Delta t}} \frac{dW_{\gamma}}{dt}.$$  

\[ (A5) \]
In the above equation, the parameter $\gamma$ is the information rate gained by the measurement, and $W_t$ is a standard Wiener process, satisfying

$$ E[dW_t] = 0, \quad E[(dW_t)^2] = dt. \tag{A6} $$

We can see that the measurement records defined in Eq. (4) are a specific application of Eq. (A5), where the observables measured are the position operators $\hat{x}_\alpha$ of the particles, with $\alpha = 1, 2$.

Let us denote by $\langle \psi \rangle$ the state of a system at a time $t$ before performing a continuous measurement of the observable $\hat{a}$. The evolution of the system will be described by applying the operator $\hat{A}(r)$ to the state $|\psi \rangle$, and performing the limit $\Delta t \to 0$. By demanding that the resulting dynamical equation preserves the norm, one obtains

$$ (d|\psi \rangle)_m = \left\{ -\frac{\gamma}{8\hbar^2} (\hat{a} - \langle \hat{a} \rangle)^2 dt + \frac{\sqrt{\gamma}}{2\hbar} (\hat{a} - \langle \hat{a} \rangle) dW_t \right\} |\psi \rangle, \tag{A7} $$

so that the result of Eq. (27) is consistent with the general formalism of Eq. (A7). The generalization to a continuous set of observables used in Sec. IV can be found in Ref. [43].

Quantum feedback is implemented to modify and control the evolution of a system [35]. In this Appendix, we review the derivation of the Wiseman-Milburn Markovian feedback master equation [46–48]. The derivation follows the approach of Ref. [49].

In the Markovian case, the feedback Hamiltonian $\hat{H}_{fb}$ is expressed in terms of the measurement record $r$ of the observable $\hat{a}$ as

$$ \hat{H}_{fb} = r \hat{b}, \tag{A8} $$

where $\hat{b}$ is a Hermitian operator. The feedback evolution can be obtained by unitarily evolving the state of the system $|\psi \rangle$ [49]. This gives

$$ e^{-i\hat{H}_{fb} dt} |\psi \rangle = |\psi \rangle + (d|\psi \rangle)_b, \tag{A9} $$

where $(d|\psi \rangle)_b$ turns out to be

$$ (d|\psi \rangle)_b = \left\{ \left[ -i \frac{\gamma}{\hbar} \langle \hat{a} \rangle \hat{b} - \frac{1}{2\gamma} \hat{b}^2 \right] dt - i \frac{\sqrt{\gamma}}{\sqrt{\gamma}} \hat{b} dW_t \right\} |\psi \rangle. \tag{A10} $$

The combined measurement + feedback evolution of the system is obtained by considering the contributions of both the continuous measurement of $\hat{a}$ [cf. Eq. (A7)] and the subsequent feedback dynamics driven by $\hat{b}$ as described by Eq. (A10) [35,49]. In an infinitesimal time $dt$, the wave function of the system is given by $|\psi(t+dt)\rangle = |\psi\rangle + d|\psi\rangle$, where

$$ d|\psi\rangle = (d|\psi\rangle)_m + (d|\psi\rangle)_b + (d|\psi\rangle)_{m+b}. \tag{A11} $$

The first two terms of the stochastic differential equation for the wave function are given by Eq. (A7) and Eq. (A10), while the contribution in the last term comes from the product of the noise terms in the differential equations for the measurement and the feedback, i.e., from the application of $e^{i[H_\alpha dt]/\hbar}$ to the postmeasurement state $|\psi\rangle + (d|\psi\rangle)_m$ approximated to the first order in $dt$. This term is explicitly given by

$$ (d|\psi\rangle)_{m+b} = -i \frac{\gamma}{2\hbar} \hat{b} (\hat{a} - \langle \hat{a} \rangle) dt|\psi\rangle. \tag{A12} $$

From the definition of the density operator in terms of the wave function, $\hat{\rho} = E[|\psi\rangle\langle\psi|]$, it follows that

$$ d\hat{\rho} = d(E[|\psi\rangle\langle\psi|]) $$

$$ = E[(d|\psi\rangle\langle\psi|) + (d|\psi\rangle)(d\langle\psi\rangle)]. \tag{A13} $$

Therefore, we can derive the master equation, by using Eq. (A11). One obtains

$$ \frac{d\hat{\rho}}{dt} = -\frac{i}{2\hbar} [\hat{b}, \{\hat{a}, \hat{\rho}\}] - \frac{\gamma}{8\hbar^2} [\hat{a}, [\hat{a}, \hat{\rho}]] - \frac{1}{2\gamma} [\hat{b}, [\hat{b}, \hat{\rho}]]. \tag{A14} $$

We now generalize the procedure to $\mathcal{M}$ measurements. Consider a set of observables with associated Hermitian operators $\{\hat{a}_\alpha\}_{\alpha=1}^{\mathcal{M}}$, which are continuously measured. The corresponding measurement records read

$$ r_\alpha = \langle \hat{a}_\alpha \rangle + \frac{\hbar}{\sqrt{\gamma}_\alpha} dW_{\alpha,t}, \tag{A15} $$

with $\gamma_\alpha$ denoting the information rates and $W_{\alpha,t}$ standard independent Wiener processes, satisfying

$$ E[dW_{\alpha,t}] = 0 $$

$$ E[dW_{\alpha,t} dW_{\beta,t}] = \delta_{\alpha\beta} dt. \tag{A16} $$

The stochastic differential equation for the continuous measurement is given by the sum of all the contributions due to each measurement, i.e.,

$$ (d|\psi\rangle)_m = \sum_{\alpha=1}^{\mathcal{M}} \left\{ -\frac{\gamma_\alpha}{8\hbar^2} (\langle \hat{a}_\alpha \rangle - \langle \hat{a}_\alpha \rangle)^2 dt \right. $$

$$ + \frac{\sqrt{\gamma}_\alpha}{2\hbar} (\langle \hat{a}_\alpha \rangle - \langle \hat{a}_\alpha \rangle) dW_{\alpha,t} \right\} |\psi\rangle, \tag{A17} $$

and for a feedback Hamiltonian $\hat{H}_{fb}$ of the form,
with \( \{ \hat{b}_j \}_{j=1}^M \) a set of Hermitian operators, we obtain

\[
\left( d\psi \right)_b = \sum_{j=1}^M \left\{ \begin{array}{l}
\left[ -i \frac{1}{\hbar} (\hat{a}_j) \hat{b}_j - \frac{1}{2\gamma_j} \hat{b}_j^2 \right] dt - i \frac{1}{\sqrt{\gamma_j}} \hat{b}_j dW_{t,j}\end{array} \right\} |\psi\rangle.
\]

(A19)

The stochastic differential equation for the wave function is given by Eq. (A11), where now

\[
\left( d|\psi\rangle \right)_b (d|\psi\rangle)_m = -i \frac{1}{\hbar} \sum_{j=1}^M \left[ \hat{b}_j (\hat{a}_j - \langle \hat{a}_j \rangle) \right] dt.
\]

(A20)

From Eq. (A13), the density operator satisfies

\[
\frac{\partial \rho}{\partial t} = \sum_{j=1}^M \left( -i \frac{1}{\hbar} [\hat{b}_j, \{ \hat{a}_j, \rho \}] - \frac{\gamma_j}{8\hbar^2} [\hat{a}_j, [\hat{a}_j, \rho]] - \frac{1}{2\gamma_j} [\hat{b}_j, [\hat{b}_j, \rho]] \right).
\]

(A21)

From Eq. (A21), one can derive the master equations of the two generalizations of the KTM model corresponding to Eq. (18) and Eq. (27). In particular, the master equation implementing the measurement and feedback through a pairwise protocol, i.e., Eq. (18), is obtained by using \( M = 9N(N-1) \) measurement records \( \{ r_{ij} \} \), which are identified by four indices: \( i \) and \( j \) run over the three Cartesian directions, \( \alpha \) identifies one among the \( N \) measured particle and \( \beta \neq \alpha \) identifies one among the remaining \( N-1 \) particles to which the information is sent. Namely, one imposes

\[
{\hat{a}_j}_\lambda \rightarrow \{ \hat{a}_al \}_\lambda, \quad \forall \beta, j
\]

\[
{\hat{b}_j}_\lambda \rightarrow \{ K_{\alpha\beta j} \hat{x}_j \}_\lambda, \quad \forall \beta, j
\]

\[
{\gamma}_j \lambda \rightarrow \{ \gamma_{\alpha\beta l} \}_\lambda, \quad \forall \beta, j
\]

(A22)

in Eq. (A21) and obtains Eq. (18).

The universal generalization of the KTM model, i.e., Eq. (27), is instead easily provided by imposing

\[
{\hat{a}_j}_\lambda \rightarrow \{ \hat{a}_al \}_\lambda
\]

\[
{\hat{b}_j}_\lambda \rightarrow \left\{ \sum_{\beta=1}^N \mathcal{K}_{\alpha\beta j} \hat{x}_j \right\}_\lambda
\]

\[
{\gamma}_j \lambda \rightarrow \{ \gamma_{\alpha l} \}_\lambda
\]

(A23)

in Eq. (A21) with \( M = 3N \).

**APPENDIX B: CONSTRUCTION OF THE CORRELATION KERNELS**

We describe with more detail the relation between a kernel \( \mathcal{K}(x-y) \) and its inverse \( \mathcal{K}^{-1}(x-y) \) by following the approach developed in Ref. [50]. Consider the operator \( A \), which satisfies

\[
A\mathcal{K}(x-y) = \delta(x-y), \quad (B1)
\]

where \( \mathcal{K}(x-y) \) is the associated kernel. We define the integral transform,

\[
u(x) = \int d\mathcal{r} \mathcal{K}(r-x)f(r),
\]

(B2)

and require that the inverse kernel \( \mathcal{K}^{-1}(x-y) \) satisfies

\[
\delta(x-y) = \int d\mathcal{r} \mathcal{K}(x-r)\mathcal{K}^{-1}(r-y).
\]

(B3)

From these expressions, we can show that

\[
f(x) = \int d\mathcal{r} A\mathcal{K}(r-x)f(r),
\]

(B4)

and equivalently,

\[
f(x) = \int d\mathcal{r} \mathcal{K}^{-1}(r-x)\nu(r).
\]

(B5)

The substitution of Eq. (B2) in Eq. (B5) and the comparison with Eq. (B4) lead to

\[
\mathcal{K}^{-1}(x-y) = A^2 \mathcal{K}(x-y) = A\delta(x-y),
\]

(B6)

where the last equality follows from Eq. (B1). In the following we consider two examples. First, let us take

\[
A = \frac{1}{4\pi G} \nabla^2, \quad \mathcal{K}(x-y) = - \frac{G}{|x-y|},
\]

(B7)

then from Eq. (B6), we have

\[
\mathcal{K}^{-1}(x-y) = \frac{1}{4\pi G} \nabla^2 \delta(x-y).
\]

(B8)

A less trivial example is that of the operator,

\[
A = \exp \left[ - \frac{1}{\sigma^2} \nabla^2 \right],
\]

(B9)

and the kernel,

\[
\mathcal{K}(x-y) = \frac{1}{(4\pi \sigma^2)^{3/2}} \exp \left[ - \frac{(x-y)^2}{\sigma^2} \right].
\]

(B10)
Then, it can be shown [50] that
\[
K^{-1}(x - y) = K(x - y) \prod_{k=1}^{\infty} c_{n_k} H_{2n_k} \left( \frac{x_k - y_k}{\sigma} \right),
\]
where \( H_{2n_k} \) are the Hermite polynomials of degree \( 2n_k \), and \( c_{n_k} = (-1)^{2n_k} / (2^{n_k} n_k !) \) [51].

**APPENDIX C: INCONSISTENCY OF THE UNIVERSAL GENERALIZATION OF THE KTM MODEL**

We showed in the main text that, when reducing the master equation (27) of the universal generalization of the KTM for \( N \) particles to that for the center-of-mass, additional terms appear with respect to the master equation of the original KTM model, and as such, the universal KTM model is inconsistent. Here, we provide an explicit example proving that coefficient multiplying the double commutator in Eq. (29) in general is nonvanishing. We take the case of \( N = 3 \) masses aligned along one dimension, which are then aggregated as displayed in Fig. 5. Under such an assumption, the last term of Eq. (27) becomes
\[
- \sum_{\alpha \neq \beta} K_{\alpha \beta} \frac{\gamma_{\alpha \beta}}{2 \gamma} [\hat{x}_\alpha, [\hat{x}_\beta, \hat{\rho}]],
\]
where
\[
K_{\alpha \beta} = \frac{2Gm_\alpha m_\beta}{d_{\alpha \beta}^3},
\]
is obtained from Eq. (12) by setting \( l = j \) and \( |d_{\alpha \beta}| = d_{\alpha \beta} \).

Note that \( K_{\alpha \beta} > 0 \) for any value of \( \alpha \) and \( \beta \), which implies that also the coefficient in front of the double commutator in Eq. (C1) is positive. Now, we express the position operators \( \hat{x}_\alpha \) as sum of the center-of-mass position operator \( \hat{x}_C \) and relative position operator \( \hat{x}_R \). In particular, in accordance with the division displayed in Fig. 5, we have \( \mu = \phi \) for \( \alpha = 1 \) or \( 2 \); while \( \mu = \star \) for \( \alpha = 3 \). Then, by tracing over the relative degrees of freedom [cf. Eq. (29)], Eq. (C1) reduces to
\[
-S^{\star \star} [\hat{x}_C, [\hat{x}_C^\dagger, \hat{\rho}_{CM}]] - S^{\star \star} [\hat{x}_R, [\hat{x}_R^\dagger, \hat{\rho}_{CM}]]
\]
\[
- S^{\star \star} [\hat{x}_C, [\hat{x}_C^\dagger, \hat{\rho}_{CM}]].
\]

The last term of this equation is the additional term with respect to the original KTM model. The explicit expression of its coefficient is
\[
S^{\star \star} = 2 \left( \frac{K_{12} K_{13}}{\gamma_1} + \frac{K_{23} K_{31}}{\gamma_2} \right),
\]
which is always strictly positive, as noted above. This proves that such additional terms in general are nonvanishing.

**APPENDIX D: THE DIVERGENCES AND REGULARIZATION IN THE TD MODEL**

The decoherence term (39) in the master equation (38) is only formally defined. We show that, under the assumption that \( \gamma(x, y) \) is invariant under translations, i.e., \( \gamma(x, y) = \gamma(x - y) \), any choice of \( \gamma \) leads to divergences. To do so, let us consider a system of pointlike particles, whose mass density is given by
\[
\hat{\rho}(x) = \sum_{\alpha = 1}^{N} m_\alpha \delta(x - \hat{x}_\alpha).
\]

By substituting it, once expressed in terms of its Fourier transform, in the decoherence term of Eq. (38), we obtain
\[
\int dxdyD(x, y)[\hat{\mu}(x), [\hat{\mu}(y), \hat{\rho}]]
\]
\[
= \sum_{\alpha, \beta = 1}^{N} m_\alpha m_\beta \int \frac{dk \tilde{D}(k)}{(2\pi \hbar)^{3/2}} e^{-ik \cdot \hat{x}_\alpha} [e^{ik \cdot \hat{x}_\beta}, \hat{\rho}] \hat{\rho} e^{-ik \cdot \hat{x}_\alpha}.
\]

where \( \tilde{D}(k) \) is the Fourier transform of \( D(x - y) \), which inherits the translational invariance from \( \gamma \). Let us consider the terms in the above sum corresponding to the same particle (\( \alpha = \beta \)). These are proportional to
\[
\int dk \tilde{D}(k) (2\hat{\rho} - e^{-ik \cdot \hat{x}_\alpha} \hat{\rho} e^{ik \cdot \hat{x}_\alpha} - e^{ik \cdot \hat{x}_\alpha} \hat{\rho} e^{-ik \cdot \hat{x}_\alpha}).
\]

The first term \( \int dk \tilde{D}(k) \) diverges; a straightforward calculation show that according to Eq. (39),

FIG. 5. Example of lack of scale invariance in the universal KTM model with three masses, which are identified by the green spheres and are aligned along one dimension. They are aggregated as two composite systems: the blue diamond and the red circle.
\[ \int \mathrm{d}k \tilde{D}(k) = \int \mathrm{d}k \left( \frac{\tilde{\gamma}(k)}{8\hbar^2} + 8\pi^2 \hbar^4 G^2 \frac{\tilde{r}^{-1}(k)}{k^4} \right), \]  
(D4)

where the Fourier transform of the inverse of the noise kernel \( \tilde{r}^{-1}(k) \) is related to \( \tilde{\gamma}(k) \) via Eq. (35),

\[ \tilde{\gamma}(k) \tilde{r}^{-1}(k) = \frac{1}{(2\pi\hbar)^3}. \]  
(D5)

Then, Eq. (D4) can be written in terms of \( \tilde{\gamma}(k) \) as

\[ \int \mathrm{d}k \tilde{D}(k) = \int \mathrm{d}k \left( \frac{\tilde{\gamma}(k)}{8\hbar^2} + \frac{\hbar^2}{\pi} \frac{1}{k^2 \tilde{\gamma}(k)} \right). \]  
(D6)

Equation (D6) is the sum of two contributions: the continuous measurement, which gives the first term, and the application of the gravitational interaction through a feedback evolution, which provides the second term. Before analyzing the general case, let us study two particular correlation kernels.

The first case corresponds to a LOCC dynamics, which requires that the dynamics acts only locally [33]. A noise correlation function reflecting this property is proportional to a Dirac-delta. Thus, we set

\[ \gamma(x-y) = A\delta(x-y), \]  
(D7)

where \( A \) is an arbitrary constant. In such a case, we have that \( \tilde{\gamma}(k) = A/(2\pi\hbar)^3/2 \). By substituting the latter expression in Eq. (D6), one gets that none of its contributions is convergent. Thus, in the TD model, the assumptions of having pointlike particles and implementing a LOCC dynamics lead to divergences.

As second case of interest, we consider a Gaussian correlation kernel \( \gamma(z) = (2\pi\sigma^2)^{-3/2} \exp[-z^2/(2\sigma^2)] \). In this case, one has \( \tilde{\gamma}(k) = (2\pi\hbar)^{-3/2} \exp(-k^2\sigma^2/2\hbar^2) \).

Now, by substituting the latter expression in Eq. (D6), we find that although the continuous measurement contribution converges, the feedback contribution is still divergent.

Next, we show the general case: any choice of \( \gamma(x-y) \) leads to divergences. Similarly to what was done in the KTM model, we minimize the decoherence kernel \( \tilde{D}(k) \) with respect to \( \tilde{\gamma}(k) \). The minimum is reached for \( \tilde{\gamma}(k) = G(2\pi\hbar)^{1/2}/(\pi^2 k^2) \), which corresponds to \( \gamma(x-y) = -2\hbar^2 \gamma(x-y) \). Such a correlation kernel leads to the decoherence rate of the Diósi-Penrose model [22,23,33], which is still divergent [52]. Indeed, Eq. (D6) in this case reads

\[ \int \mathrm{d}k \tilde{D}(k) = \frac{2(2\pi\hbar)^{1/2}G}{\hbar} \int_0^\infty \mathrm{d}k \to \infty. \]  
(D8)

Since the latter choice of \( \gamma(x-y) \) provides the minimum decoherence rate, we deduce that Eq. (D6), and subsequently, the master equation (38), diverges for any choice of \( \gamma(x-y) \).

A regularization process is needed to avoid divergences in the decoherence terms in Eq. (38). This regularization mechanism is applied also to the Diósi-Penrose model [52], by introducing a smearing function. For the TD model, the contributions to the decoherence term are those coming from the measurement part, through \( \gamma(x-y) \), and from the feedback evolution, through \((V \circ \gamma^{-1} \circ V^{-1})(x-y)\). Both these terms must be regularized. Indeed, the regularization of the noise kernel \( \gamma(x-y) \) alone would only give a different noise kernel \( \gamma'(x-y) \), which is not sufficient to avoid the divergence, as proved before. On the other hand, the regularization of the gravitational potential \( V(x-y) \) could remove the divergences in the feedback contribution, but not that due to the measurement, which is independent from the gravitational interaction. We conclude that the regularization mechanism must be performed by smearing both \( \gamma(x-y) \) and \( V(x-y) \).

An effective regularization procedure consists in smearing the mass density operator as proposed in Refs. [33,53]. According to this prescription, we substitute the mass density \( \hat{\mu}(x) \) with the smeared one,

\[ \hat{\mu}(r) = \int \mathrm{d}x g(x-r) \hat{\mu}(x), \]  
(D9)

where \( g(x-y) \) is a suitable smearing function. This is equivalent to regularizing both the noise kernel \( \gamma(x-y) \) and the gravitational potential \( V(x-y) \) with the same smearing function [33],

\[ \gamma \to g \circ \gamma \circ g, \quad \text{and} \quad V \to g \circ V \circ g. \]  
(D10)

An appropriate smearing function should remove all the divergences of the master equation (38) for an arbitrary choice of the mass density and of the noise kernel. In particular, \( \hat{H}_{\text{grav}} \) in Eq. (30) becomes

\[ \hat{H}'_{\text{grav}} = \frac{1}{2} \int \mathrm{d}x \mathrm{d}y (g \circ \gamma \circ g)(x-y) \hat{\mu}(x) \hat{\mu}(y), \]  
(D11)

and the decoherence kernel defined in Eq. (39) turns into

\[ D'(x-y) = \left[ g \circ \gamma \circ g + \frac{1}{8\hbar^2} g \circ (V \circ \gamma^{-1} \circ V \circ g) \right](x-y). \]  
(D12)

By substituting \( \hat{H}_{\text{grav}} \) with \( \hat{H}'_{\text{grav}} \) and \( D(x-y) \) with \( D'(x-y) \) in Eq. (38), we obtain

\[ \frac{\mathrm{d}\hat{\rho}}{\mathrm{d}t} = -\frac{i}{\hbar} [\hat{H}_0 + \hat{H}'_{\text{grav}}, \hat{\rho}] - \int \mathrm{d}x \mathrm{d}y D'(x-y) \{ \hat{\mu}(x), \{ \hat{\mu}(y), \hat{\rho} \} \}. \]  
(D13)
In this way, we are able to retrieve a smeared quantum
total Newtonian gravitational interaction.
As a case of interest, we consider the noise correlation
function given by Eq. (D7). In such a case, we obtain
\[
(g \circ V \circ g)(x - y) = -4\pi G\hbar^2\eta_2(x - y),
\]
\[
(g \circ g \circ g)(x - y) = A\eta_0(x - y),
\]
\[
[g \circ (V \circ g^{-1} \circ V) \circ g](x - y) = \frac{16\pi^2 G^2 \hbar^4}{A}\eta_4(x - y),
\]
where we defined
\[
\eta_n(x - y) = \int \frac{dk}{k^n} \tilde{g}^n(k) e^{ik \cdot (x - y)},
\]
with \(\tilde{g}(k)\) denoting the Fourier transform of \(g(x - y)\).

A good smearing function must give finite expressions in
Eq. (D14), which reflect an appropriate short-distance
regularization of the Newtonian gravitational potential \(V(x - y)\), the kernel function \(g(x - y)\), and feedback dynamics \((V \circ g^{-1} \circ V)(x - y)\). In turn, one can exploit Eq. (D14) to restrict the class of smearing function thus providing a sufficient condition for the convergence of the integrals entering the master equation (D13). In particular, the requirement of the convergence of \(\eta_4\) makes the use of some intuitive choices for the smearing problematic. Indeed, if one considers a Gaussian smearing \(g(x) = (2\pi \sigma^2)^{-3/2} \exp(-x^2 / 2\sigma^2)\), one has that both \(\eta_0(x - y)\) and \(\eta_2(x - y)\) converge, while \(\eta_4(x - y)\), in spherical coordinates, becomes
\[
\eta_4(x - y) = \frac{4\pi}{(2\pi \hbar)^3} \int_0^\infty dk \frac{e^{-\sigma^2 k^2/\hbar^2} \sin(k \cdot |x - y|)}{k^2 |x - y|},
\]
which diverges, since the integrand is not well defined for \(k \to 0\). However, once inserting Eq. (D16) in the second term of Eq. (D13), one finds that the double commutator cancels the divergences due to \(\eta_4(x - y)\), thus leading to a finite master equation [43,54].

In the following, we determine the convergence requirements for the coefficients \(\eta_n(x - y)\). For the sake of simplicity, we consider only spherical smearing functions, i.e., \(\tilde{g}(k) = \tilde{g}(k)\). In such a case, Eq. (D15) simplifies to
\[
\eta_n(x - y) = 4\pi \int_0^\infty \frac{dk}{k^{n+2}} \tilde{g}^n(k) \sin\left(\frac{k \cdot |x - y|}{\hbar}\right),
\]
which converges, for example, for smearing functions of the family \(\tilde{g}(k) = k^n e^{-\alpha k^2}\) with \(\alpha > 0\) and \(\beta \geq 1\). Concretely, a smearing function of the form,
\[
g(x - y) = \frac{1}{(2\alpha \hbar)^{3/2}} [6\alpha \hbar^2 - (x - y)^2] e^{(x - y)^2/(4\alpha \hbar^2)},
\]
whose Fourier transform is
\[
\tilde{g}(k) = k^n e^{-\alpha k^2},
\]
belongs to such a family. In particular, explicit calculations lead to
\[
\eta_0(z) = \frac{\pi^{3/2}}{16\hbar^4 (2\alpha)^{1/2}} \left[ z^4 + 40\alpha \hbar^2 (6\alpha \hbar^2 - z^2) \right] e^{-\frac{z^2}{16\alpha \hbar^4}},
\]
\[
\eta_2(z) = -\frac{\pi^{3/2}}{4\hbar^4 (2\alpha)^{1/2}} (z^2 - 12\alpha \hbar^2) e^{-\frac{z^2}{16\alpha \hbar^4}},
\]
\[
\eta_4(z) = \frac{\pi^{3/2}}{(2\alpha)^{3/2}} e^{-\frac{z^2}{16\alpha \hbar^4}},
\]
which are well defined also for \(|z| = |x - y| \to 0\). In this way, the divergences in the TD model are indeed avoided. If instead of Eq. (D7), one takes \(\tilde{g}(x - y) = -2\hbar \tilde{V}(x - y)\), a normalized Gaussian smearing of standard deviation \(\sigma\) leading to the following a decoherence kernel:
\[
D'(x, y) = \frac{G}{2\hbar |x - y|} \operatorname{erf}\left(\frac{|x - y|}{2\sigma}\right),
\]
which behaves well also for \(|x - y| \to 0\).


[50] The reported coefficients in Ref. [50] are $c_{n k} = (-1)^{n_k} \sigma^{2n_k} / (2^{n_k} n_k!)$ and differ from our calculations.


[53] L. Diósi (private communication).