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A new, efficient, algorithmic approach to create illumination configurations for laser driven high energy density physics
experiments is proposed. The method is applied to a polar direct drive solid target experiment at the National Ignition
Facility (NIF), where it is simulated to create more than ×2 higher peak pressure and ×1.4 higher density by maintain-
ing better shock uniformity. The analysis is focused on projecting shocks into solid targets at the NIF, but with minor
adaptations the method could be applied to implosions, other target geometries and other facilities.

The highest energy laser facilities in the world, the Na-
tional Ignition Facility (NIF)1 and Laser Mega-joule (LMJ)2,
are configured with beam ports in the polar regions of the
target chamber, for indirect drive inertial confinement fusion
(ICF)3,4. The laser energy is incident on the inside of a cylin-
drical target, where it is converted to x-rays. The x-rays drive
an implosion capsule to achieve ignition conditions5. The
thermal x-ray bath helps to maintain uniform drive throughout
the implosion, which is one of the most significant challenges
in ICF6. Using indirect drive, the NIF recently achieved ther-
monuclear ignition7. To move into the regime of energy pro-
duction, fusion energy output must be increased, which re-
quires coupling more laser energy to the target. Direct drive
(DD)8 achieves higher laser-to-target coupling, but with strin-
gent conditions on laser driver uniformity. DD facilities are
now capable of attaining σ < 2% deviations in drive symme-
try required for high performance implosions9 however their
laser energy is too small to probe ignition conditions10,11.

Polar direct drive (PDD) is used to carry out DD exper-
iments at the mega-joule laser facilities12–15. The configu-
rations are numerous and varied, but repointing of the laser
beams toward the target equator is often used to distribute en-
ergy more uniformly. Due to the large laser energies avail-
able, PDD has proven to be a useful technique for explor-
ing high energy density physics16–18, laser-plasma instabil-
ities (LPI)19–21, hydrodynamic scaling11,16,22–24 and reliable
neutron production15,25. However, high performance ICF im-
plosions are currently beyond the reach of PDD at the NIF due
to several technical challenges including, laser imprint, DD
cryogenic target positioner, and issues maintaining uniform
drive. Instead of gas filled implosions capsules, solid plas-
tic targets (often doped or deuterated) can provide an easy-
to-diagnose platform for laser-target coupling experiments in
PDD17,18,21 and the illuminations are still relevant for implo-
sion targets.

Cross-beam energy transfer (CBET) is an LPI that signif-

icantly modifies laser coupling and drive distribution for in-
direct drive26, and DD27, including PDD19,22. It is a type
of stimulated Brillouin scattering due to resonance between
two laser waves and an ion-acoustic wave in the plasma. It is
also the most important LPI for drive uniformity at the intensi-
ties 1014 < I < 1015W/cm2 and laser wavelength λ = 351nm
which are currently the focus of DD. CBET is one of the few
LPI that can be effectively modelled with ray-tracing while
coupled to a radiation-hydrodynamic code26–30 due to the
agreement between linear theory and experiments31,32. De-
spite this, it is still one of the most intensive procedures, in-
creasing 3D radiation-hydrodynamic simulation expense by
about ×5 and limiting the number that can be run for opti-
mization.

The repointing of the beams towards the equator, often used
in PDD, leads to a changing distribution of energy absorption
over time due to the expanding plasma and increasing preva-
lence of CBET. At early times, the plasma has not had time to
expand and laser energy is deposited near the critical surface
without significant CBET. This period is important as the tar-
get is most susceptible to imprint of drive asymmetries from
the laser. If the laser is maintained, steady state ablation oc-
curs between the critical surface and the ablation front, which
helps to smooth drive asymmetries. Inverse bremsstrahlung
deposits energy along the refracting beam’s path through the
plasma. Beams travelling directly up the density gradient
deposit energy at higher densities, driving the target more
efficiently33,34. This geometric effect is then exacerbated by
CBET which transfers energy primarily from high energy in-
coming beams to refracted outgoing beams. Both these effects
reduce drive, especially at the equator. The propagation of
obliquely incident laser beams through a time-varying plasma
leads to time dependent drive uniformity, hence the meth-
ods used for optimizing conventional DD35–37 will not ade-
quately optimize PDD. To mitigate the time dependent drive
uniformity, some PDD configurations optimize by iteratively
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FIG. 1: (a) Mollweide projections showing the NIF target chamber beam locations (blue squares) linked with black arrows to the
beam pointing intersections with a 1100 µm radius target (red crosses). The layouts are symmetric about the equator and so half
is shown of: (top) A common PDD approach, used in N190204-003 and (bottom) the “Optimized Config" (OC) generated with
the method presented in this Letter. In (b) and (c) Mollweide projections each show the target illuminated with N190204-003
(top) and OC (bottom). (b) An illumination without an ablation plasma, and (c) is simulated with a plasma at 4ns through the
laser pulse, with the impacts of CBET and converted into an approximation of ablation pressure using Equation 1.

changing beam inputs for CBET coupled multidimensional
radiation-hydrodynamic simulations25,38–40. Several of these
PDD configurations have been tested on solid targets at the
NIF and so can provide a benchmark.

The method presented in this Letter is an algorithmic ap-
proach for creating PDD illuminations at the NIF. The opti-
mization method uses similar tools to previous attempts in-
cluding state-of-the-art inverse ray-tracing with the effects
of CBET (Ifriit)41, however several key approximations are
made which enable new configurations to be tested without
running expensive radiation-hydrodynamic codes for each it-
eration, this leads to of order ×1000 reduction in computa-
tional expense. In addition, the optimization of inputs is au-
tomated via a numerical method, not a human expert. The
whole process, requires two 3D radiation-hydrodynamic sim-
ulations, an initial simulation to generate the plasma condi-
tions and a final simulation to test the outcome of the opti-
mization. In this Letter, these simulations are performed us-
ing the coupled ASTER-Ifriit code29,42 which is one of several
state-of-the-art codes capable of reproducing key experimen-
tal features9. Beyond the methodology, 3D simulations indi-
cate that the configuration itself results in improved drive and
convergence symmetry over the comparison, indicating its ap-
plicability for future experiments.

The NIF has 192 laser beams arranged into groups of
4, called “quads", as shown in Figure 1a. Each quad en-
ters through a different port on the target chamber, and they
have independent beam pointing and power balance1,43. The
quads are arranged into groups at equal angle from the poles:
θp = 23.5◦, 30.0◦, 44.5◦, and 50.0◦ which are described as
“cones". The top and bottom hemisphere of the chamber are
symmetric, with 4 cones in each. Each pair of cones (one
in the top and bottom) have the same laser spot, however the
shape and size is different between pairs. There are other pa-
rameters such as quad splitting, wavelength detuning and time
varying power balance which were kept at fixed values for this
optimization19,25,39,40.

N190204-003 is a solid target NIF experiment designed to
study energy coupling for DD at megajoule scales17,18 and is
used as a benchmark in this letter. N190204-003 uses a PDD
illumination, shown in Figure 1a, designed accounting for the
impact of CBET38. The target was 1000µm radius of deuter-
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FIG. 2: N190204-003 (N19, blue) and Optimized Config (OC,
orange) spherical harmonics “l modes" for: (a) illuminations
without an ablation plasma, related to Figure 1b; (b) ablation
pressures from Equation 1 generated with plasma and CBET,
related to Figure 1c; and (c) target areal densities at ≈ 9ns.
Mode amplitudes are given as a percentage of the mean. The
dotted lines in (c) are a combination of (a) and (b) in quadra-
ture.

ated plastic (CD at 1.08g/cm3) surrounded by 100µm of plas-
tic (CH at 1.05g/cm3). The laser pulse was 4.5ns in total, with
a two stage ramp up to a peak power of 156TW at 3.5ns18.
Gated x-ray images44 of shock ingress were taken between,
6−8ns with peak pressure predicted to occur at 11.7ns18.

Several approximations were chosen to create a fast
and efficient method for the evaluation of laser configura-
tions/illuminations. Each ansatz is discussed below but val-
idated by the overall success of the method. The approxima-
tions are: (1) a configuration can be evaluated using snapshots
of the plasma at different times, (2) angularly uniform plasma
profiles can be used to evaluate 3D beam configurations, (3)
uniform pressure at the ablation front leads to uniform drive,
(4) plasma conditions from simulating one configuration can
be used to evaluate another. The first approximation is typical
of finite difference methods, however there is a trade-off be-
tween time resolution and accuracy. The second and third as-
sumptions are based on the spherical symmetry of the plasma.
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The fourth approximation requires that the plasma conditions
for each laser configuration evolve similarly, which is accept-
able since it is only the most uniform illuminations that are of
interest.

Laser energy deposited at a lower density results in lower
Pabl , ablation pressure33. Here Pabl is generated from a
weighted radial sum of the absorbed intensity,

Pabl = 24.7 Mbar
(

F(Ir)

1014[W/cm2]

)2/3

, (1a)

F(Ir) =
1

R2
351n2/3

351

∞

∑
r=0

r2n2/3
r Ir, (1b)

where R351 and n351 are the critical radius and electron num-
ber density for wavelength λ = 351nm and Ir is the laser in-
tensity absorbed (W/cm2) at radius r with electron number
density nr. Equation 1a is based on Ref. 33. The r2 in Equa-
tion 1b is applied to convert intensity to units W/sr, so it can
be summed over multiple surfaces at different radii. n2/3

r is an
empirical weighting chosen to match pressure and asymme-
tries observed in several 3D radiation-hydrodynamic simula-
tions. Pabl is calculated for all angular directions to produce
an ablation pressure map, as seen in Figure 1c.

In order to optimize the beam configurations, we must de-
fine a fitness function to provide a metric for comparison.
Here we propose:

f = 10 exp

(
−
(

σ2
1

9
+

σ2
2

18

)1/2
)
×
( ⟨Pabl⟩

50Mbar

)2

, (2)

where σ1 is the standard deviation of target surface intensity
for an illumination with no plasma (Figures 1b and 2a) and
σ2 is the standard deviation of the ablation pressure described
in Equation 1 (Figures 1c and 2b), both as percentages of the
mean and only including perturbations up to spherical har-
monic l = 30. ⟨Pabl⟩ is the angular mean of the ablation pres-
sure from Equation 1. σ2 and ⟨Pabl⟩ are evaluated in an angu-
lar averaged plasma, which is a snapshot at 4.0ns from a 3D
radiation-hydrodynamic simulation of N190204-003. When
optimizing, the same plasma is used for all evaluations, but the
configuration of lasers is changed to maximize, f (σi,⟨Pabl⟩),
in doing so ablation pressure is increased while reducing de-
viations from uniform illumination. Equation 2 is not unique
and is unlikely to be an optimal fitness function, the numeri-
cal factors were adjusted empirically but initially set as a goal
for each respective term such that f ≈ 1 upon successful opti-
mization.

The NIF has thousands of parameters specifying each con-
figuration, so inherent symmetries are used to reduce this
number to 16. Parameters are held constant within a cone,
and its symmetric pair. For each of the 4 cones within a
hemisphere, 4 parameters are varied: power [p], defocus [d],
and 2D target surface pointing [rs,ϕs]. The power balance is
bounded 2 < p < 4TW/quad. The pointings and defocus are
described relative to the location on the target surface closest
to the chamber port of origin for the respective quad [θp,φp].

(a)

−500 0 500
Distance (µm)

−500

−250

0

250

500

D
is

ta
n

ce
(µ
m

)

0

1

2

3

4

D
en

si
ty

(g
/c
m

3
)

(b)

FIG. 3: (a) A gated x-ray image of N190204-003 experiment
at 7.73ns. The elliptical shape of the ingoing shock is visible
as the dark blue region. (b) Density slice from 3D simulation
of N190204-003 at 9.00ns (left) and OC at 9.20ns (right).

Cone Polar angle (◦) Offset angle (◦) Defocus (mm) Power (%)
1 6.36 52.02 8.22 66.26
2 14.95 160.75 9.07 66.26
3 52.48 -12.14 4.67 95.05
4 85.62 6.90 6.83 82.88

TABLE I: OC parameters for each of the 4 cones in a hemi-
sphere. The polar angle is the pointing angle from the pole,
offset angle is an azimuthal offset from the port location, defo-
cus changes the best focus along the beam propagation direc-
tion and power balance is quoted as a percent of 4TW/quad.

The location of best focus is varied along the direction of laser
propagation using defocus, 0 < d < 10mm with d = 0.0mm
being on the target surface. Defocusing results in varying the
spot size on target. Independently, the pointings are varied to
cover the half of the target visible from the port. The 4 pa-
rameters are varied between the 4 cones, giving a total of 16
independent parameters.

A genetic algorithm45, and a coordinate descent/ascent
method46 were used to maximize Equation 2 by varying the
16 input parameters. The methods are derivative-free meaning
that exact local gradients are not available. The resultant con-
figuration, referred to as the “Optimized Config" (OC), does
not represent a maximum in the search space, however it ex-
ceeded the fitness, according to Equation 2, of the PDD con-
figuration used in N190204-003 within a certain allocation of
compute time (< 2MCPU hours). The parameters for the OC
are given in Table I, where the angles are given as target sur-
face/chamber coordinates [θ ,φ ]. A quantitative comparison of
N190204-003 and the OC is displayed in Table II. The OC was
found within 550 searched configurations, which consisted of
185 genetic algorithm evaluations and 365 coordinate descent
evaluations. It can take > 10,000 evaluations for the method
to settle at a (local/global) maximum, determined by the op-
timizations of σ1 alone. This Letter does not focus on the
search procedure, which is an active area of research within
mathematics/computer science, but the overall method used
to evaluate illumination configurations.

Figure 1a shows the difference in pointing between
N190204-003, and the OC. N190204-003 features “quad-
splitting" where the pointings for the 4 beams within a sin-
gle quad differ, and time varying power balances, where each
cone’s fraction of the total laser energy varies over time,
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@t3 @t4
Configuration σ1 σ2 ⟨Pabl⟩ f t3 σ3 p3 ρ3 t4 σ4 p4 ρ4 Nbeams Eli fabs
N190204-003 8.56% 14.83% 63.5Mbar 0.18 9.00ns 2.01% 95Mbars 4gcc 11.7ns 16.35% 4Gbar 25gcc 184 397kJ 82%

Optimized Config 6.03% 12.56% 56.0Mbar 0.35 9.20ns 1.13% 80Mbars 4gcc 12.2ns 5.56% 10Gbar 35gcc 192 408kJ 77%

TABLE II: List of simulation diagnostics values. σ1, σ2 and ⟨Pabl⟩ are the variables in Equation 2 used to define the fitness
function f . Time t3 is after the end of the laser pulse, during shock ingress, and is chosen to match the shock radius in each
simulation. At time t3, σ3 is the standard deviation in target areal density, p3 is the pressure and ρ3 is the density both at the
shock front. The same parameters are given at t4 which is the time of peak pressure in each simulation. Nbeams is the number of
beams used in the simulation, Eli is the incident laser energy and fabs is the absorbed laser energy percentage.

whereas the OC does not. The OC does have independent
defocus for each of the cones, whereas d = 10mm is used for
all cones in N190204-003. The overall complexity of each
configuration is similar, and it is likely that they each present
a similar level of challenge to recreate experimentally. Figure
1a shows some of the beams in N190204-003 that were per-
turbed to account for the target stalk, in addition, two of the
quads were used for an x-ray backlighter. These modifications
had only a minor effect on the overall illumination uniformity
(improving σi by < 1%). The azimuthal offset pointings for
OC were selected to go the same direction in each hemisphere,
despite this not conforming to the rotational symmetry of the
ports. This was done to reduce CBET from beams travelling
in opposite directions at the equator. The large offset angles
given for cones 1 and 2 of OC in Table I indicate that offsetting
the most polar cones to create more oblique incidence angles
can improve uniformity by mimicking the angles required to
get energy to the equator.

Figure 1b shows the two configurations illuminating a
1100µm radius target without a plasma, this is similar to the
absorption that occurs at the start of the laser pulse (< 0.5ns).
The spherical modes for the two illuminations are given in
Figure 2a and σ1 is given in Table II. N190204-003 has a
larger mode 2 which leads to it having a larger overall σ1.
Figure 1c is created by illuminating the angularly averaged
plasma conditions from a 3D radiation-hydrodynamic simu-
lation of N190204-003 at 4ns. The OC has a smaller mode
2 which can also be seen in Figure 2b, but a larger mode 4.
Table II shows that the OC has a smaller overall σ2 but also
a predicted reduction in ⟨Pabl⟩ when compared to N190204-
003.

Once an illumination configuration is selected for maxi-
mizing Equation 2, it is then tested with a full 3D radiation-
hydrodynamics simulation. The cone power values given in
Table I have been rescaled so that Eli matches the experimen-
tally requested laser pulse of N190204-003. The rescaling in-
creased drive asymmetry of OC from σ2 = 8.83% due to the
non-linear effects of CBET. N190204-003 uses the delivered
pulse while OC is simulated with the requested pulse, leading
to the difference in incident energy, Eli in Table II. Despite
this, N190204-003 couples more energy to the target.

Figures 2c shows the modes in areal density for simula-
tion of the N190204-003 configuration at 9.0ns and the OC at
9.2ns. The times are chosen so that the shock radius matches,
as can be seen in Figure 3 (b). Figures 2c also shows dotted
lines, which are a combination of the modes from Figures 2a
and 2b in quadrature, with the same weightings used in Equa-

tion 2. It shows the strengths and weaknesses of the initial
approximations. The inaccuracy predicting the higher modes
is likely due to the Bell-Plesset effect47 while the OC also
features a mode 6 in the areal density, which is not seen in
the two snapshots, this is possibly caused by inhomogeneous
plasma effects, or lacking temporal resolution. The match-
ing of modes is not a requirement for the method to work,
however the similarity is evidence that reinforces the initial
assumptions.

Figure 3a shows a flat-field corrected, gated x-ray image44

of the N190204-003 shock at 7.73ns. The simulation of
N190204-003 shown in Figure 3b has a similar shape but at a
later time, 9.0ns. Figure 3b shows the improved shape that is
achieved when using the OC for illuminating the target. This
is reinforced by comparing σ3 in Table II. N190204-003 fea-
tures an earlier peak pressure at t4 = 11.7ns but σ4 is approx-
imately ×3 that of the OC, resulting in N190204-003’s lower
p4 and ρ4 despite coupling more energy to the target. In this
deuterated solid target experiment, higher density and pres-
sure at shock convergence could create the conditions neces-
sary for fusion, giving an x-ray flash which is a useful diag-
nostic but was not observed in N190204-003.

The simulated drive uniformity demonstrated in this paper
is an important step, however, more is required to use PDD
to drive an implosion to ignition at the NIF. It has not been
demonstrated that both σ1 and σ2 can be reduced below ≈ 2%
required for a high performance implosion. Using a similar
method, it may be possible to achieve the requisite σi < 2%
for all times if the power balance was varied between the snap-
shots. In addition, it is likely that for implosions, more snap-
shots will need to be considered. Time varying power bal-
ance would add a new parameter per cone per snapshot, and
so principal component analysis48 could be used to reduce the
parameters space.

Demonstrated in this letter is a new, efficient, algorith-
mic approach to creating illumination configurations for
PDD solid targets. This alone is a critical development,
as previously the method for development have required
many hours from a human expert, alongside numerous
radiation-hydrodynamic simulations. Beyond this the illumi-
nation configuration is novel, practical and results in higher
peak pressure and density when simulated by 3D radiation-
hydrodynamics. The method can be modified for implo-
sion targets and the process is not limited to spherical PDD,
but could provide efficient optimization where illumination
uniformity is important, regardless of geometry, including
hohlraums. It could also be vital for DD as future designs
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are expected to require many beams per port to balance drive
uniformity49,50, against chamber efficiency. DD with multiple
beams per port can no longer rely on traditional techniques
and will require iterative optimization such as the method pre-
sented here to achieve the necessary drive uniformity.
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